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ABSTRACT
Driven by the concurrency revolution, the study of the coverability
problem for Petri nets has regained a lot of interest in the recent
years. A promising approach, which was presented in two papers
last year, leverages a downward-closed forward invariant to ac-
celerate the classical backward coverability analysis for Petri nets.
In this paper, we propose a generalization of this approach to the
class of well-structured transition systems (WSTSs), which contains
Petri nets. We then apply this generalized approach to lossy chan-
nel systems (LCSs), a well-known subclass of WSTSs. We propose
three downward-closed forward invariants for LCSs. One of them
counts the number of messages in each channel, and the other two
keep track of the order of messages. An experimental evaluation
demonstrates the benefits of our approach.
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1 INTRODUCTION
Context. Lossy channel systems (LCSs) have been introduced by

Abdulla and Jonsson to verify protocols that are designed to operate
correctly even in presence of messages losses [4]. In recent years,
LCSs have regained some interest because they are closely con-
nected to weak-memory models [1, 6]. Indeed, concurrent systems
operating under the TSO memory model can be simulated by LCSs,
and vice versa [6]. Some business protocols [23] were also tested
and improved to work correctly with unreliable channels. Another
use of LCSs is to see them as over-approximations of systems with
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perfect channels. If a safety property is satisfied by a system with
unreliable communications, then the property is also satisfied by
the same system with perfect communications. The verification of
a safety property on a given LCS can often be reduced to a cover-
ability question on a (potentially larger) LCS. Coverability for LCSs
is essentially the same as control-state reachability.

Related work. The coverability problem for LCSs was shown
to be decidable in [4]. The precise computational complexity of
the problem remained open for fifteen year. It was shown to be
hyper-Ackermann-complete in [11]. This complexity could leave us
hopeless for practical implementations. However, even though the
coverability problem for Petri nets is ExpSpace-complete, tools were
recently implemented with great success in practice [7, 15, 17, 21].
We can hope to repeat this success for LCSs since they are somewhat
close to Petri nets (both are well-structured transition systems [16]).

Some tools already exist to solve the coverability problem for
LCSs. The most prominent one is TReX [5]. The tools LASH [8]
and McScM [19] are primarily designed to verify systems with
perfect channels, but they can also be used for LCSs by explicitly
permitting message losses. TReX and LASH iteratively compute
the forward reachability set using (1) a symbolic representation of
channel contents and (2) so-called acceleration techniques to speed-
up the computation. McScM is based on counterexample-guided
abstraction refinement [12] and abstract regularmodel-checking [9].
Our approach can be seen as an explicit backward search combined
with a symbolic forward abstraction.

Our contribution. We present a generic backward coverability
algorithm that relies on downward-closed forward invariants to
prune the exploration of the state space. This algorithm works not
only for LCSs but for the larger class of well-structured transition
systems. We present three invariants for LCSs that can be used by
this algorithm. The one we call state inequation ignores the order of
messages but counts the number of occurrences of each message in
each channel. The other two invariants ignore how many messages
are in the channels, but focus on their order. One is based on simple
regular expressions [2] and the other is based on quasi-orderings over
messages. The second one is as an abstraction of the first one that
provides an interesting trade-off between precision and efficiency.
We have implemented the algorithm and the three invariants. Our
experimental evaluation demonstrates the benefits of our approach.

Outline. Section 2 recalls the coverability problem for well-struc-
tured transition systems. Sections 3 and 4 present our generalized
backward coverability algorithm with pruning based on downward-
closed invariants. Section 5 recalls lossy channel systems and simple
regular expressions. Sections 6 and 7 present two invariants that
keep track of the order of messages in the channels. Section 8
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presents an invariant that counts the messages in the channels. Sec-
tion 9 provides our experimental evaluation. Section 10 concludes
the paper.

2 COVERABILITY FORWELL-STRUCTURED
TRANSITION SYSTEMS

The class of well-structured transition systems (WSTS) is a large
class of systems with many decidable properties [16]. In fact many
classical problems (some termination and safety properties), can
be decided with generic algorithms. The coverability problem is
such a problem. It is motivated by the formal verification of some
safety properties. In this section, we recall in three sub-sections (1)
classical results about well quasi-orders, (2) the definition of WSTS,
and (3) the coverability problem.

2.1 Well Quasi-Ordering
We first recall some properties about well quasi-orders (see [16] for
additional properties and definitions).

A quasi-ordering over a set S is a binary relation ≤ over S that
is transitive and reflexive. Given a subset X ⊆ S , we let ↑X and ↓X
denote its upward closure and downward closure, respectively. These
sets are defined as follows.

↑X = {s ∈ S | ∃x ∈ X : x ≤ s}
↓X = {s ∈ S | ∃x ∈ X : s ≤ x}

A subset U ⊆ S is called an upward-closed set when U = ↑U , and
a subset D ⊆ S is called a downward-closed set when D = ↓D. A
basis of an upward-closed set U is a set B ⊆ U such that ↑B = U .
Upward closed sets can be denoted by finite bases when ≤ is a well
quasi-order.

A well quasi-ordering (wqo) over S is a quasi-ordering ≤ over
S such that, for every infinite sequence x0, x1, . . . ⊆ S , there exist
i and j with i < j and xi ≤ x j . This implies that any wqo is well-
founded: it admits no strictly decreasing infinite sequence.

Proposition 2.1 ( [16, 20]). For a quasi-ordering ≤ over a set S ,
the following propositions are equivalent
• ≤ is wqo.
• Every upward-closed set has a finite basis.
• Every infinite non-decreasing sequence U0 ⊆ U1 ⊆ · · · of
upward-closed sets eventually stabilizes: there exists k ∈ N
such thatUk = Uk+1 = Uk+2 = · · ·

Notation: For the remainder of the paper, we will simply write
x in place of {x} for singletons, when it causes no confusion. In
particular ↑x denotes {s ∈ S | x ≤ s}.

2.2 WSTS
We recall the definition of Well-Structured Transition Systems.

Definition 2.2 (Transition System). A transition system is a tuple
S = (S, sinit ,→) where S is a set of states, sinit is the initial state
and→ ⊆ S × S is the transition relation.

We note
∗
−→ the reflexive and transitive closure of→.

Definition 2.3 (Well-Structured Transition System [3, 16]). A Well-
Structured Transition System (WSTS) is a transition system S =

(S, sinit ,→) equipped with a wqo ≤ over S that is compatible with
→: for all states s1, s2, t1 with s1 → s2 and s1 ≤ t1, there exists
t2 ∈ S such that t1

∗
−→ t2 and s2 ≤ t2.

2.3 Coverability Problem
The coverability problem is a natural problem of safety verification.
Formally, a state sf inal of a WSTS S = (S, sinit ,→, ≤) is said to be

coverable if there exists a state s such that sinit
∗
−→ s and s ≥ sf inal .

The coverability problem consist in deciding if a state is coverable.
The set of coverable configurations is denoted by CovS and it is
called the coverability set.

Notice that CovS is a downward closed set and in particular its
complement is an upward closed set that admits a finite basis as any
upward closed set. It follows that if B is a finite basis of that set, the
coverability problem for a state sf inal reduces to check that sf inal
is not in ↑B, i.e. check if

∧
b ∈B b ≰ sf inal . Unfortunately, for some

natural classes of WSTSs (like the lossy channel systems introduced
in the sequel), such a finite basis B is not computable [22].

Anyway, the coverability problem can be decided thanks to a
generic algorithm. This algorithm is based on the following def-
initions of predecessor sets. Formally, the one-step predecessors
function preS and the many-step predecessors function preS are
functions from P(S) to P(S), defined for any X ⊆ S by:

preS(X ) = {s ∈ S | ∃x ∈ X : s → x}

pre∗
S
(X ) = {s ∈ S | ∃x ∈ X : s

∗
−→ x}

We recall from [16] that pre∗
S
(U ) is an upward closed set for any

upward closed set U , and a state sf inal is coverable if, and only
if, sinit is in pre∗S(↑sf inal ). The coverability problem is shown to
be decidable for WSTSs, thanks to an algorithm computing induc-
tively a basis of the upward closed set pre∗

S
(↑sf inal ). In the next

section we introduce a new generic algorithm for deciding the cov-
erability problem that takes benefit of an over-approximation of
the coverability sets.

3 BACKWARD COVERABILITY ANALYSIS
WITH PRUNING

The coverability problem is a fundamental question for formal veri-
fication and there have been a lot of different methods proposed to
solve this problem efficiently. For Petri Nets, a class of WSTS, in re-
cent years, methods were proposed using structural analysis mixed
with SMT solving [7, 15], and the use of continuous coverability in
Petri Nets to accelerate the backward coverability decision [7].

Inspired by those new methods, we proposed in [17] one of the
top most efficient algorithm for deciding the coverability problem
for Petri nets. In that paper, the correctness of our approach relies
on the following two properties satisfied by Petri nets:

• strong compatibility: for all states s1 ≤ t1 such that s1 → s2,
there exists t2 ∈ S such that t1 → t2 and s2 ≤ t2.
• upward closed predecessors : for any state s the set of prede-
cessors preS(↑s) is upward-closed.

In this section we propose to generalize our approach to the full
class of WSTS. The generalization is obtained by adapting proofs in
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such a way we do not rely anymore on those two previously given
properties.

The classical backward coverability algorithm [3, 16] for WSTS
computes a growing (meaning non-decreasing in the sequel) se-
quence U0 ⊆ U1 ⊆ · · · of upward-closed subsets of S that con-
verges to pre∗

S
(↑sf inal ). In [17] we proposed a way to improve

the convergence with the help of a known over-approximation of
the coverability set. The idea is to prune Ui with the help of that
over-approximation.

Formally, an invariant for a WSTS S = (S, sinit ,→, ≤) is a
downward-closed set of S that contains the coverability set. In
Sections 6 to 8 we present efficient algorithms for computing useful
invariants.

For the remainder of this section, we consider a WSTS S =
(S, sinit ,→, ≤) with a target state sf inal and we assume that we
are given an invariant I for S = (S, sinit ,→, ≤). We introduce the
sequenceU0,U1, . . . subsets of S defined as follows:

U0 = ↑(sf inal ∩ I )
Uk+1 = ↑(preS(Uk ) ∩ I ) ∪Uk

Observe that eachUk is upward-closed and thatU0 ⊆ U1 ⊆ · · · .
On the contrary to the classical backward coverability approach [3,
16], Uk+1 does not consider all one-step predecessors of Uk , but
discards those that are not in I . Note that by taking I = S , which is
trivially an invariant, we obtain the same growing sequence as in
the classical backward coverability approach [3, 16].

The two following lemmas are adapted from [17]. They show
how to use this new sequence to solve the coverability problem.

Lemma 3.1. The sequence U0 ⊆ U1 ⊆ · · · is ultimately stationary.

Proof. Every infinite non-decreasing (w.r.t. ⊆) sequence of up-
ward-closed sets is ultimately stationary since ≤ is a wqo. □

Lemma 3.2. It holds that sf inal ∈ CovS if, and only if, sinit ∈⋃
k Uk .

Proof. If sf inal ∈ CovS then sinit
∗
−→ s ≥ sf inal for some

states s in S . Since sinit
∗
−→ s , there exists s0, . . . , sn ∈ S such

that sinit = sn , sn → sn−1 · · · → s0 and s0 ≥ sf inal . First
observe that si ∈ I for every i ∈ {0, . . . ,n} because I is an in-
variant for S. Moreover, as sf inal ∈ I we get U0 = ↑sf inal . We
prove, by induction on i , that si ∈ Ui for all i ∈ {0, . . . ,n}. The
basis s0 ∈ U0 follows from the facts that s0 ≥ sf inal and U0 =
↑sf inal . For the induction step, let i ∈ {0, . . . ,n − 1} and assume
that si ∈ Ui . Recall that si+1 ∈ I and si+1 → si . It follows that
si+1 ∈ (preS(Ui ) ∩ I ) ⊆ Ui+1. We have shown that sn ∈ Un , hence,
sinit = sn belongs to

⋃
k Uk . Now, let us assume that sinit ∈

⋃
k Uk

and let us prove that sf inal ∈ CovS . We first prove, by induction
on k , that Uk ⊆ pre∗

S
(↑sf inal ). The basis follows from the ob-

servation that U0 ⊆ ↑sf inal ⊆ pre∗
S
(↑sf inal ). For the induction

step, let k ∈ N and assume that Uk ⊆ pre∗
S
(↑sf inal ). Recall that

Uk+1 = ↑(preS(Uk ) ∩ I ) ∪ Uk , hence, Uk+1 ⊆ ↑preS(Uk ) ∪ Uk .
As Uk ⊆ pre∗

S
(↑sf inal ), it follows that preS(Uk ) ⊆ pre∗

S
(↑sf inal ).

As pre∗
S
(↑sf inal ) is upward closed, it follows that ↑preS(Uk ) ⊆

pre∗
S
(↑sf inal ). Hence Uk+1 ⊆ pre∗

S
(↑sf inal ). We have thus shown

thatUk ⊆ pre∗
S
(↑sf inal ) for every k ∈ N. We obtain that sinit is in

pre∗
S
(↑sf inal ), therefore sf inal ∈ CovS . □

We have presented in this section a growing sequence of upward-
closed sets whose limit contains enough information to decide the
coverability problem. Our next step is to transform this sequence
into an algorithm.

4 THE ALGORITHM
Now we want to design an algorithm computing with some finite
bases the sequenceU0 ⊆ U1 ⊆ · · · of upward closed sets introduced
in the previous section. The classical sequence without the invariant
(or with invariant I = S) can be computed [16] for a WSTS S =
(S, sinit ,→, ≤) when the relation ≤ is computable, and when there
exists an effective pre-basis for this WSTS, i.e. an algorithm that
can compute for every state s , a finite basis cpreS(s) of the upward
closure of preS(↑s). It follows that the following equality holds:

↑cpreS(s) = ↑preS(↑s)

We present the backward coverability algorithm with pruning for
solving the coverability problem for any WSTS S = (S, sinit ,→, ≤)
with a computable ≤ and a computable function cpre .

Given a finite set X of S , we denote by cpreS(X ) the union⋃
x ∈X cpreS(x).

Lemma 4.1. Let D be a downward-closed set of S .
For every finite subset X ⊆ S , it holds that
↑preS((↑X ) ∩ D) = ↑(cpreS(X ) ∩ D).

Proof. We first prove that the equality ↑((↑Y ) ∩ D) = ↑(Y ∩ D)
holds for every finite set Y and for every downward closed set D.
First of all, notice that Y ∩ D ⊆ (↑Y ) ∩ D ⊆ ↑((↑Y ) ∩ D). It follows
that ↑(Y ∩ D) ⊆ ↑((↑Y ) ∩ D). Conversely, let s ∈ ↑((↑Y ) ∩ D). There
exists d ∈ (↑Y ) ∩ D such that d ≤ s . As d ∈ ↑Y , there exists y ∈ Y
such thaty ≤ d . AsD is downward closed, we derive fromy ≤ d that
y ∈ D. Thus y ∈ Y ∩ D. From y ≤ d ≤ s we get s ∈ ↑y ⊆ ↑(Y ∩ D).
We have proved the other inclusion.

Now, just let Y = cpreS(X ), and observe that preS(↑X ) =
↑cpreS(X ). □

We now have everything to propose the pruned backward cov-
erability algorithm for WSTS.

Remark 4.2. Line 10 of the algorithm can be implemented just
as the assignment B ← B ∪ P . However, in order to improve the
efficiency of the algorithm, we remove non minimal elements as
follows. An element x in a set X of states is said to be redundant if
there exists y ∈ X with y , x such that y ≤ x . Notice that in that
case ↑X = ↑Y where Y = X\{x}. Line 10 of the algorithm can be
implemented just by inductively removing redundant states one by
one. When ≤ is a partial order, this computation returns the set of
minimal elements. □

Let ℓB , ℓP ∈ N∪{∞} denote the numbers of executions of lines 5
and 8, respectively. It is understood that lP ≤ lB ≤ lP + 1, with the
convention that ∞ + 1 = ∞. Let (Bk )k<ℓB and (Pk )k<ℓP denote
the successive values at lines 5 and 8 of the variables B and P ,
respectively.
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ALGORITHM 1: BCwP(S, sf inal , I ).

Input: A WSTS S = (S , sinit ,→, ≤) with ≤ computable and an
effective pre-basis, a target state sf inal ∈ S and a
downward-closed invariant I for S

Output: Whether there exists a state s ∈ S such that sinit
∗
−→ s

and s ≥ sf inal .
1 if sf inal ∈ I then
2 B ← {sf inal }
3 else
4 B ← ∅

5 while sinit < ↑B do
6 N ← (cpreS(B)) \ ↑B /* new predecessors */

7 P ← N ∩ I /* prune uncoverable states */

8 if P = ∅ then
9 return False

10 Let B be a finite basis of ↑(B ∪ P )

11 return True

Lemma 4.3. For every k with 0 ≤ k < ℓB , the set Bk is a finite
basis of Uk . For every k with 0 ≤ k < ℓP , the set Pk is a finite basis
of ↑(Uk+1 \Uk ).

Proof. It is readily seen that Bk and Pk are finite subsets of
states for every k . We first observe that, for every k with 0 ≤ k <
ℓP ,

↑Pk = ↑((cpreS(Bk ) \ ↑Bk ) ∩ I ) [Lines 6–7]
= ↑(cpreS(Bk ) ∩ (I \ ↑Bk ))
= ↑(preS(↑Bk ) ∩ (I \ ↑Bk )) [Lemma 4.1]
= ↑((preS(↑Bk ) ∩ I ) \ ↑Bk )

Let us now prove, by induction on k , that Uk = ↑Bk for every
k with 0 ≤ k < ℓB . The basis U0 = ↑B0 follows from lines 1–5 of
BCwP and from the definition ofU0. For the induction step, let k ∈ N
with k + 1 < ℓB , and assume that Uk = ↑Bk . Line 10 entails that
↑Bk+1 = ↑Bk ∪ ↑Pk . It follows that

↑Bk+1 = ↑Bk ∪ ↑Pk
= ↑Bk ∪ ↑((preS(↑Bk ) ∩ I ) \ ↑Bk )
= Uk ∪ ↑((preS(Uk ) ∩ I ) \Uk ) [Uk = ↑Bk ]
= Uk ∪ ↑(preS(Uk ) ∩ I )
= Uk+1

This concludes the proof thatUk = ↑Bk for everyk with 0 ≤ k < ℓB .
Moreover, coming back to the characterization of ↑Pk , we get that

↑Pk = ↑((preS(↑Bk ) ∩ I ) \ ↑Bk )
= ↑((preS(Uk ) ∩ I ) \Uk )
= ↑(Uk+1 \Uk )

for every k with 0 ≤ k < ℓP . □

Theorem 4.4. The procedure BCwP terminates on every input and
is correct.

Proof. Let us first prove termination. We need to show that any
maximal execution of BCwP(S, sf inal , I ) is finite. By contradiction,
assume that ℓB = ∞. According to Lemma 3.1, there exists an
index h ∈ N such that Uh = Uh+1. We derive from Lemma 4.3
that Ph = ∅. Therefore, the execution should terminate at line 9

during the (h + 1)th iteration of the while loop. This contradicts
our assumption that ℓB = ∞.

We now turn our attention to the correctness of BCwP. As it is
finite, any maximal execution of BCwP(S, sf inal , I ) either returns
False at line 9 or returns True at line 11.
• If it returns False then PℓP−1 = ∅ and it follows from
Lemma 4.3 thatUℓP ⊆ UℓP−1. It follows thatUℓP−1 =

⋃
k Uk .

Moreover, sinit < ↑BℓP−1 because the condition of thewhile
loop had to hold. It follows hat sinit <

⋃
k Uk . We derive

from Lemma 3.2 that sf inal < CovS .
• If it returns True then sinit ∈ ↑BℓB−1 and it follows from
Lemma 4.3 that sinit ∈ UℓB−1 ⊆

⋃
k Uk . We derive from

Lemma 3.2 that sf inal ∈ CovS .
This concludes the proof of the theorem. □

In the next section we focus our algorithm on lossy channel
systems.

5 LOSSY CHANNEL SYSTEMS
Lossy channel systems (LCSs) have been introduced by Abdulla and
Jonsson to verify protocols that are designed to operate correctly
even in presence of messages losses [4]. Informally, an LCS is a
finite-state automaton equipped with finitely many first-in first-out
channels that are unreliable in the sense that messages can be lost at
any time. This section recalls the definition of LCS and shows how
to verify them using the BCwP algorithm of the previous section.

5.1 Syntax and Semantics of LCSs
A lossy channel system is a tuple S = (Q,qinit ,M,d,∆) where Q
is the finite set of locations, qinit ∈ Q is the initial location, M
is the finite alphabet of messages that can be exchanged over the
channels, d is the number of channels, and ∆ ⊆ Q ×Op ×Q is the
set of transition rules, whereOp = {1, . . . ,d} × {!, ?} ×M is the set
of operations over the channels. An operation is
• either a transmission i!m of a messagem into a channel i ,
• or a reception i?m of a messagem from a channel i .

Example 5.1. Figure 1 represents the LCS with locations Q =
{q1,q2,q3,qbad }, initial location qinit = q1, messagesM = {a,b},

a single channel, and rules ∆ = {q1
1!a
−−−→ q2,q2

1!b
−−−→ q1,q2

1?a
−−−→

q3,q3
1?a
−−−→ qbad }. □

The operational semantics of an LCS S = (Q,qinit ,M,d,∆) is
given by an infinite-state transition system JSK = (S, sinit ,→)
defined as follows. The set of states is S = Q × (M∗)d . So a state
s = (q,w1, . . . ,wd ) is composed of a location q and of words wi
describing the contents of the channel i . All channels are empty
initially, so the initial state is sinit = (qinit , ε, . . . , ε).

For each rule δ = (q,op,q′) in ∆, we define the binary relation
δ
−→ over S as follows: s

δ
−→ s ′ with s = (q,w1, . . . ,wd ) and s ′ =

(q′,w ′1, . . . ,w
′
d ) if and only if

• either op is a transmission i!m, in which case w ′i = wi ·m
andw ′j = w j for all j , i ,
• or op is a reception i?m, in which case m · w ′i = wi and
w ′j = w j for all j , i .
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q1 q2 q3 qbad

1!b

1!a
1?a 1?a

Figure 1: Simple example of a lossy channel system.

The relations
δ
−→ capture the perfect semantics of first-in first-

out channels. To capture message losses, we also define the binary
relation →λ over S . Formally, s →λ s ′ with s = (q,w1, . . . ,wd )

and s ′ = (q′,w ′1, . . . ,w
′
d ) if and only if the locations q and q′ are

the same and there exists a channel i ∈ {1, . . . ,d} such thatw ′i is
obtained fromwi by deleting one message (i.e.,wi = u ·m · v and
w ′i = u · v , for somem ∈ M and u,v ∈ M∗) and w ′j = w j for all
j , i . For example, (q2,a · b · a) →λ (q2,a · a). We also introduce,
for technical reasons, the identity relation {(s, s) | s ∈ S}, written
→ε .

Now, the binary relation→ over S is defined to be the union of

the relation→ε , of the relation→λ and of the relations
δ
−→ where

δ ranges over ∆.

Example 5.2. Consider again the LCS depicted in Figure 1. The
state (qbad , ε) is reachable from the initial state because (q1, ε) →
(q2,a) →→ (q2,aba) →λ (q2,aa) →→ (qbad , ε). But a message
loss (i.e., a→λ step) is required to do so. □

5.2 LCSs Are Well-Structured
As was already observed in [3, 16], lossy channel systems are well-
structured, and so coverability is decidable for them. The well-
structure of LCSs allows us to use the algorithm presented in Sec-
tion 4. But we need to show that the required effectivity conditions
are fulfilled. Let us start by recalling how LCSs can be framed as
well-structured transition systems.

For two words u and v in M∗, we say that u is a subword of v ,
written u ⪯ v , if u can be obtained from v by erasing some letters.
In other words, u is a (possibly non-contiguous) subsequence of v .
The relation ⪯ is obviously a partial ordering1 onM∗. Moreover, it
is wqo onM∗. This last result is due to Higman [20].

Given an LCS S = (Q,qinit ,M,d,∆), we define the relation ≤
over S = Q × (M∗)d as follows. For two states s = (q,w1, . . . ,wd )

and s ′ = (q′,w ′1, . . . ,w
′
d ), let s ≤ s ′ if and only if q = q′ andwi is a

subword ofw ′i for every i ∈ {1, . . . ,d}. It is readily seen that this
relation is a partial ordering on S . The following lemma is an easy
consequence of the definitions of→λ and ≤.

Lemma 5.3. The relations ≥ and (→λ)
∗ are equal.

It follows from the previous lemma that coverability and reacha-
bility coincide for lossy channel systems (equipped with ≤). Indeed,
if there exists a state s ∈ S such that sinit

∗
−→ s ≥ sf inal then

sinit
∗
−→ s

∗
−→ sf inal hence sinit

∗
−→ sf inal . The converse always

holds by reflexivity of ≤.

Lemma 5.4 ([3, 16]). The semantics of a lossy channel system,
equipped with the partial order ≤, is a WSTS.
1Recall that a partial ordering on a set S is binary relation on S that is reflexive,
transitive and antisymmetric.

cpre!(a,abc) = abc cpre?(a, ε) = a
cpre!(a,abca) = abc cpre?(c,abb) = cabb

Figure 2: Example of cpre! and cpre?.

Proof. Since the set Q of locations is finite, equality is a wqo
on Q . Recall that ⪯ is a wqo on M∗. It follows that ≤ is a wqo on
S . It remains to prove that ≤ is compatible with the relation →.
Consider three states s , s ′ and t such that s → s ′ and s ≤ t . By
Lemma 5.3, it holds that t

∗
−→ s . Therefore, t

∗
−→ s → s ′ = t ′, which

concludes the proof that ≤ is compatible with→. □

As mentioned previously, we want to solve the coverability prob-
lem for lossy channel systems using the BCwP algorithm of Section 4.
But several effectivity conditions need to be fulfilled in order to do
so, even if we use the trivial invariant I = S .

Firstly, we observe that the partial order ≤ is computable because
there are only finitely many channels and ⪯ itself is computable.

Secondly, we need to show LCSs admit an effective pre-basis,
meaning that there exists an algorithm that, given a state s , com-
putes a finite basis of ↑preS(↑s). Toward this end, we introduce two
functions cpre! and cpre? fromM ×M∗ toM∗ defined as follows:

cpre!(m,w) =

{
w ′ ifw = w ′ ·m
w otherwise

cpre?(m,w) = m ·w

See examples in Figure 2. Now, for a state s = (q,w1, . . . ,wd )

and a rule δ = (p, i#m,q) ∈ ∆, with # ∈ {!, ?}, we let cpreδ (s) =
(p,w1, . . . ,wi−1, cpre#(m,wi ),wi+1, . . .wd ). It is readily seen that
cpreδ is computable. The following lemma shows that LCSs admit
an effective pre-basis.

Lemma 5.5. For every state s = (q,w1, . . . ,wd ) in S , the set

{s} ∪ {cpreδ (s) | δ = (p,op,q) ∈ ∆}

is a finite basis of ↑preS(↑s).

Thirdly, line 10 of the BCwP algorithm simply amounts to the
computation of the minimal elements of B ∪ P .

We now have a way to solve the coverability problem for LCSs.
To accelerate the computation we need good invariants. The next
sections aim to provide that.

5.3 Simple Regular Expressions
The BCwP algorithm of Section 4 makes use of downward-closed
invariants in order to accelerate the classical backward coverabil-
ity analysis. Invariants are potentially infinite sets of states. So
before attempting to generate good invariants, we need a finite
representation for them. As there are only finitely many locations,
the complexity comes from channel contents. These are d-tuples
of words over the finite alphabet M of messages. A natural and
simple approach consists in using recognizable subsets of (M∗)d to
represent (potentially infinite) sets of channel contents. This is a rea-
sonable limitation since the coverability set of an LCS, which is its
most precise downward-closed invariant, is recognizable [4, 10]. By
Mezei’s theorem, recognizable subsets are finite unions of cartesian
products of regular languages over the alphabet M . Since we are
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interested in downward-closed invariants, we focus on downward-
closed regular languages. Such languages can be represented by
simple regular expressions [2].

Let us recall the definition of simple regular expressions. An
atom is either (ε +m) for a messagem in M or (m1 + · · · +mn )

∗

wherem1, . . . ,mn are messages in M with n ≥ 1. A product is a
finite concatenation a1 · · ·an of atoms. A simple regular expression
(SRE) is a finite sum p1 + · · · + pn of products.

The language of an SRE r is the regular language associated with
it and will be denoted by JrK. The following lemma gives us a reason
to use SREs to represent downward-closed regular languages.

Lemma 5.6 ([2]). A language L ⊆ M∗ is downward-closed if and
only if it can be represented by an SRE.

In practice, it is desirable for efficiency reasons to manipulate
SREs that do not contain redundancies. We say that a product
p = e1 · · · en is in normal form [2] if and only if for all 1 ≤ i ≤ n, we
have Jei · ei+1K ⊈ Jei+1K and Jei .ei+1K ⊈ Jei K. An SRE p1 + . . .+pn
is in normal form if all products pi are in normal forms and there
are no products pi and pj with i , j such that Jpi K ⊆ Jpj K.

Lemma 5.7 ([2]). For every SRE r , there is a unique (up to com-
mutativity of +) SRE in normal form, which is denoted by nf(r ), such
that Jnf(r )K = JrK. Furthermore, nf(r ) can be computed from r in
quadratic time.

We can see that there exist infinite increasing sequences of
SREs. This means that we cannot directly use SREs to compute
downward-closed invariants via Kleene iteration. Let us illustrate
this issue on the LCS of Figure 1. Applying Kleene iteration to

the loop q1
1!a
−−−→

1!b
−−−→ q1 leads to the sequence ε , (a + ε) · (b + ε),

(a+ε) · (b+ε) · (a+ε) · (b+ε), etc. There exist acceleration techniques
that can derive the effect of an arbitrary iteration of the loop [2], and
come up with (a+b)∗. But, in general, the coverability set of an LCS
cannot be computed [22] even though it is downward-closed and,
hence, recognizable. Therefore, we settle for over-approximations
of the coverability set. In the next section, we will introduce a sub-
class of SREs, that we call compact simple regular expressions, and
show how to use it to compute downward-closed invariants.

6 INVARIANT USING COMPACT SRES
Despite the assumption that messages may be lost, all messages
that remain in a channel are in the same order as the order in which
they were sent. If a system sends some messages a and then some
messages b in a channel, this channel can’t contain a word that
contains a message b after a message a. In this section, we propose
an abstraction of channel contents that focuses on this kind of
properties, and ignores the numbers of occurrences of messages.
For instance, this abstraction provides properties of the type: it’s
not possible to have a message a after a message b.

We present an invariant generation technique that uses a sub-
class of SREs, that we call compact simple regular expressions. The
idea is to abstract the contents of a channel with simple expressions
of the form (a∗ · b∗) + (a∗ · (c + d)∗).

Formally, a compact simple regular expression (CSRE) is an SRE∑
pi where every product pi is a compact product. A compact

product is of the form a1 · · ·an with every atom ai of the form

csre1 = (a∗ · b∗) + (a∗ · c∗) csre3 = ε
csre2 = ((a + b)∗) + ((c + d)∗ · e∗) csre4 = ∅

Figure 3: Examples of compact simple regular expressions.

(m1+ · · ·+mn )
∗ and such that every two atoms ai and aj with i , j

have distinct messages (i.e., Jai K ∩ Jaj K = {ε}). Some examples of
CSREs are given in Figure 3. We see that every compact product is
in normal form. However, not all CSREs are in normal forms. We
note CSREnf the set of CSREs in normal form. It is readily seen
that this set is finite. The CSREs of Figure 3 are all in normal form.

We define the binary relation ⊑ over CSRE by r1 ⊑ r2 if and
only if Jr1K ⊆ Jr2K. This relation is reflexive and transitive hence
it is a quasi-ordering. The relation ⊑ is also antisymmetric for
CSREs in normal form, therefore ⊑ is a partial order over CSREnf .
Note that ⊑ is not antisymmetric over the full class of CSREs (e.g.,
J(a + b)∗K = J(a + b)∗ + a∗K).

We will exhibit a Galois connection between (P(M∗), ⊆) and
(CSREnf , ⊑). The two following lemmas are needed to do so.

Lemma 6.1. Consider two subsets of messages A1,A2 ⊆ M . For
every languages L1 ⊆ (M \ A1)∗ and L2 ⊆ (M \ A2)∗, it holds that
(A∗1 · L1) ∩ (A

∗
2 · L2) = (A

∗ · (L1 ∩ B∗2 · L2)) ∪ (A
∗ · (L2 ∩ B∗1 · L1))

where A = A1 ∩A2, B1 = A1\A2 and B2 = A2\A1.

Proof. We only prove ⊆ since the converse inclusion is imme-
diate. Let w ∈ (A∗1 · L1) ∩ (A

∗
2 · L2). There exists u1 ∈ A

∗
1, v1 ∈ L1,

u2 ∈ A∗2 and v2 ∈ L2 such that w = u1 · v1 = u2 · v2. Assume that
the length of u1 is smaller than or equal to the length of u2. There
exists u ′2 such that u2 = u1 ·u ′2. It follows that u1 ∈ (A1∩A2)∗ = A∗.
Observe also that v1 = u ′2 · v2. Since v1 ∈ L1 ⊆ (M \A1)∗, we get
thatu ′2 ∈ (A2\A1)∗ = B∗2 , and sov1 ∈ (B

∗
2 ·L2). We have shown that

w ∈ (A∗ · (L1 ∩ B∗2 ·L2)). Symmetrically, if the length of u1 is larger
than or equal to the length of u2, thenw ∈ (A∗ · (L2 ∩ B∗1 ·L1)). □

Lemma 6.2. The set of languages that can be represented by CSREs
is closed under intersection.

Proof. We show that the intersection of the languages of two
compact products can be represented by a CSRE. The lemma then
follows by distributivity of intersection over union and by closure of
CSREs under sum. For a compact product p = a1 · · ·an , we write |p |
the number n of atoms composing p. We prove by induction on k ≥
0, that for all compacts products p1 and p2 such that |p1 | + |p2 | ≤ k ,
there exists a CSRE r such that Jp1K∩ Jp2K = JrK. For the basis step,
we have p1 = p2 = ε and Jp1K ∩ Jp2K = JεK. For the induction step,
let p1 and p2 two compact products such that |p1 | + |p2 | = k + 1.
If one them is equal to ε then Jp1K ∩ Jp2K = JεK. Otherwise, p1
and p2 may be written as the compact products p1 = A∗1 · p

′
1 and

p2 = A∗2 · p
′
2 where A1 and A2 are two subsets of M . Note that

Jp′1K ⊆ (M \ A1)∗ and Jp′2K ⊆ (M \ A2)∗. We get from Lemma 6.1
that Jp1K∩Jp2K = (A∗ · (Jp′1K ∩ JB∗2 ·p

′
2K)) ∪ (A

∗ · (Jp′2K ∩ JB∗1 ·p
′
1K))

where A, B1 and B2 are defined as in the lemma. Observe that
|p′1 | + |B

∗
2 · p

′
2 | = |p

′
2 | + |B

∗
1 · p

′
1 | = k . It follows from the induction

hypothesis that there exists two CSREs r1 and r2 such that Jr1K =
(Jp′1K ∩ JB∗2 · p

′
2K) and Jr2K = (Jp′2K ∩ JB∗1 · p

′
1K). We obtain that

Jp1K ∩ Jp2K = JA∗ · r1 + A∗ · r2K. It is routinely checked that Jr1K
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a∗ · b∗ ∩ b∗ · a∗ = a∗ ∪ b∗ a∗ · b∗ ∩ (a + b)∗ = a∗ · b∗

Figure 4: Examples of intersections of compact products.

and Jr2K are contained in (M \A)∗. Therefore,A∗ · r1 andA∗ · r2 can
be rewritten as CSREs by distributivity of product over sum. □

See examples of the intersection of CSREs in Figure 4. Let us in-
troduce the concretisation function γ : CSREnf → P(M∗) defined
by γ = J·K. The corresponding abstraction function α : P(M∗) →
CSREnf is defined by α(L) = nf(

⋂
{r ∈ CSREnf | L ⊆ JrK}). The

function α is well-defined because CSREnf is closed by intersec-
tion and is finite. Note that α(L) is computable when L is a regular
language. We observe that (α,γ ) is a Galois connection between
(P(M∗), ⊆) and (CSREnf , ⊑). In order to apply the classical frame-
work of abstract interpretation [13], it remains to show that we
can perform abstractly the operations over the channels, namely
transmissions and receptions.

For a language L ⊆ M∗, let m−1L = {w ⊆ M∗ | m · w ∈ L}.
Following the classical framework of abstract interpretation, an
abstract transmission is defined by (!m)#(r ) = α(JrK ·m) and an
abstract reception is defined by (?m)#(r ) = α(m−1 ·JrK). Let us show
how to compute (!m)#(r ) and (?m)#(r ) given a CSRE r in normal
form. We only need to consider the case where r is a compact
product since (!m)#(p1 + · · ·+pn ) = nf((!m)#(p1)+ · · ·+ (!m)#(pn )),
and similarly for (?m)#.

For a compact product p = a1 · · ·an , let merдe(a1 · · ·an ) de-
note the atom that contains exactly the messages that appear in
a1, . . . ,an . Formally, merдe(a1 · · ·an ) is the atom A∗ where A =
{m ∈ M | m ∈ Ja1K ∪ · · · JanK}. We have for a compact product
p = a1 · · ·an and a messagem ∈ M :

(!m)#(p) =

{
a1 · · ·ak−1 ·merдe(ak · · ·an ) ifm ∈ JpK
p ·m∗ otherwise

(?m)#(p) =

{
ak · · ·an ifm ∈ JpK
∅ otherwise

where, in both cases, k the unique index such thatm ∈ Jak K.
By a standard construction, we can extend the Galois connection

(α,γ ) into a Galois connection between (P(S), ⊆) and the abstract
domain consisting of the set of maps from Q to CSREdnf , partially
ordered by the component-wise extension of ⊑. So we can apply
the classical framework of abstract interpretation [13] to generate
an inductive downward-closed invariant by a standard fixpoint
computation in this abstract domain. Since the setCSREnf is finite,
the fixpoint computation is guaranteed to converge. We may then
use this downward-closed invariant to accelerate the backward
coverability analysis, as is done in the BCwP algorithm of Section 4.
However, this acceleration comes at a price: the generation of the
invariant itself might be costly. We illustrate this issue in the fol-
lowing example.

Example 6.3. Consider an alphabet M containing the distinct
messages x1,y1, z1, . . . , xn,yn, zn . Let L ⊆ M∗ be the language

L = x1
∗ · (y1

∗ + z1
∗) · x2

∗ · (y2
∗ + z2

∗) · · · xn
∗ · (yn

∗ + zn
∗)

This language can be represented by a CSRE. But the minimal
CSRE r with L = JrK, is the sum of all compact products of the
form x1∗ ·m1∗ · x2∗ ·m2∗ · · · · xn∗ ·mn

∗ wheremi ∈ {yi , zi } for
all i ∈ {1, . . . ,n}. There are exponentially many such products.
Observe that r is in normal form. □

The potential exponential blow-up illustrated in Example 6.3
may limit, in practice, the usefulness of our invariant generation
technique based on CSREs. See Section 9 for experimental results.
The next section aims at solving this problem.

7 INVARIANT USING ORDERING FLOWS
In the last section, we saw how to generate downward-closed in-
variants by an abstraction of channel contents that ignores the
numbers of occurrences of messages and only cares about their
respective order. This abstraction relies on so-called compact sim-
ple regular expressions (CSREs). However, the generation of this
invariant might be costly in practice. This comes from the fact that
CSREs are, in fact, not compact enough (see Example 6.3).

We now present an invariant generation technique based on
quasi-orderings (i.e. transitive and reflexive relations) over mes-
sages, that we call message ordering flow (MOFs). The goal is still
the same: we want to keep track of which messages can be in which
order in each channel. But we want an invariant that is faster to
compute than the one based on CSREs.

LetM denote the set of messages of an LCS for which we want
to compute a downward-closed invariant. A message ordering flow
(MOF) is a pair (A,R) where A ⊆ M and R is quasi-ordering over A.
We letMOF denote the set of MOFs. We define the partial ordering
⊑ overMOF by F1 ⊑ F2 with F1 = (A1,R1) and F2 = (A2,R2) if and
only if A1 ⊆ A2 and R1 ⊆ R2.

The least upper bound of two MOFs F1 = (A1,R1) and F2 =
(A2,R2) is F1 ⊔ F2 = (A,R) where A = A1 ∪A2 and R = (R1 ∪ R2)+,
i.e., the transitive closure of R1 ∪ R2. The greatest lower bound of
F1 and F2 is F1 ⊓ F2 = (A,R) where A = A1 ∩A2 and R = R1 ∩ R2.

As in Section 6, we want to exhibit a Galois Connection between
(P(M∗), ⊆) and (MOF , ⊑). Let us start with the abstraction function
α : P(M∗) → MOF . For a wordw ∈ M∗, let α(w) = (A,R) ∈ MOF
where A = {m ∈ M | m ⪯ w} is the set of all messages occurring
inw and R = {(a,b) ∈ A×A | a = b ∨ ab ⪯ w}. Recall that ⪯ is the
sub-word partial order onM∗. For a non-empty language L ⊆ M∗,
we define α(L) to be the least upper bound of {α(w) | w ∈ L}.
The concretisation function γ : MOF → P(M∗) is defined by
γ (A,R) = {w ∈ A∗ | ∀ab ⪯ w, (a,b) ∈ R}.

It is readily seen that the concretisation of a MOF is a downward-
closed language. But the set γ (MOF ) of languages that can be repre-
sented by a MOF misses an important language, namely the empty
language. So we extend the setMOF with a new element, written
⊥, whose concretisation is γ (⊥) = ∅. Conversely, the abstraction of
the empty language is α(∅) = ⊥. We also extend ⊑ in the obvious
way. For every MOF F , we have ⊥ ⊔ F = F and ⊥ ⊓ F = ⊥.

Observe that, by construction, (α,γ ) is a Galois connection be-
tween (P(M∗), ⊆) and (MOF , ⊑). As in Section 6, in order to apply
the classical framework of abstract interpretation [13], it remains
to show that we can perform abstractly the operations over the
channels, namely transmissions and receptions.
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Figure 5: MOF for the language L of Example 6.3.

Following the classical framework of abstract interpretation,
we define (!m)# : MOF → MOF and (?m)# : MOF → MOF by
(!m)#(F ) = α(γ (F ) ·m) and (?m)#(F ) = α(m−1 · γ (F )). Let us show
that the functions (!m)# and (?m)# are computable.
• (!m)#(⊥) = (?m)#(⊥) = ⊥.
• (!m)#(A,R) = (A′,R′)whereA′ = A∪{m} and R′ = R∪(A×
{m}) ∪ (B × B) where B = {b ∈ A | (m,b) ∈ R} is the set of
all messages that can appear afterm.
• (?m)#(A,R) = ⊥ ifm < A, otherwise (?m)#(A,R) = (A′,R′)
where A′ = {b ∈ A | (m,b) ∈ R} is the set of all messages
that can appear afterm and R′ = R ∩ (A′ ×A′).

As with CSREs, we can extend the Galois connection (α,γ ) into
a Galois connection between (P(S), ⊆) and the abstract domain
consisting of the set of maps from Q to MOFd , partially ordered
by the component-wise extension of ⊑. Again, we can generate
an inductive downward-closed invariant by a standard fixpoint
computation in this abstract domain. Since the setMOF is finite, the
fixpoint computation is guaranteed to converge. We may then use
this downward-closed invariant in the BCwP algorithm of Section 4.

On the contrary to CSREs that can suffer from an exponential
blow-up, each MOF is of size at most quadratic in the cardinal of
the alphabetM of messages of the LCS under analysis.

Example 7.1. Let us revisit Example 6.3. Recall that the language
L defined there is

L = x1
∗ · (y1

∗ + z1
∗) · x2

∗ · (y2
∗ + z2

∗) · · · xn
∗ · (yn

∗ + zn
∗)

This language can be represented by the MOF F = (A,R) where
A contains exactly the messages x1,y1, z1, . . . , xn,yn, zn and R re-
spects the quasi-ordering shown in Figure 5, that is,R is the reflexive
and transitive closure of the arrows depicted in that figure. On the
contrary to the minimal CSRE representing L, which is exponential
in n, the size of F is quadratic in n. □

8 INVARIANTWITH STATE INEQUATION
The last two invariants focused on the order of messages in the chan-
nels. Neither invariant takes into account the number of messages.
We now present an invariant based on the Petri net state equation.
It is a simple invariant that just counts the number of messages
that can be in each channel. The state equation was recently used
successfully for solving Petri net coverability problems [7, 15, 17].

Inspired by the state equation for Petri nets, we associate to
an LCS and a state sf inal = (qf inal ,w1, . . . ,wd ), a system of in-
equations that must be satisfiable when sf inal is coverable. This
system is defined over a vector x of free variables ranging over Z∆.
Intuitively, x(δ ) denotes the number of times an execution uses the
rule δ to cover the state sf inal .

We first build a system of equations over x, called the location
constraints that takes into account the number of times an execution
enters and leaves a location. To do so, we introduce the vector ei
in ZQ defined as zero everywhere except for the index i where it is
one. We denote by LCsf inal (x) the following system of equations:

eqinit +
∑

δ=(p,op,q)∈∆

x(δ )(−ep + eq ) = eqf inal (1)

Next, we build a system of inequalities over x, called the channel
constraints that counts the number of times each message m is
sent and received in each channel i . To do so, we introduce the
vector ei ,m defined as the matrix in Zd×|M | where the value is zero
everywhere except for the index i,m where it is one. Given a word
w of messages, we denote by |w |m the number of occurrences ofm
inw . We denote byCCsf inal (x) the following system of inequations
where the inequality ≥ over the matrices is defined component-
wise: ∑

δ=(p,i !m,q)∈∆

x(δ )ei ,m −
∑

δ=(p,i?m,q)∈∆

x(δ )ei ,m ≥
∑
m∈M

i ∈{1, ...,d }

|wi |m (2)

Finally, we introduce the system of equations SIsf inal (x) defined
as the conjunction LCsf inal (x) ∧CCsf inal (x). The proof of the fol-
lowing lemma is immediate by observing that if sf inal is coverable
there exists an execution from sinit to a state s ≥ sf inal . Denoting
by x(δ ) the number of times the rule δ is used by this execution,
we get a vector x satisfying SIsf inal (x).

Lemma 8.1. The system SIsf inal (x) is satisfiable for every coverable
configuration sf inal .

Corollary 8.2. The set ILCS = {sf inal | ∃x SIsf inal (x)} is an
invariant.

9 EXPERIMENTAL EVALUATION
We have presented a coverability checking algorithm, namely BCwP,
that is parametrized by a downward-closed invariant. The algorithm
uses this invariant in order to accelerate the classical backward cov-
erability analysis. We have also presented three different invariant
generation techniques, respectively based on compact simple regu-
lar expressions (CSREs), on message ordering flows (MOFs) and on
the state inequation (SI). We now present our experimental results.

We want to evaluate two main effects of the invariants: the
number of states handled and the time saved or added. On one
hand, if the algorithm handles less states (computes less states with
cpre , prunes more), this leads to a gain in time. On the other hand,
an invariant can also slow down the computation in two ways:
firstly for the generation of the invariant itself and secondly for
checking membership of a given state in the invariant.

We have implemented the BCwP algorithm in the languageOCaml.
The prototype consists of a little more than three thousand lines of
code. It can be found online [18]. It only works for lossy channel
systems but, as it is modular, it can be extended to all well-structured
transition systems with decidable order and effective pre-basis. New
invariants can also be added easily. The state inequation invariant
needs the help of an SMT-solver. We chose Z3 [14]. Our experiments
were run on a machine running Ubuntu Linux 14.04, with an Intel
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Table 1: Time in seconds to solve coverability instances.

∅ SI CSRE MOF Best McScM
Peterson3 947.6 1.9 21.5 22.1 1.9 9.3
Peterson4 >96h 2934.4 >96h >96h 2934.4 error
pop3 157.9 0.3 >96h 0.9 0.3 0.6
BAwPC 0.4 4.3 0.0 0.0 0.0 0.1
BAwCC 1.9 11.1 0.1 0.1 0.1 0.1
BAwCC_enh 2.3 13.7 0.1 0.1 0.1 1.6
BAwPC_enh 0.7 3.5 0.0 0.0 0.0 0.2
BRP 0.2 0.1 0.3 0.3 0.1 1.2
server 0.1 1.3 0.6 0.4 0.1 5.0
server_err 0.0 0.0 0.0 0.0 0.0 0.0
ring2 0.2 0.2 0.4 0.4 0.2 2.6
tcp 0.0 0.0 0.0 0.0 0.0 0.1
tcp_err 0.0 0.1 0.0 0.0 0.0 0.0

i7-4770 CPU at 3.40GHz and 16GB of memory. The timeout for
each run was set to 96 hours.

Our prototype takes as input a system of communicating finite-
state automata, each with their own locations and rules, given in
the scm file format. We build (on-the-fly) a global LCS by taking
the cartesian product of these automata. While the CSRE and MOF
invariants are computed on this global LCS, we optimize the state in-
equation invariant to avoid an exponential blow-up in Equation (1).
Instead of applying Equation (1) to the global LCS, we create one
equation for each automaton. The two systems are equivalent but
the membership problem in the latter is easier.

The different examples come with the tool McScM [19]. We
present the results of 13 examples. The examples BAwCC, BAwPC,
BAwCC_enh and BAwPC_enh are business protocols and came
from [23]. The first two are coverable examples and the last two
are their enhanced uncoverable versions. Others examples include
two versions of the Peterson protocol, one with three peers, the
other with four, a version of the pop3 protocol, a simple server
protocol and a tcp protocol with and without an error inserted, and
finally a ring protocol. Many examples have tens of target states,
and our prototype can handle that. Even though we presented our
algorithm to solve the coverability problem for only one target
state, it is easy to extend the algorithm for a set of targets, by taking
U0 = ↑(Sf inal ∩ I ) where Sf inal is the set of all target states.

Wewere unable to compare our prototype with TReX [5] because
the tool is not available anymore. So we compared withMcScM [19],
which uses the same scm format and can solve the coverability prob-
lem for LCS, even though this is not its primary goal. McScM has
four verification engines. The best engine suited to our examples was
cegar. It was able to solve 10 of 13 examples within three minutes
but crashed with Peterson4 and was not finished after two hours
for brp and BAwCC_enh. In comparison, our prototype solved all
cases with the invariant state inequation. Without invariant and
with the invariant MOF it was able to solved all examples except
two and with the invariant CSRE all except three.

Table 1 compares the time needed to solve the coverability prob-
lem without invariant, noted ∅, and with the invariants SI , CSRE
and MOF . The least time is reported in the fifth column. In the last
column, we put the time needed by McScM with the best engine

Table 2: Number of elements visited.

∅ SI CSRE MOF
Peterson3 359131 2127 67 67
Peterson4 >5113486 852630 - -
pop3 241595 813 - 17842
BAwPC 15266 15266 1587 1587
BAwCC 31693 31693 2480 2480
BAwCC_enh 38218 38218 59 59
BAwPC_enh 19193 12824 44 44
BRP 9343 470 9132 9343
server 8873 8873 7720 8873
server_err 105 1 1 1
ring2 11141 772 11141 11141
tcp 1519 37 1437 1519
tcp_err 1423 218 1290 1364

Table 3: Number of states tested and ratio of pruned states.

SI CSRE MOF
# % # % # %

Peterson3 1970 72.2 67 100.0 67 100
Peterson4 745009 72.0 - - - -
pop3 324 61.8 - - 5433 35.0
BAwPC 3645 0.0 1069 81.4 1069 81.4
BAwCC 7186 0.0 1718 80.6 1718 80.6
BAwCC_enh 7671 0.0 59 100.0 59 100.0
BAwPC_enh 2834 0.4 44 100.0 44 100.0
BRP 172 27.3 2692 3.8 2650 0.0
server 2037 0.0 1910 5.3 2037 0.0
server_err 1 100.0 1 100.0 1 100.0
ring2 490 71.2 2393 0.1 2393 0.0
tcp 37 81.1 751 3.1 768 0.0
tcp_err 173 47.4 671 8.0 686 3.8

for each example. We can see that SI dramatically accelerates the
computation in the biggest examples. The same effect is also found
for the invariantMOF except for the Peterson4 protocol whereMOF
did not terminate within 96 hours.

Those numbers can be explained by the numbers of operations
that the algorithm performed. Table 2 compares the numbers of
nodes visited, i.e., the numbers of targets states added each step
with all states created by the cpre in line 6 before removing those
that are already in ↑B. Sometimes the number of visited states is
very low compared to the version without invariant. For example
for the invariants CSRE andMOF for the examples BAwCC_enh and
BAwPC_enh it is 59 and 44 compared to 38218 and 19193. It is be-
cause the invariants were able to prune all targets states. Therefore
the algorithm did not even enter the while loop.

To understand more specifically the pruning for each invariant
and each example, we provide Table 3. It shows the number of times
the algorithm tested if a state was or was not in the invariant, as
well as the percentage of times the state was outside the invariant
and hence was pruned.

We see that many times the algorithm was able to prune some
states and therefore to decrease the number of states handled. This
comes at a cost, since we need to compute a least fixpoint for the
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Table 4: Cost in seconds to use invariants.

SI CSRE MOF
pre ∈ pre ∈ pre ∈

Peterson3 0.0 1.9 21.5 0.0 22.1 0.0
Peterson4 0.0 1895.2 >96h - >96h -
pop3 0.0 0.3 >96h - 0.1 0.0
BAwPC 0.0 3.8 0.0 0.0 0.0 0.0
BAwCC 0.0 9.3 0.1 0.0 0.1 0.0
BAwCC_enh 0.0 11.4 0.1 0.0 0.1 0.0
BAwPC_enh 0.0 3.1 0.0 0.0 0.0 0.0
BRP 0.0 0.1 0.1 0.0 0.1 0.0
server 0.0 1.2 0.6 0.0 0.3 0.0
server_err 0.0 0.0 0.0 0.0 0.0 0.0
ring2 0.0 0.2 0.2 0.0 0.2 0.0
tcp 0.0 0.0 0.0 0.0 0.0 0.0
tcp_err 0.0 0.1 0.0 0.0 0.0 0.0

invariants CSRE andMOF and to check if state is in the invariant or
not. Table 4 shows for each invariant the time spent before starting
the algorithm and the total time spent checking if a state is in
the invariant. We see that the state inequation is very fast to pre-
compute. The reason is that it just needs to write the inequation
for the SMT-solver Z3. Satisfiability checks are only accounted for
in the times to check membership in the invariant. The invariant
CSRE can take too much pre-computation time as illustrated with
Example 6.3 in Section 6. The MOF invariant was able to do the
computation in less time excepted for the Peterson protocols with
four peers. Note that, unlike Z3, the least fixpoint module was not
carefully coded with performance in mind.

The MOF and CSRE invariants have a similar pruning impact
(see Table 3), but we see thatMOF was better overall. It pruned less
in a few examples but the biggest gap was between 5.3% against 0%
for server. And in 6 examples out of 11 where they both finished
they pruned exactly the same states. Because the pre-computation
times are better for MOF , the invariant MOF is better than CSRE.

Regarding the SI invariant, we observe in Tables 3 and 4 that
it did not prune states for the models BAwCC and BAwPC but it
still cost time. Recall that the state inequation keeps track of the
numbers of messages in each channel. This means that it was not
helpful to have this information for these models.

Remark 9.1. We did not present results using combinations of
invariants, but this is of course possible. Indeed, the intersection of
downward-closed invariants is also a downward-closed invariant.
In practice, we do not compute the intersection: if we have two
invariants I1 and I2, we prune a configuration c if, and only, if c < I1
or c < I2. Our prototype is capable of using any combination of the
invariants SI , CSRE and MOF . It turns out that such combinations
are worse than single invariants for our examples. For instance,
our hardest examples (Peterson3 and Peterson4) do not benefit from
SI+MOF , because the time needed for the pre-processing of MOF is
greater than the time to solve the coverability question with SI . This
does not mean that combinations of invariants have no interest,
they could be useful for other models. □

Overall we see that, for most examples, at least one invariant
was able to accelerate the computation.

10 CONCLUSION
We have presented in this paper a backward coverability algorithm
for WSTSs, parametrized by downward-closed forward invariants.
We have introduced three new invariants for lossy channel systems.
One of these invariants counts messages and the other two keep
track of the order of messages. We have implemented a prototype
to assess the efficiency of these invariants. Our experimental eval-
uation shows an acceleration of the classical approach for two of
the three invariants. As future work, we intend to apply these tech-
niques to verify safety properties on weak-memory models because
they are closely related to LCSs [6].
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