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Assessment of Computational Fluid Dynamic for 
Surface Combatant 5415 at Straight Ahead and Static 
Drift β = 20 deg

Collaboration is described on assessment of computational fluid dynamics (CFD) predic-tions for surface combatant model 5415 at 
static drift b ¼ 0 deg and 20 deg using recent tomographic particle image velocimetry (TPIV) experiments. Assessment includes N-
version verification and validation to determine the confidence intervals for CFD solu-tions/codes, and vortex onset, progression, 
instability, and turbulent kinetic energy (TKE) budget analysis. The increase in b shows the following trends. Forces and moment 
increase quadratically/cubically, and become unsteady due to shear layer, Karman and flapping instabilities on the bow. Wave 
elevation becomes asymmetric; its amplitude increases, but the total wave elevation angle remains same. The vortex strength and TKE 
increase by about two orders of magnitude, and for large b, the primary vortices exhibit helical mode instability similar to those for 
delta wings. Forces and moment for both b and wave elevation for b ¼ 0 deg are compared within 4% of the data, and are validated at 
7% interval. Wave elevation for b ¼ 20 deg, and vortex core location and velocities for both b are compared within 9% of the data, and 
are validated at 12% interval. The vortex strength and TKE predictions show large 70% errors and equally large scatter and are not 
validated. Thus, both errors and scatter need reduction. TKE budgets show transport of turbulence into the separation bubble similar to 
canonical cases, but pressure trans-port is dominant for ship flows. Improved CFD predictions require better grids and/or turbulence 
models. Investigations of solution-adaptive mesh refinement for better grid design and hybrid Reynolds-averaged Navier-Stokes/large 
eddy simulation models for improved turbulent flow predictions are highest priority. 

1 Introduction

Prediction of three-dimensional (3D) separation including onset
and progression of vortices is a grand challenge for ship

hydrodynamics due to relatively bluff hull forms with attendant
thick boundary layer and wake; appendages such as bow bulb/
sonar dome and shafts/struts; free-surface/Froude number (Fr)
effects; and high Reynolds numbers (Re). Hull generated vortices
can significantly affect the propeller inflow, thereby adversely
affecting the ship performance [1]. Thus, an improved understand-
ing of the onset and progression of vortices is required for
improved hull, appendage, and propulsor design. The following
provides a brief overview of the recent studies using large grids
and advanced turbulence models for static drift simulations
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focusing on assessment of computational fluid dynamics (CFD)
predictive capability.

The Gothenburg 2010 Ship Hydrodynamics workshop (G2010)
assessed CFD predictions for tanker (KVLCC2), container (KCS),
and surface combatant (5415) hull forms for calm water resistance,
sinkage, and trim among other conditions [2]. The results included
steady Reynolds-averaged Navier-Stokes (RANS), unsteady RANS
(URANS) and detached eddy simulation (DES) with isotropic and
anisotropic turbulence models on grid sizes varying from <1 mil-
lion (M) to 300 M cells. Anisotropic turbulence models showed
improvement over isotropic models for the prediction of turbulence
structures. However, URANS was overly diffused/dissipative even
for grids with >10M points and fourth-order convection schemes.
Large grid DES provided detailed flow topology, and for the first
time helped identify that the closed streamlines at 5415 mid-girth
observed in the experiments were the sonar dome (SDV) and fore-
body keel (FBKV) vortices. However, showed modeled stress
depletion and grid induced separation in the boundary layer for
bluff bodies, and under resolved turbulence for slender bodies. The
study did not include simulations on systematic refined grids. Thus,
it was impossible to determine the relative contributions of the grid
and turbulence modeling errors. In addition, the available experi-
mental data were too sparse and lacked turbulence measurements
for detailed validation.

The SIMMAN 2008 workshop assessed system-based methods
and RANS/URANS predictions on up to 7M cells for static and
dynamic maneuvers in calm water [3]. RANS/URANS predictions
were in good agreement with the experiments for the forces and
moment for small amplitude maneuvers, and local flow for pure
sway and yaw at moderate rates. The study concluded that coarse
grids and turbulence model deficiencies attributed to the large
errors for large amplitude maneuvers.

Xing et al. [4] performed URANS and DES for KVLCC2 at
drift angles b¼ 0 deg, 12 deg, and 30 deg, including detailed tur-
bulent kinetic energy (TKE) budget and instability analysis. The
predictions for b¼ 30 deg showed spiraling vortices with helical
mode instability similar to the delta wing vortices, which could
not be validated due to lack of experimental data.

Visonneau et al. [5] performed URANS and DES for the Japan
bulk carrier, which replaced KVLCC2 as the tanker test case at the
Tokyo 2015 CFD Workshop [6], as a post workshop contribution.
Simulations used grids with up to 66M cells for the validation of
integral and local flow variables, including the performance of an
energy saving device on propulsive efficiency. URANS predicted
the mean axial velocity along the vortex core well, but significantly
underpredicted the TKE. DES showed better results for both axial
velocity and TKE. The study also identified that detailed valida-
tions could not be performed due to lack of experimental data.

The sea facet of the NATO AVT 183 working group on Reli-
able Prediction of Separated Flow Onset and Progression for Air
and Sea Vehicles focused on addressing the limitations of the pre-
vious studies using new experimental validation data for
KVLCC2, Delft Catamaran (DC) and 5415 test cases. Study
included 33 contributions from nine institutes and ten countries
using in-house and commercial codes for assessment of CFD pre-
diction capability [7].

This study focuses on the assessment of CFD prediction capa-
bility for separated flow onset and progression induced by 5415 at
b¼ 0 deg and 20 deg using forces and moment, wave elevation,
and mean and turbulent flow in the vortex core as the validation
variables and adaptive grid verification studies. The international
collaboration for the 5415 test cases involved seven institutions
from five countries using five different codes with different turbu-
lence and free-surface modeling and numerical methods. Towing
tank tomographic particle image velocimetry (TPIV) experiments
enabled detailed analysis of the physics [8], and the integrated
experiments and simulations provide physical explanations for the
separated flow onset and progression. Large adaptive grids were
used with about 45M and 70M cells for b¼ 0 deg and 20 deg,
respectively. For b¼ 0, deg grid sizes are sufficiently large

compared to G2010, which helps to evaluate deficiencies due to
turbulence model and grid sizes. Solution verification and valida-
tion (V&V) follows Stern et al. [9]. Verification uses either factor
of safety [10] or least square [11] methods. In addition, a recently
developed statistical approach for CFD state-of-the-art (SoA)
assessment—N-version V&V [12], is used for assessments for
multiple code contributions. The N-version verification focuses on
the scatter in the solutions, whereas N-version validation focuses
on the scatter in the absolute errors.2 The experiments provided
global and local measurements for CFD validation; and once vali-
dated, CFD fills in the sparse experimental data enabling detailed
diagnostics. Analysis of vortex core and TKE budgets help under-
stand vortex separation and instability mechanism and explain the
vortex onset and progression physics. Discussions also focus on
wave pattern, breaking, and induced vortices. The paper provides
an overview of the results, and readers should refer to Bhushan
et al. [13] for detailed results.

2 Experimental Data, Computational Fluid Dynamics
Codes and Setup, Assessment Methods, and Solution
Verification

2.1 Experimental Validation Variables and Uncertainties.
The experiments were conducted in a 3 m� 3 m� 100 m towing
tank using an L¼ 3.048 m long scaled model of 5415. The model
was unappended except for the port and starboard bilge keels, i.e.,
not equipped with propellers, shafts, struts, or rudders. Figures
1(a) and 1(b) show the hull form and the ship-fixed coordinate
system. The x-, y-, z-axes are in the streamwise, spanwise, and
normal to the calm water surface (positive upward) directions,
respectively, with the origin located at the forward perpendicular
center plane. The experiments were performed for straight-ahead
b¼ 0 deg and two static drift angles b¼ 10 deg and 20 deg. For all
the tests, the model was towed at the center of gravity (x¼ 0.504,
y¼ 0 and z¼ 0.05315) with carriage speed UC¼1.531 m/s corre-
sponding to Fr¼ 0.28 and Re¼ 4.65� 106 based on water temper-
ature of 20 �C. The model was sunken and trimmed to the fixed
sinkage (r¼ 1.92� 10�3) and trim (s¼�0.136 deg, positive bow
up) corresponding to the dynamic values for flow at b¼ 0 deg,
Fr¼ 0.28.

Longitudinal force (X) for b¼ 0 deg, 10 deg and 20 deg, and
side force (Y) and yaw moment (N) for b¼ 10 deg and 20 deg
were measured using a load cell with data rate of 100Hz for 20 s
periods. Wave elevation (f) was measured using a far-field
(beyond the beam) longitudinal wave-cut method with servo-
mechanism wave probes. The data were collected at a total of 31,
53, and 37 cuts for b¼ 0 deg, 10 deg and 20 deg, respectively,
with a fixed spacing of Dy¼ 0.01L between each cut. The wave
probe has a resolution of 0.1mm (Dz¼ 3.3� 10�5L) normal to the
free-surface and 1mm (Dx¼ 0.00033L) along the streamwise
direction. The b¼ 0 deg far-field data show good agreement with
Longo et al. [14], which also included near-field data (within the
beam) upstream of the bow and downstream of the transom.
Longo et al. [14] near field data are also used herein.

Flow-field velocities were measured using a towed underwater
TPIV system at 10 y-z planes at x¼ 0.06, 0.1, 0.12, 0.2, 0.3, 0.4,
0.6, 0.8, 0.935, and 1.0, as shown in Figs. 1(a) and 1(b). The
TPIV resolution was 1mm in all directions (Dx¼ 0.00033L) and
the data rate was 13Hz. The data were postprocessed to obtain
averaged velocity field (U,V,W), TKE and axial vorticity xx. The
averaged flow field data were obtained by ensemble averaging
over ten repeat runs of 20 s. For b¼ 0 deg, small static drift asym-
metry basym adjustments were made for improved flow field center
plane symmetry, i.e., basym¼ 1 deg for x¼ 0.06–0.2,
basym¼ 0.5 deg for x¼ 0.3 and 0.4, and basym¼ 0 deg for
x¼ 0.6–1.

2The Nomenclature provides the definitions of solution and N-version V&V. The

references provide the detailed derivations and discussions.
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Fig. 1 5415 geometry and TPIV measurement locations (green planes) for (a) b5 0deg and (b) b520deg. The hull is
shown at sinkage r50 and trim s5 0deg. Grid topology used in the simulations are shown at x5 0.4: (c) b5 0deg
and (d) b5 20deg. LES zone in S2 for (e) b5 0deg and (f) b5 20deg. Inset figure shows the LES zone contour at
x50.6. Regions flooded in red are LES zone and those in blue are URANS zone.
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Tomographic particle image velocimetry 3D volumes were ana-
lyzed along the primary vortices at all 10 y–z planes, namely SDV
and FBKV for b¼ 0, and sonar dome (SDTV) and bilge keel
(BKTV) tip vortices for b¼ 10 deg and 20 deg. Bhushan et al.
[15] DES and URANS vortex structure predictions were used to
determine the regions of interest for the TPIV measurements. The
data were post processed to obtain the vorticity components (xx,

xy, xz), second and third invariants of the deformation-rate tensor
Q and k2 in addition to the mean and turbulent flow variables
obtained for the planar data. Unsteady analysis was performed for
b¼ 20 deg forces and moment, and velocity and Q at six points
along primary vortices using fast Fourier transform (FFT) of their
time histories.

The experimental uncertainty (UD) for X, Y, and N was
UD¼ 3.6%, 5.4%, and 2.6%D, respectively. The wave-elevation
and streamwise velocity U measurements involved UD¼ 5% and
2.5% for both b. The uncertainties for other velocity components
were not estimated. The TKE measurements involved averaged
UD¼ 16.6% and 4.3% for b¼ 0 deg and 20 deg, respectively. The
derivative measurements (i.e., Q and xx) involved averaged UD

¼10% and 3.2%D for b¼ 0 deg and 20 deg, respectively. The
SoA assessment tables report uncertainties for individual vortex
core variables.

Herein, the data for b¼ 0 deg and 20 deg are used for the vali-
dation for forces and moments, wave-elevation, and axial and
cross-plane vortex core predictions, and unsteady analysis for
b¼ 20 deg forces and moment and flow in the SDTV and BKTV
cores. The dimensional values of forces in Newton and moment in
Newton-meter are used for validation. The wave elevations,
velocities, TKE, vorticity, Q, and instability frequencies are nor-
malized by L, Uc, Uc

2, Uc/L, Uc/L, and L/Uc, respectively, for
validation.

The vortices are visualized using Q¼ 50 and 100 iso-surfaces
for b¼ 0 deg and 20 deg, respectively, which was selected as the

minimum value to best display the overall vortex structures. Hel-
icity (H) is used to indicate the vortex rotation direction, where
H< 0 and >0 correspond to clock wise and counter clockwise
rotation, respectively. The peak Q value is used to identify the
vortex core location. Q¼ 10 and 50 iso-surfaces are used to deter-
mine vortex size for b¼ 0 and 20, respectively. The averaged vor-
tex radius RV is estimated from the on average value for vortex
width along y and z cuts passing through the vortex core. The
axial vortex core validations are performed for the prediction of
core radial (R) location (i.e., distance from the keel, y¼ 0 and
z¼ 0), and progression of Q, xx, Ux and TKE along the core.
Cross plane validations are performed at selected locations:
x¼ 0.2 and 0.3 for SDV and FBKV; x¼ 0.2, 0.4, and 0.8 for
SDTV; and x¼ 0.6 for BKTV, and focused on the predictions of
RV, Q, xx, U, and TKE contours and their profiles along y and z
cuts passing through the vortex core.

2.2 Computational Fluid Dynamics Codes, Simulation
Setup, and V&V Methods. As summarized in Table 1, the con-
tributions numbered 1–6 for b¼ 0 deg and 1–8 for b¼ 20 deg
were from six different institutions using five different codes,
although results for all the validation variables were not always
provided. CFDShip-Iowa from IIHR [16] and ReFRESCO from
MARIN [17] are research (noncommercial) codes. ISIS-CFD
from ECN/CNRS [18,19] is a commercial research code distrib-
uted as FINE/Marine by NUMECA Int. STAR-CCMþ used by
NTUA and FORCE are commercial codes. NavyFOAM from
NSWCCD [20] is built on the open-source code OpenFOAM.

CFDShip-Iowa uses finite difference method on structured grids
and level-set for free-surface modeling. The other four codes use
finite volume method on unstructured grids and VoF for free-
surface modeling. Most contributions used second-order schemes
for convection, except CFDShip-Iowa DES, which used a hybrid

Fig. 1 (Continued)
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second/fourth-order scheme. All the contributions used second-
order scheme for the diffusion terms. ReFRESCO, ISIS-CFD,
and STAR-CCMþ used SIMPLE scheme for pressure–velocity
coupling, NavyFOAM used a coupled PISO-SIMPLE (called
PIMPLE) scheme, and CFDShip-Iowa used a PISO/projection
scheme.

All other contributions used hexahedral grid elements and
refined the grid along the vortex cores. ISIS-CFD used automatic
grid refinement (AGR) using local Hessian of pressure. Others
used manual grid refinement based on coarse grid solutions using
both overset block grids and local grid refinement. Figures 1(c)
and 1(d) show cross sections of the measurement and simulation
grids for b¼ 0 deg and 20 deg, respectively. All the contribution
solved for water phase along with the free-surface, except
ReFRESCO for b¼ 0 deg. The latter prescribed the top boundary
as deformed water surface obtained from a separate computation
with VoF free-surface model.

Most contributions performed simulations on multiple grids to
assess the grid sensitivity of results, but only CFDShip-Iowa and
ReFRESCO reported quantitative grid uncertainty. For b¼ 0 deg,
all except one used at least one grid finer than 45M cells, and
were significantly finer than those in G2010. For b¼ 20 deg, half
of the contributions used grids with about 10M cells and rest used
>70M cells. The finest grids for both b used cubic cells in the
vortex core with grid resolutions Dx¼ 0.00122L. The grids around
the free-surface used anisotropic cells with 1:6 aspect ratio, where
grids are finest along the free-surface normal direction with cells
was Dz¼ 2.5� 10�4L. The grid resolution are about four times
(�) coarser than the experimental resolution in the vortex core.
For the free-surface, the streamwise grid resolution is comparable
to the experiment, but the resolution normal to the free-surface is
and 10� coarser. CFDShip-Iowa and ReFRESCO simulations
used time-step size Dt¼ 2.5� 10�4L/U0 and 1.5� 10�2L/U0,
respectively, where U0 is the inflow free-stream water velocity
used in the simulation and is same as Uc. The smallest frequency
resolved in CFDShip-Iowa and ReFRESCO simulations were
�8000Hz and �166Hz, respectively. Others did not report their
time-step size. But considering that the unsteady simulations usu-
ally require Courant–Friedrichs– Lewy condition <1, all the simu-
lations resolved smallest frequencies >100Hz resolved in the
experiments. For DES, Courant–Friedrichs–Lewy �0.2; thus,
time-step size was small enough to resolve the coherent turbulent
structures larger than the grid size.

CFDShip-Iowa and ISIS-CFD contributions investigated the
effects of isotropic and anisotropic URANS and DES turbulence
models, and ReFRESCO contribution investigated different aniso-
tropic RANS/URANS turbulence models. CFDShip-Iowa and
ISIS-CFD used isotropic k–x shear stress transport (SST) and ani-
sotropic explicit algebraic (EARSM) URANS [21] and DES [22]
models with near-wall resolution (yþ<1). ReFRESCO used differ-
ent variants of k–x RANS for b¼ 0 deg and k–x URANS for
b¼ 20 deg models with near-wall resolution [21,23]. NavyFOAM
used k–x URANS model with wall functions (WF) for wall reso-
lution yþ�60. STAR-CCMþ used k–e or k–x SST RANS turbu-
lence model with WF for wall resolution yþ�15–40. ReFRESCO
simulations included tow-tank sidewalls (blockage) for both b.
NavyFOAM b¼ 20 deg submissions included simulations using
both with and without sidewalls.

The b¼ 0 deg discussions are based on predictions from:
CFDShip-Iowa using EARSM (S1) and DES (S2) on 84M grid;
ReFRESCO using SST-RANS on 45M grid (S3) for the bare hull;
ISIS-CFD using EARSM on 10M-AGR grid (S4); NavyFOAM
using k–x on 102M grid (S5); and STAR-CCMþ (NTUA) using
k–e on 5.7M grid (S6). The b¼ 20 deg discussions are based on
predictions from: CFDShip-Iowa using EARSM (S1) and DES
(S2) on 84M grid; ReFRESCO using SST-URANS on 76M grid
(S3); ISIS-CFD using EARSM on 81M grid (S4) and SST-DES
on 27M grid (S5); NavyFOAM using k–x on 68M grid (S6);
STAR-CCMþ (NTUA) using k–e on 3M grid (S7); and STAR-
CCMþ (FORCE) using k–x on 7M grid (S8).

For b¼ 0 deg, all the solutions were steady, including S2 DES,
which is unexpected, but similar behavior was reported in G2010.
Figure 1(e) shows that for S2 DES, even though LES is activated
in the vortex onset and progression regions, the resolved turbu-
lence is <3% of the total TKE. Thus, the flow exhibits laminar-
like behavior. The low resolved TKE level is probably due to
modeled stress depletion issue in DES. The absence of resolved
turbulence causes the flow to be steady, and the vortices are inten-
sified. However, the resistance and wave pattern predictions are
accurate, as URANS in activated in the boundary layer and the
free-surface deformation is primarily an inviscid phenomenon. In
addition, it provides a plausible description of the overall vortex
structures. Thus, although the turbulence is under resolved the
solution is still valuable.

For b¼ 20 deg, URANS solution S1 and DES solutions S2 and
S5 were unsteady, whereas the others were steady. S1 mostly pre-
dicted large-scale oscillations, but S2 and S5 predicted small-
scale vortical structures expected to be resolved turbulence. In S2,
LES was active in the separated flow and vortex progression
regions, and URANS in the boundary layer and outside the sepa-
rated flow region (Fig. 2(f)). The peak-resolved TKE was
observed in the vortex core region, and increased with grid refine-
ment and is estimated to be 60%, 80%, and 95% of total TKE on
10M, 48M, and 84M cell grids, respectively. S5 reported domi-
nant modeled turbulence up to x¼ 0.4, and dominant resolved tur-
bulence for x> 0.6.

Solution verification focuses on USNi and its components. Solu-
tion validation focuses on UVi and its components, Ei and its sign,
and Eij j, and whether errors are< or >UVi. N-version verification
focuses on the code/solution scatter rS. N-version validation
focuses on USoAi and USoA and their components, and Eij j and Ej j
and whether errors are< or >USoAi and USoA, respectively. The
relative contributions of the uncertainty components are useful for
identification of resource allocation for reduction of the solution
and N-version validation intervals.

2.3 Solution Verification. CFDShip-Iowa estimated numeri-
cal uncertainties USNi

for forces and moment, wave-elevation and
vortex core predictions using the factor of safety method for grid
triplets with refinement ratio rG¼�2. ReFRESCO estimated USNi

for forces and moment using least square method. Table 2 shows
the average USN values for forces and moment used for the valida-
tion of all codes/simulations. CFDShip-Iowa USNi

values for free-
surface and vortex core prediction are shown in Tables 2 and 4,
respectively, and are used for validation of all codes/simulations.

For forces and moment, both studies reported negligible itera-
tive errors (UI ¼0.01%Si) compared to grid uncertainty UGi. X
solutions showed monotonic convergence, whereas Y and N solu-
tions showed mixed monotonic and oscillatory convergence. For
both b, URANS estimated order of accuracy ratio P�1 suggesting
that the grids are close to the asymptotic range. Whereas DES esti-
mated large P�2 suggesting that even finer grids are required to
achieve the asymptotic range. For b ¼ 0 deg, averaged USNi

¼2%Si
for URANS and �1%Si for DES, which are lower than USNi

¼3%Si
reported in G2010 (on 2–10 M cells) because of the use of finer
grids. For b¼ 20 deg, both URANS and DES show similar uncer-
tainties, and USN ¼ 1:4%S comparable to b¼ 0 deg.

For wave elevation, UI ¼0.03%Si is somewhat larger than that
for integral variables, but significantly small compared to UGi.
Both URANS and DES, and both b showed monotonic conver-
gence with averaged P�0.65. This suggests that finer grids are
required to achieve the asymptotic range, P¼ 1. URANS and
DES showed similar uncertainties, and USN¼3.5% and 5:8%S for
b¼ 0 deg and 20 deg, respectively.

For the vortex core variables, UI¼0.2%Si is an order of magni-
tude larger than that for integral variables, but small compared to
UGi. URANS predicted mostly monotonic convergence with aver-
aged P�0.3, which suggests that grids are far from the asymptotic
range. DES predicted mixed oscillatory and monotonic
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convergence, and about 5% higher UGi than URANS. The aver-
aged USN varied from 10:5%S for SDV to 20%S for SDTV.

3 Forces and Moment, and Wave Elevation

3.1 Straight-Ahead b5 0 deg. Table 2 summarizes the SoA
assessment results for resistance and wave elevation for b¼ 0 deg.

For X, four out of six submissions overpredict and two underpre-
dict. At the solution level, UVi¼4%D with UD more than twice of
USN . Thus, reduction in UD is most important. The mean code
E¼ 1%D, i.e., dominated by the two under predictions, whereas
Ej j ¼ 4%D. The latter is a better indication of the average code/
simulation capability. The four solutions that overpredict are vali-
dated, whereas two that under predict are not. At the code level,
the scatter rS ¼ 4%S is similar to UVi. USoAi ¼ 6%D and largest

Fig. 2 Wave-elevation contours obtained using: (a) experiment and (b) S3 for b5 0deg; (c) experiment and (d) S4 for
b520deg. (e) Wave elevation pattern predicted by solution #2 (using level set) and S4 and S6 (both using VoF) at x5 0.1
shows the differences in wave breaking pattern on the leeward sonar dome.
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contributions are from P Eij j and UD. USoA ¼ 4%D and largest con-
tribution is from UD. Thus, all codes/simulations and mean code
are N-version validated.

There are five contributions for wave elevation. Figures 2(a)
and 2(b) show the wave patterns obtained in the experiment and
from S3, respectively. S3 is used as a representative CFD plot as
it shows smallest average error All codes/solutions qualitatively
predicted the wave pattern, with symmetric diverging waves
emerging from the bow with a wave envelop angle a¼ 16.5 deg.
The errors were smallest for the solution with the finest far-field
grid resolution. Simulations did not display wave breaking and
induced vortices. At the solution level, UVi ¼ 6%D with
UD�1.4�USN and Ej j ¼ 4%D. All of the solutions are validated.
At the code level, the scatter rS ¼ 1.5%S, which is one-fourth
of UVi. USoAi ¼ 7%D and largest contribution is from UD.
USoA ¼ 6%D and largest contribution is from UD. All codes/
simulations and mean code are N-version validated.

Static Drift b¼ 20 deg. Table 2 includes SoA assessment for
forces and moment and wave elevation for the b¼ 20 deg. There
are eight contributions for X, Y, and N, and six contributions for
wave elevation. X and Y/N versus b increase following quadratic
and cubic polynomials, as expected.

For X at the solution level, UVi ¼ 4%D with UD more than
twice of USN . Half of the solutions overpredict and half underpre-
dict. The mean code E¼�2.6%D is dominated by the four over
predictions, whereas Ej j ¼ 4.6%D. Only three of the solutions are
validated. At the code level, the scatter rS ¼ 5.7%S is larger than
UVi. USoAi ¼ 8.6%D with P Eij j>UVi. USoA ¼ 5%D with similar
contribution from UVi and P

Ej j . All but one code/simulation and
mean code are N-version validated. For Y at the solution level,
UVi ¼ 6%D with UD more than three times of USN . Six solutions
overpredict and two underpredict. The mean code E¼�2.5%D is
dominated by the six over predictions, whereas Ej j ¼ 3%D. All
but one solution is validated. At the code level, the scatter
rS ¼ 3%S is half of UVi. USoAi ¼ 6%D with similar contribution

from UD and P Eij j. USoA ¼ 5%D and largest contribution is from
UD. All but one code/simulation and mean code are N-version
validated.

For N at the solution level, UVi ¼ 3%D with UD twice of USN .
Five solutions overpredict and three underpredict. The mean code

E¼ 0.41%D, whereas Ej j ¼ 2.4%D. Five solutions are validated

and three are not. At the code level, the scatter rS ¼ 4%S, which
is somewhat larger than UVi. USoAi ¼ 7%D with P Eij j>UVi.

USoA ¼ 5%D with similar contribution from UD and P
Ej j . All but

one code/simulation and mean code are N-version validated.
Figures 2(c) and 2(d) show the wave patterns obtained in the

experiment and from S4, which shows the smallest average error,
respectively. The qualitative agreement is good. The wave pattern
is asymmetric with a¼ 3 deg and 32.5 deg with respect to the hull
axis on the windward and leeward sides, respectively. The total
wave envelop angle of 35.5 deg is close to 37 deg observed for
b¼ 0 deg. Longo and Stern [24] observed similar asymmetric
wave patterns for the Series 60 at b¼ 5 deg and 10 deg with total
wave envelope angle of 38 deg close to the b¼ 0 deg value. The
simulations show wave breaking on the windward bow (Fig. 2(e)),
SDTV induced breaking wave scar on the leeward side
(Fig. 2(d)), and in the transom region due to transom vortices.
Leeward bow and shoulder wave also show secondary breakings.
VoF predictions, S4, S5, and S6, show very deep trough at lee-
ward bow compared to level-set predictions, S1 and S2. The deep
trough was region of bubbly mixture formed by wave breaking. In
addition, VoF predicts thin water sheet attached to the hull, but
level-set does not predict such features. Thin water sheets have
been observed for the series 60 at b¼ 0 deg that extend above the
bow wave [25]. They were analyzed using detailed point gauge
measurements, and attributed to surface tension effects. At the
solution level, UVi¼8%D, USN is larger than UD, and Ej j¼9%D.
Four out of six codes/solutions are validated. At the code level,
the scatter rS¼3%S, which is one-third of UVi. USoAi¼9%D with
similar contributions from USN , UD and P Eij j.USoA¼8%D with

Table 2 CFD SoA assessment of forces and moment and wave-elevation for b5 0deg and 20deg

Case b¼ 0 deg b¼ 20 deg

Evaluations) Forces and moment

Solution + Sol.
X

Ei%D
Wave-elevation

Eih i%D
Sol. X

(Ei%D)
Y

(Ei%D)
N

(Ei%D)
Wave-elevation

Eih i%D

Experiment D (N or N-m) (�10-3) �16.63 Fig. 1(a) �38.57 153.57 59.86 Fig. 1(c)
UD%D 3.6 5.0 3.6 5.4 2.6 5.0

Solution V&V USN%S 1.72 3.5 1.5 1.6 1.3 5.8
UVi

%D 4.0 6.1 3.9 5.6 2.9 7.7
Solutions S1 �1.36 4.28 S1 �5.1 �3.8 �0.6 6.91

S2 �1.74 4.32 S2 �4.5 �3.1 �0.25 6.85
S3 �0.06a 2.1 S3 �5.7 2.0 0.4 11.8
S4 6.2 3.2 S4 0.35 �4.2 �0.18 6.5
S5 5.7 6.0 S5 1.78 0.22 �1.70 6.5
S6 �1.0 — S6 4.5 �6.5 7.0 12.0

S7 1.4 �0.3 4.0
S8 �13.1 �4.6 �5.4

N�version verification #Submission 6 5 8 8 8 6
rS ¼ rE%S 3.96 1.5 5.65 2.87 3.7 2.6

N�version validation E%D 1.29 — �2.55 �2.53 0.41 —
jEj%D 3.67 3.82 4.55 3.09 2.44 9.3
PjEi j 4.6 3.0 7.42 4.02 5.0 5.2
P

Ej j 1.9 1.3 2.6 1.4 1.8 2.1
USoAi

%D 6.2 6.8 8.6 5.7 6.6 9.3
USoA%D 4.4 6.3 5.0 4.5 4.6 8.1

#validated 4 5 3 7 5 4
#N�version validated 6 5 7 7 7 4
Mean code N�version validated Yes Yes Yes Yes Yes No

aErrors are computed using barehull experimental data [26].
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Table 3 CFD SoA assessment of axial vortex core for b5 0deg and 20deg

Case b¼ 0 deg

Vortex SDV FBKV

Solution/variable Vortex extent Q R xx U TKE Avg. Vortex extent Q R xx U TKE Avg.

Experiment D 0.4L Fig. 4 1.0L Fig. 4
UD%D 7.5 18.7 8.3 2.3 21 11.56 6.6 19.1 2.9 2.7 15.3 9.32

Solution V&V USN%S 17.8 2.3 13.4 5.5 13.7 10.54 30.6 4.6 12.0 3.7 30.9 16.36
UVi

%D 19.3 18.8 15.8 5.9 25.1 17.0 31.3 19.6 12.3 4.5 34.5 20.4
Solutions Ei%D S1 25 44.6 2.1 �14.7 10.1 �45.9 23.48 >55 44.6 �5.7 22.2 �5.06 �44.1 24.3

S2 �32.5 �197.2 7.9 �131 16.2 72.8 85.02 < 5 �295.6 �1.1 �154 1.9 93.4 109.2
S3 �75 �183.7 3.5 �133 11.5 20.4 70.42 >60 54.5 �0.54 �88.8 �11.3 20.4 35.1
S4 �50 �440 1.9 �80.1 11.5 16.0 109.9 >60 26 6.5 �35.2 2.72 �54.6 25

N-version verification #Submission 4 4 4 4 4 4 4 4 4 4 4 4
rS ¼ rE%S 171.4 2.4 48.2 2.3 42.1 31.5 146.4 4.4 65.1 5.7 59.2 35.4

N-version validation E%D �194 3.85 �89.7 12.33 15.83 72.2 �42.6 �0.21 �64 �2.9 3.8 48.4
jEj%D 216.4 3.9 89.7 12.3 38.8 72.2 105.2 3.5 75.1 5.2 53.1 48.4
PjEi j 284.6 4.8 96.4 4.6 84.2 63 220.8 5.4 104 7.4 52.6 70.8
P

Ej j 142.3 2.4 48.2 2.3 22.7 31.5 110.4 2.7 52.0 3.7 26.3 35.4
USoAi

%D 285.2 19.4 97.7 7.5 51.9 65.2 223.0 20.3 104.7 8.6 63.0 73.6
USoA%D 143.6 19.0 50.7 6.3 33.9 35.8 114.8 19.8 53.4 5.8 43.4 40.8

#validated 0 4 1 0 2 0 1 4 0 2 1 0
#N-version validated 3 4 2 0 3 1 3 4 2 3 3 3
Mean code N-version validated No Yes No No No No Yes Yes No Yes No No

Case b5 20 deg

Vortex SDTV BKTV

Solution/variable Q R xx U TKE Avg. Q R xx U TKE Avg.

Experiment D Fig. 8 Fig. 8
UD%D 2.9 4.2 1.8 3.2 4.0 3.22 5.2 2.5 2.7 2.9 4.6 3.58

Solution V&V USN%S 37.8 4.4 22.6 12.8 23.5 20.22 27.6 5.2 15.2 6.3 23.1 15.48
UVi

%D 37.9 6.0 22.7 13.1 23.8 20.7 28.1 5.8 15.4 6.9 23.6 16.0
Solutions Ei%D S1 48.7 �2.6 54.6 �0.9 86.1 38.6 �149 �9.4 �28.4 �2.9 48 47.5

S2 37.4 1.4 30.2 0.86 67.5 27.5 �307 2.5 �65 �5.1 �40.2 84.0
S3 70 1.8 55.3 31.9 98.4 51.5 �284 �7 �64.4 1 84.9 88.3
S4 90.9 �0.8 50 �7.1 88.5 47.5 16.8 �8 25.8 �3.7 68.8 24.6

N-version verification #Submission 4 4 4 4 4 4 4 4 4 4 4 4
rS ¼ rE%S 20.5 1.8 10.2 15.1 11.2 9.2 129.1 4.7 37.0 2.3 48.3 26.3

N-version validation E%D 61.8 �0.1 47.5 6.2 85.1 41.2 �180.8 �5.5 �33.0 �2.7 40.4 61.1
jEj%D 61.8 1.7 47.5 10.2 85.1 41.2 189.2 6.7 45.9 3.2 60.5 61.1
PjEi j 41 1.4 20.4 15.6 22.4 18.4 232.8 5.2 37.6 3 35.2 52.6
P

Ej j 20.5 0.7 10.2 12.8 11.2 9.2 116.4 2.6 18.8 1.5 17.6 26.3
USoAi

%D 55.8 6.1 30.5 28.7 32.6 27.7 234.4 7.3 40.6 7.0 42.0 54.9
USoA%D 43.1 6.0 24.9 18.3 26.3 22.7 119.6 5.8 24.2 6.5 29.0 30.6

#validated 1 4 0 3 0 0 1 1 0 4 0 0
#N-version validated 2 4 1 3 0 1 2 2 2 4 1 2
Mean code N-version validated No Yes No Yes No No No No No Yes No No

Table 4 Verification and validation of cross-plane vortex core predictions for b5 0deg and 20deg

Case b¼ 0 deg

Vortex SDV FBKV

Solution/variable Size Q xx U TKE Avg. Size Q xx U TKE Avg.

Solution V&V UVi
%D 19.3 19.3 15.8 5.9 25.1 17.0 31.3 31.3 12.3 4.5 34.5 20.4

Solutions Eih i%D S1 26 44.4 38.3 3.4 54.8 33.4 12.7 69.7 38 10 52.8 36.7
S2 12.9 29.7 82.4 7.5 76.1 41.7 14 75.7 55.8 11 63.6 44

Case b¼ 20 deg

Vortex SDTV BKTV

Solution/variable Size Q xx U TKE Avg. Size Q xx U TKE Avg.

Solution V&V UVi
%D 37.9 37.9 22.7 13.1 23.8 20.7 28.1 28.1 15.4 6.9 23.6 16.0

Solutions Eih i%D S1 121.3 95.9 58.2 19.9 51 69.3 14.6 62.2 60.5 4.1 93.2 46.9
S2 56.1 63.7 19.2 17.3 31.6 37.6 21.4 46.9 12.7 15.6 68.7 33
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UVi>P
Ej j . Four codes/simulations are N-version validated, but the

mean code is not.

4 Overall Vortex Structures, Onset, and Progression

4.1 Straight-Ahead b5 0 deg. Figure 3 shows the vortical
structures observed in the experiment and CFD results using iso-
surfaces of Q colored by H. Zoomed in view shows more detail of
the vortex onset and progression. The flow is symmetric with
respect to the center plane such that the port (PS) and starboard
(SS) side vortex pairs have antisymmetric rotation. The down-
ward/inward flow on the fore body generates the primary vortices
due to the sonar dome and secondary vortices due to the bilge
keels with clockwise and counter clockwise rotation on the PS
and SS, respectively.

As shown in Fig. 3(a), experiment data clearly display SDV,
FBKV, and bilge keel vortex (BKV). The first instance of SDV
observation is at x¼ 0.1, originating parallel to the upper surface
of the sonar dome and aligned at an angle of about 20 deg with
respect to the center plane. At x¼ 0.12 (trailing edge of sonar
dome), SDV progresses downward (away from hull), and FBKV
is first observed originating parallel to the hull bottom and above
SDV. Zoomed in views indicate onset of sonar dome trailing edge
vortex (SDTEV). SDV and FBKV progress at x¼ 0.2, 0.3, 0.4 and
0.6 with SDV in the outer and FBKV in the inner boundary layer.
SDV strength reduces rapidly such that Q< 25 by x¼ 0.6,
whereas FBKV retains large Q> 50 values up to x¼ 1. BKV is
first observed at x¼ 0.6. The weak SDV and BKV and strong
FBKV progress and interact at x¼ 0.8, 0.935 and 1, resulting in
thinning/thickening of the boundary layer near the center plane/
free-surface causing mid-girth bulge similar to the interaction of
common down vortex pair with boundary layer. The experiments
confirm Olivieri et al. [26] five-hole pitot measurements that
showed presence of presence of two corotating vortices at x¼ 0.6,
i.e., SDV and FBKV, including their orientation/location. How-
ever, SDV in Olivieri et al. [26] measurements was more preva-
lent than the present measurements, which may be due to scale
effects and/or basym. The present measurements also show good
agreement with previous two-dimensional (2D) and stereo PIV
measurements at nominal wake plane [14]. However, the data are
too sparse to clarify the physics of vortex progression and interac-
tion on the after-body.

As shown in Figs. 3(b) and 3(c), S2 clearly displays the overall
vortex structures, but the results should be taken into considera-
tion with caution as turbulence is under resolved. S2 also shows
midhull vortex (MHV), after-body keel vortex (ABKV), and tran-
som vortices. BKV indicates vortex pairs with inboard/outboard
clockwise/counterclockwise rotation on the SS. The trends are
qualitatively similar to the experiments; however, the Q/vortex
strength and TKE progression are overpredicted and underpre-
dicted, respectively. S1 shows better prediction of the vortex pro-
gression than S2; however, with higher decay such that Q< 30 for
SDV beyond x¼ 0.4 and for FBKV beyond x¼ 0.6. S3, S4, and
S5 predict vortices not only similar to S1 and S2 but also with
higher decay similar to S1. In addition, they show SDV is stronger
and persists longer than FBKV contrary to the experiments and S1
and S2. Interestingly, S4 on 22M point grid (results not shown)
does indicate correct trend that FBKV is stronger and persists lon-
ger than SDV. S4 and S5 also show wave-induced vortices near
the free-surface.

The onset of the vortex separations was identified by tracking
the Q¼ 10 iso-surfaces up to the hull surface. All solutions
showed agreement for both the onset location and surface stream-
line pattern predictions. SDV, SDTEV, FBKV, and MHV onset
occurred at x¼ 0.065, 0.109, 0.107, and 0.5, respectively. The sur-
face streamlines showed converging streamlines close to the vor-
tex onset; thus, it is crossflow/open type separation [27]. Simpson
et al. [28] reported that open-type separation occurs as the cross-
flow pressure gradient induces streamline convergence, which

along with adverse axial pressure gradient induces high normal
velocity lifting the vortex off the hull surface. They estimated that
the normal velocity satisfied the relation

Vn ¼ � 1

2l
r:swð Þy2 þ 1

6l
r2Pð Þy3 (1)

where y is the distance from the wall and sw is the wall shear
stress. The above relation suggests that the second term is much
smaller than the first as y!0; thus, vortex separation location is
expected to occur near the peak r � sw. The results in Fig. 4 for
SDV show separation pattern similar to the above mechanism.
BKV also showed converging streamlines at the bilge keel tip.
The vortex also shows open-type separation wherein vortex sheet
emerges from the separation line at the sharp edge of BKV.

Figure 5 shows the streamwise variation of the SDV and FBKV
core variables. Plots show experimental data, S1-S4, S, rS and D,
and R, xx, and U from experiment [26]. The data [26] are coarse
compared to present measurement and do not resolve the flow
close to the hull, but still show good qualitative trends and agree-
ment for FBKV R and xx. The key differences between the
experiments include, in data [26] SDV and FBKV, are indistin-
guishable at x¼ 0.4, SDV is stronger and persists until x¼ 0.6,
and U is smaller/larger for SDV/FBKV. The solutions are qualita-
tively similar to the data, except for the fact that most solutions
grossly overpredict the strength and extent of SDV. Both SDV
and FBKV validations show similar trends, where the scatters and
errors are small for R and U, large for TKE, and very large for Q
and xx. For SDV, S is close to D for R and TKE but overpredicts
Q and xx and underpredicts U, whereas for FBKV, S is close to D
for all variables.

Table 3 provides the streamwise averaged SoA assessment for
the SDV and FBKV core variables. The trends are similar for both
vortices. Both UD and USN have similar magnitudes and result in
average UVi � 20%D. For both SDV and FBKV, all solutions for
R and about one-fourth of the solutions for the other variables are
validated. The scatter and errors rS= Ej j are correlated such that
they are very large for Q (159%S/161%D), large for xx and TKE
(57%S/83%D and 50%S/45%D), and small for R (3%S/4%D) and
U (4%S/9%D). The Q predictions show large errors than xx, as
former is more or less square of the latter. For both the vortices,
the errors are smallest for S1, and largest for S2. USoAi and USoA

intervals are very large about 70%D and 40%D, respectively, and
dominated by P Eij j. About three-fourth of the codes/solutions are
N-version validated, and only R for both SDV and FBKV, and Q
and U for FBKV are N-version validated.

Figure 6 shows the S1 and S2 cross plane SDV vortex core vali-
dation at x¼ 0.2 using zoomed in views, which highlights the
detailed core structure of SDV. The predictions for both x¼ 0.2
and 0.3 show similar trends. Experiments show that both SDV
and FBKV have elliptical shape with major axes at angle of
20 deg and 105 deg to the center plane, respectively. The S1 and
S2 contour plots are qualitatively similar to the experiments,
except for S2 TKE, which only shows FBKV. Profile plots display
deficiencies of both S1 and S2; however, the use of y and z cuts
and the noncircular shape of SDV and FBKV accentuate the dif-
ferences. Table 4 provides average validation uncertainty and
errors. UVi is about 20%D, whereas average errors for S1 and S2
are 35%D and 43%D, respectively.

4.2 Static Drift b5 20 deg. Figure 7 shows the vortical struc-
tures in the flow, similar to Fig. 3 for b¼ 0 deg. The flow is asym-
metric with respect to the center plane and the effects of the static
drift angle dominate the flow. The crossflow from windward
(WW) to leeward (LW) sides generates two primary vortices with
counter clockwise rotation due to the sonar dome and WW bilge
keel. The experimental data in Fig. 7(a) clearly display the sonar
dome (SDTV) and bilge keel (BKTV) tip vortices whose strength
and progression are different from those shown for SDV and
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FBKV. SDTV is first observed at x¼ 0.1 and BKTV at x¼ 0.6.
Additional secondary vortices are also observed: counter-rotating
WW- and LW-FBKV with same rotation directions as PS and SS
for b¼ 0 deg; clockwise rotation ABKV; WW- and LW-free-

surface vortices (FSV) due to wave breaking with clockwise and
counter clockwise rotation on the LW and WW. WW-FBKV is
first observed at x¼ 0.2, and LW-FBKV at x¼ 0.3. ABKV is first
observed at x¼ 0.8. LW-FSV is observed at x¼ 0.12, and WW-

Fig. 3 Iso-surfaces of Q5 50 colored by relative helicity for b5 0deg. Subplots show results obtained from (a) experiment,
(b) S2, (c) S2 (zoomed in view), (d) S3, (e) S4, and (f) S6. S4 and S5 also reported SDTEV, which are not visible in the plots.
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FSV at x¼ 0.2. The b¼ 10 deg data showed similar vortices,
except the SDTV strength reduced, both BKTV and ABKV
strengths increased, TKE decreased for all the vortex cores, and
FSVs were absent. Additionally, SDTV and BKTV display circu-
lar cross plane streamlines with normalized cross plane profiles
showing Gaussian/bell-shaped similarity.

As shown in Figs. 7(b)–7(d), the S2, S4, and S6 results show all
the primary vortices observed in the experiments, and some addi-
tional secondary vortices. Solutions have some similarities and
some dissimilarities for the prediction of secondary vortices.
Experiments could not confirm the secondary vortices. S2 exhibits
helical mode instability for SDTV and BKTV. S4 and S6 did not
investigate the instantaneous solution to identify such instability.

Onset and separation analysis using time-averaged S1, S2, and
S3 indicate that SDTV, LW/WW-FBKV, BKTV/BKV, MHV,
and ABKV are all open-type/crossflow separations. SDTV onset
is from the LW sonar dome surface at x¼ 0.088, and shows heli-
cal mode instability starting at x¼ 0.11. Both LW- and WW-
FBKV onset are at x¼ 0.2, and progress on the LW side. BKTV
onset is from the WW bilge keel at x¼ 0.4, and shows helical
mode instability right after onset. BKV shows pairs of counter-
rotating vortices originating from the LW bilge keel leading edge
at x¼ 0.4. The anticlockwise and clockwise vortices originate
from the outer and inner surfaces of the bilge keel, respectively. MHV
onset is from the LW mid-girth at x¼ 0.6 between the bilge keel and
the keel. ABKV shows pairs of counter rotating vortices from the keel
that onset at x¼ 0.8 where the after-body hull curvature starts.

Predictions show closed bubble-type separation on the LW bow
(BSB). The separation of the vortex is analyzed using S2 in Fig. 8,
which shows Q¼ 1000 iso-surfaces and surface streamlines on the
LW bow, and a z¼�0.04 cut across the bubble. BSB originates
from a sink node (NP) at the leading edge, is encased by a saddle
point (SP), and terminates at two focus points (FP). This satisfies
the topological rule expected for a close separation over an iso-
lated body [29]

X

ðNP þ FPÞ �
X

SP ¼ 2 (2)

The separation bubble sheds a vortex SBV, due to merger of mul-
tiple separations from the bubble. The vortex originates from a
saddle point, does not terminate on the surface, and shows diverg-
ing streamlines downstream. The vortex has similarities with
open–closed separation at onset, but shows differences as down-
stream flow neither shows converging streamlines nor terminates
at a limit cycle.

On the WW bow, a sheet of fluid climbs vertically up as the
flow encounters stagnation point on the hull. In addition, the high
pressure on the hull further imparts an outward momentum on
fluid, generating a plunger, which falls back on the free-surface
due to gravity. The upward and downward flows in the plunger
and reconnecting sheets, respectively, generate a counter-
clockwise axial vorticity in the flow. The plunger/reconnection
creates an air pocket that remains exposed to ambient pressure
and closes further downstream, leaving wake of axial vorticity in
the flow and free-surface scar at reconnection. Flow also shows
secondary and tertiary plunger/reconnection, similar to the pri-
mary plunger/reconnection, but with decreasing plunger height
and axial vorticity strength. Wilson et al. [30] reported a similar
breaking wave pattern for Athena bow waves for higher Fr¼ 0.43
and 0.62. The primary plunger/reconnection results in a vortex,
which is identified as WW-FSV. Topological analysis shows that
the vortex separates from a source node close to the leading edge
and attaches at a saddle point on the free-surface and another on
the hull. The vortex satisfies the topological rule expected for a
close separation formed over a body intersecting a wall or free-
surface [31]

X

ðNP þ FPÞ �
X

SP

n o

FSþB
¼ �1 (3)

where FS is the free-surface and B is the hull body. WW-FSV
involves multiple plunger/reconnection, thus exhibiting spilling
breaking.

The LW bow lies in the shadow region of the flow, and thus has
overall lower surface pressure resulting in lower wave elevation.
The wave elevation is high close to the leading edge; thus, the
flow encounters a sharp elevation drop, which forms a three-
dimensional plunger/reconnection. The plunger/reconnection
leaves a wake of clockwise rotating vortex LW-FSV similar to
WW-FSV. However, unlike WW-FSV, it creates air-bubble pock-
ets, has three times higher plunger amplitude, and does not show
secondary plunger/reconnection. LW-FSV originates from a

Fig. 4 Zoomed-in view of sonar dome shows SDV flow separa-
tion predicted by S1 for b 5 0deg. (a) Iso-surface of Q5 100
shows SDV separation, and (b) surface streamline shows onset
of SDV. Both plots (a) and (b) are colored using pressure. (c)
Contours of wall shear stress distribution of div(sw) along with
surface streamline.
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saddle point underneath the free-surface, does not terminate on
the surface, and shows converging streamlines downstream. Thus,
its separation is open-closed type separation. LW-FSV has single
plunger/reconnection, thus exhibiting plunging breaking.

Figure 9 is similar to Fig. 5, but shows vortex core variables for
SDTV and BKTV and has a much larger scale. The experiments
indicate that the characteristics of SDTV and BKTV are different
from SDV and FBKV. SDTV and BKTV progress on the LW side

Fig. 5 Axial variation of flow variables in SDV (left column) and FBKV (right column) cores obtained using S1
through S4, and mean code with P

Ej j bars are compared with experimental data with UD bars for b50deg. The SDV
onset at x50.0635 and FBKVonset at x5 0.107 are shown in the radial location (R) subplot using the star symbol.
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at an angle 10 deg with respect to the keel, whereas SDV and
FBKV progress along the hull and interact with the boundary
layer. U shows steady increase in velocity deficit during progres-
sion, whereas b¼ 0 deg vortices show a recovery in the deficit.
Vortices for b¼ 20 deg show two orders of magnitude higher Q
and almost half of the decay rate, an order of magnitude higher xx

and four times faster decay compared to the b¼ 0 deg vortices.
The vortices also show an increase in Q and TKE during early
progression, followed by a sharp change at x¼ 0.12. These char-
acteristics are consistent with vortex breakdown and helical mode

instability. After the breakdown, TKE shows a decrease early on
and constant value further downstream. The CFD trends roughly
follow the experiments, except for TKE. R shows close agree-
ment. Q, xx, and U are underpredicted and overpredicted for
SDTV and BKTV, respectively. For both vortices, TKE shows
significant underprediction. Both S1 and S2 show low pressure
initially, which recovers very rapidly during early progression,
which is consistent with vortex breakdown.

Table 3 includes SoA assessment for SDTV and BKTV. The
trends are similar for both vortices and similar to b¼ 0 deg results.

Fig. 6 Cross plane vortex core predictions for b5 0deg at x5 0.2. (Top row) Contour of axial vorticity, contour lines of Q, grid
lines, and cross-plane analysis Y-Y and Z-Z lines. Volume plots showing 3D structures of the SDV and FBKV flow variables
obtained the experimental data (left), S1 (2nd column) and S2 (3rd column). Subplots on the (right) are compared with y-y and
z-z profiles of the flow variables in the SDV core predicted by S1 and S2 with the experimental data. For y-y line, the 2ve radial
location is toward the center plane. For z-z line, the 2ve radial location is away from the hull.
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USN is about six times larger than UD with average UVi about
20%D. For both SDTV and BKTV, around three-fourth of R and
U solutions are validated, whereas limited solutions are validated
for other variables. The scatter and errors rS= Ej j are correlated
such that they are very large for Q (75%S/126%D), large for xx

(25%S/47%D) and TKE (30%S/70%D), and small for R (4%S/
5%D) and U (8%S/7%D). On an average S1, S2, and S4 show
similar error levels, and S3 shows the largest error. USoAi and USoA

intervals are large about 40 and 30%D, respectively. P Eij j is the
dominant uncertainty component for BKTV Q, xx and TKE,
whereas for the rest, UVi and P Eij j are comparable. For both SDTV
and BKTV, around three-fourth of the R and U solutions are vali-
dated. Around one-fourth and half of Q, xx, and TKE solutions
for SDTV and BKTV are validated, respectively. Mean code for
SDTV R and BKTV U is N-version validated. The primary differ-
ence between SDTV and BKTV predictions is the latter shows
three times large error for Q. The primary difference between the
errors for b¼ 0 deg and 20 deg predictions is the latter shows two
times large error for TKE.

Figure 10 is similar to Fig. 6, but for SDTV at x¼ 0.2. Experi-
ments show that SDTV is roughly circular at x¼ 0.2 and 0.4, but
somewhat elliptical at x¼ 0.8 with major/minor axes in the z/y direc-
tions. Q, xx, and TKE contours show asymmetric core with crescent

shaped region with largest values. U contours have dipole and circu-
lar shape at x¼ 0.2/0.4 and 0.8, respectively. Profiles exhibit trends
using y and z cuts, including core asymmetry and twin peaks espe-
cially for x¼ 0.4. S1 and especially S2 contour plots are similar to
the experiments. Here again, the profile plots accentuate the differen-
ces. BKTV results at x¼ 0.6 show the vortex under the hull at about
midgirth with tail extending to the bilge keel, where another vortex
is forming. BKTV has a circular shape, whereas the secondary vortex
has elliptical shape. Table 4 shows that UVi is about 20%D, whereas
average errors for S1 and S2 are 58%D and 35%D, respectively.

5 Effects of Grid Resolution and Turbulence model

5.1 Straight Ahead b5 0 deg. S1 resistance, wave elevation,
and vortex core predictions improved when grid was refined from
10M to 48M, but further refinement does not show significant
improvements. S2 resistance and wave elevation predictions
showed similar trends with grid refinement. However, the vortex
core prediction errors increased with refinement because of the
increase in the overprediction of vortex strengths. S3 resistance
predictions improved with grid refinement from 1.3M to 10.2M
cells, but further refinement does not significant improvement. S4
vortex resolution improved with grid refinement, but the

Fig. 7 Iso-surfaces of Q5 100 colored by relative helicity for b5 20deg. Subplots show results obtained using: (a) experi-
ment, (b) S2, (c) S4, and (d) S6.
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resistance prediction errors increased from 3.8% on 22M grid to
6.2% on 81M grid. S5 also reported an increase in resistance pre-
diction errors from 2.2% to 5.7% when the grid was refined from
9 M to 51M cells. The relatively large errors in S4 and S5 on fine
grids were attributed to poor grid resolution of the free-surface
close to the sonar dome region. S6 refined the grid in the area
close to the hull, free-surface and bilge keels, and reported
improvement in the resistance predictions with grid refinement;
however, the grid refinement range was rather small. Overall,

considering the individual grid study and different solutions
with varying turbulence and near-wall models, and blockage
effects, one can conclude that grids with 10M cells provide
sufficiently accurate resistance and free-surface predictions. S3
indicates that the effect of blockage on resistance is within the
validation uncertainty interval of about 5%. S6 indicates that
wall-functions perform as well as near-wall models when wall
grid resolution yþ is as close as possible to the lower log-law
(�30).

It is essential to use sufficiently fine grid resolution at the sonar
dome to capture the onset of the vortical structures accurately, in
particular FBKV and SDTEV. However, for the progression of
vortices, numerical dissipation is the largest influencing factor.
Thus, both grid resolution and turbulence modeling are important.
Egolf et al. [32] concluded that a minimum of 14 grid points
across the vortex core and a theoretically fifth-order accurate
scheme are required for “minimal vortex diffusion over a long dis-
tance.” It is expected that solutions using second-order schemes
(as used by most submissions) would require a significantly large
number of cells in the vortex core to achieve similar diffusion.
This means that the grid should be adapted to the trajectories of
the vortices to avoid any excessive dissipation of the vorticity. S1/
S2 achieves grid refinement by using overset methodology, where
the coarse grid solutions guide the placement of the refinement
blocks. S3 grid study used geometrically similar grids obtained by
refining grids blocks in all directions simultaneously. S6 used
locally embedded blocks of fine grids based on coarse grid solu-
tions. S4 used automatic grid refinement strategy using local Hes-
sian of pressure. Considering both the grid resolution and
numerical accuracy, none of the simulations meets the strict
requirements of [32]. Only S2 that uses fourth-order scheme and
has 12 cells in the vortex cores is close to satisfying them.

Comparing turbulence models for the vortex progression, S2
provides better resolution of the vortical structures over the fore-
and midbody than S1, e.g., they capture the closed streamline at
x¼ 0.6 as shown in Fig. 11. However, they predict very low
resolved turbulence levels. An additional simulation performed
using ISIS-CFD DES also showed very low resolved TKE levels
similar to S2. S3 compared variant of isotropic k–x SST models,
and reported that SST2003 [23] performs slightly better than other
variants. S4 predictions showed that anisotropic URANS turbu-
lence model performs better than the isotropic model. Overall,
close to the vortex onset region, both DES and URANS turbu-
lence models show similar results. This is primarily because DES
operates in URANS mode in these regions. In the near wake of
the sonar dome, the flow appears to be mostly pressure-driven.
The vortices progress in the flow along the hull, and the numerical
dissipation is the largest influencing factor. This means that the
grid should be adapted to the trajectories of the vortices to avoid
excessive dissipation of the vorticity. This advocates for local
mesh adaptation that can automatically refine grids in the regions
with flow characteristics of interest. However, the effectiveness of
mesh adaptation method in tied to the turbulence modeling, as iso-
tropic and anisotropic URANS and DES models show significant
differences in vortex progression. The following general conclu-
sions are drawn:

(1) URANS models predict too weak longitudinal vortices that
dissipate more quickly compared to the data. However, the
amount of TKE is predicted reasonably well up to x¼ 0.6.
The turbulence production is proportion to the rate of
strain; thus, weak vortices suggest lower TKE production.
Thus, a reasonable TKE prediction suggests overprediction
of transport/diffusion of turbulence. From x¼ 0.6 to the
stern, the predicted TKE is too high in the region between
the vortex core and the hull, which is most likely the cause
of excessive decay of the vortices.

(2) Anisotropic URANS models are marginally better than the
isotropic counterparts, as the flow involves significantly
large effects of streamline curvature in and around the

Fig. 8 S2 predictions on leeward sonar dome surface for
b520deg showing: (a) mean flow iso-surfaces of Q5 1000 col-
ored by relative helicity. The points P1 to P9 correspond to the
probe points on the hull for the FFT analysis. (b) Mean flow sur-
face streamlines and root-mean-square of the surface pressure
(PRMS). The streamline patterns identified by subscript LW-FSV,
BSB, and SBV correspond to leeward free-surface vortex, sonar
dome separation bubble, and leeward sonar dome bubble vor-
tex, respectively. (c) Instantaneous flow predictions on the lee-
ward sonar dome surface at z520.04 plane showing shear
layer instability associated with sonar dome bubble separation.
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Fig. 9 Axial variation of flow variables in SDTV (left column) and BKTV (right column) cores
obtained using S1 through S4, and mean code with P

Ej j bars is compared with experimental
data with UD bars for b5 20deg. The SDTV onset at x5 0.077 and BKTV onset at x5 0.4 are
shown in radial location (R) subplot.
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vortex cores. This suggests that the available anisotropic
models are unable to reproduce this physics accurately.

(3) DES looks promising insofar as they predict more persis-
tent longitudinal vortices than URANS, which are primarily
due to significant underprediction of TKE resulting in a
quasi-laminar core. The flow laminarization is caused by
the modeled stress depletion issue in DES, and cannot be
resolved by grid refinement [33].

5.2 Static Drift 20 deg. S1 performed grid study using 10M,
48M, and 84� 106 grids, which have similar resolution as
b¼ 0 deg and the overset blocks were adjusted according to the

vortex progression directions. S2 grid study included the above
three grids and an additional 250M grid. The largest grid was not
properly adapted. Thus, the vortex core resolution was larger than
those of 84M grid. For S1, forces, and moment, wave elevation
and vortex core predictions did not improve when grid was refined
from 48 M to 84 M grid, similar to b¼ 0 deg. For S2, forces,
moment and wave elevation showed a similar trend. However,
vortex core predictions improved with grid refinement and further
improvements are possible on finer grids. S3 reported improve-
ments in forces and moment predictions with grid refinement
from 1.3 M to 17�M cells, but did not show significant improve-
ment upon further refinement to 76M cells. S6 reported 7%
improvement in forces and moment for grid refinement from 18

Fig. 10 Cross plane vortex core prediction for SDTV for b520deg at x5 0.2. (Top row) Contour of axial vorticity, grid, and
cross-plane analysis YY and ZZ lines. Volume plots showing 3D structures of the SDTV flow variables obtained the experimen-
tal data (left), S1 (2nd column), and S2 (3rd column). Subplots on the (right) are compared with y-y and z-z profiles of the flow
variables in the SDTV core predicted by S1 and S2 with the experimental data. For y-y line, the 2ve radial location is toward
the center plane. For z-z line, the 2ve radial location is away from the hull.
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M to 68 M points. S7 also reported improvement in forces and
moment with grid refinement near the hull.

Overall, the contributions involved different grid sizes, wall
models, and tow-tank sidewall blockage effects. Forces and
moment predictions do not show a consistent trend with grid reso-
lution, e.g., both S6 and S8 show similar large errors even though
they use order of magnitude different grid resolutions. Both the
near-wall and WF models show similar predictions of forces;
however, the former is more accurate than the latter for yaw
moment. S3 and S6 agree that the blockage does not significantly
affect X and N predictions, however disagree regarding their effect
on Y. Further investigation is required to evaluate the effect of
grid sizes, wall models, and blockage on forces and moment.

For the wave elevation predictions, the errors were mostly
larger than those for b¼ 0 deg, which were attributed to the coarse
far-wake grid resolution in S1, S2, and S4, and to wall interfer-
ence in S3 and S6. Similar to b¼ 0 deg, the effects of turbulence
model and wall models were not discernable. VoF predicted
higher wave elevation and more waves breaking than level-set
near the bow, but showed similar results away from the hull.

The flow for b¼ 20 deg is far more complex than that for
b¼ 0 deg and shows multiple vortices emanating along the hull,
most notably from the sonar dome and bilge keels. Moreover,
the free-surface deformation is quite large leading in unsteady
breaking waves ensuing bubbly mixture of air and water and
associated vortical structures near the free-surface. Further, con-
trary to the b¼ 0 deg, most of the vortices progress far from the
hull after their separation. Thus, the evolution of the mean flow
and turbulence characteristics along the vortex cores are quite
different. Considering both the grid resolution and numerical
accuracy, only S2 is close to satisfying the minimal vortex dif-
fusion requirements of Ref. [32], as it uses fourth-order scheme
and resolves the SDTV and BKTV cores using 20 and 15 cells,
respectively.

S1 and S2 vortex core predictions show that DES provides
better prediction of vortex strength and TKE than URANS. S4
results show that anisotropic URANS predicts better vortical
structures than isotropic URANS, but they do no show significant
differences for planar and volume plots. Comparison between S4
and S5 results shows that 10M-AGR grid shows better prediction
than nonadapted 27M grid especially for SDTV vortex strength
and TKE.

Experiments show high level of TKE in the SDTV core from
x¼ 0.4 down to the last station. The persistently high level of
TKE in the isolated vortex core, far from the onset and the bound-
ary layer, is inconsistent with those observed on the wing tip vorti-
ces that show steady decay in core TKE with progression. The
physical reason behind the experimental result is still unclear.
URANS results showed low TKE in the vortex core and high val-
ues in the outer regions, which contradicts the EFD data, whereas
DES captures a correct trend (Fig. 12). The prediction raises the
question: what is the source of high TKE during far-wake progres-
sion? Is it maintained by the velocity fluctuation on the free-sur-
face due to the impact of periodic breaking waves originating
from the sonar dome? Or it is possible that TKE is convected
along the core without any dissipation? Additional experiments
and computations are required to investigate these issues.

Overall, the grids used for the static drift case are modest in
size compared to those used for the straight-ahead case. The grid
studies from all the solvers show that the URANS results improve
with grid refinement. Only CFDShip-Iowa provides a systematic
grid study using both modest and adaptively refined fine grids.
The URANS results do not show significant improvement when
grid is refined from 48 M to 84 M. Even on the finest grid,
URANS predicts excessive decay of the vortices soon after the
separation, resulting in poor predictions compared to the data. In
addition, URANS grossly underpredicts TKE levels in the vortex
core, which is in contradiction to the data. Thus, the errors in
URANS predictions are more likely due to modeling issues rather
than grid resolution. DES results improve and the resolved TKE
levels increase with grid refinement. DES results on the finest
84M grid provide >95% resolved turbulence levels, and predic-
tions are significantly better than URANS. However, DES over-
predicts and underpredicts vortex strengths at onset and during
progression, respectively. Considering the large grid uncertainties
in the simulations, it is difficult to delineate the respective roles
played by the discretization and modeling errors.

6 Unsteady Analysis and Turbulent Kinetic Energy
Budgets for b5 20 deg

6.1 Instability Analysis. As summarized in Table 5, X and N
time history FFT shows dominant amplitudes at fL/U¼ 10 and 20,

Fig. 11 Contours of (a) axial velocity and crossflow streamlines, and (b) TKE at x50.6 for b5 0deg. Subplots show: experi-
mental data (left); S1 (middle), and S2 (right).
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and those for Y shows at fL/U¼ 12 and 25. For both, the lower fre-
quency shows 15% higher amplitude than the higher frequency.
X, Y, and N data show dominant fL/U¼ 10 and 20 with latter
showing 30–50% higher amplitude than the former. The same
dominant frequencies were also observed for b¼ 0 deg and 10 deg
and for the carriage/mount without the model installed. The
amplitude of the unsteadiness is significantly large for X (around
10%X) for both fL/U. However, the amplitudes for Y and N are
comparable to those of CFD, i.e., around 1–2%. Considering both
the CFD and data, it is expected that unsteadiness around fL/
U¼ 10 and 20 could be partly due to hydrodynamics.

Table 5 summarizes the unsteady analysis conducted using S2.
The analysis identified instabilities associated with BSB, SDTV,
and BKTV vortex breakdown, LW-FBKV and breaking waves.
As shown in Fig. 8(b), the largest RMS pressure was found on the
LW bow. Thus, instabilities on the LW bow could be the source
of unsteady forces and moment. To further investigate, surface
and field point pressure FFT analysis was performed at nine points
on the LW bow and four field points, as labeled in Figs. 8(a) and
8(b) and listed in Table 5. The BSB separation showed shear layer
instability with fL/U�19, flapping with fL/U�14 and Karman
instabilities with fL/U�5.5. The surface pressure fluctuation at
SDTV separation showed fL/U �11. The LW-FBKV showed
shear layer instability near its onset. The scaled frequencies are
similar to values for canonical and previous surface-piercing
NACA24 and KVLCC2 studies [34]. Based on the dominant fre-
quency signatures, the unsteadiness in forces and moment is iden-
tified to be due to BSB and SDTV separation.

Figure 9 shows that as SDTV and BKTV progress downstream,
the axial velocity and vorticity decrease, pressure increases, and
TKE remains nearly constant. The swirl ratio SR¼Uh=U, where
Uh is the tangential velocity, showing high values of 0.76–0.82 at
the vortex onset. FFT analysis of seven field point pressures in the
vortex cores (shown in Figs. 13(a) and 13(b)) shows that the dom-
inant frequency St¼ fL/U0 along the vortex core decreases with
the progression (Fig. 13(c)). The scaling of the dominant fre-
quency using the distance from the origin of the spiral streamline
location Ds shows StX¼fDs/U0�0.75 to 1.35, as shown in Fig.
13(d).

Previous KVLCC2 study at b¼ 30 deg shows open-type cross-
flow separation from the hull for fore-body side (FSV), after-body
side (ASV), and after-body (ABV) vortices. The vortices

separated as a circular type, underwent helical mode instability,
and transformed into spiral vortices. The transformation of circu-
lar to spiral vortices is because of vortex breakdown. As ASV and
ABV progressed downstream, the vortex core axial velocity and
vorticity decreased and pressure and TKE increased. FSV also
showed local decrease in axial velocity, and increase in TKE and
pressure close to vortex breakdown. All the vortices show swirl
ratio SR� 0.5 at vortex breakdown. As shown in Figs. 13(c) and
13(d), St decreases with the progression of the vortices, and StX is
almost constant throughout progression, where averaged StX �1.3
and �2 for FSV/ASV and ABV, respectively.

Spiral vortices have been reported for swirling jets [35], wing
tip vortices [36], and delta wing leading edge vortices [37]. In
these cases, circular vortices exhibit vortex breakdown followed
by helical mode instability and transformation into spiral vortices.
The breakdown results in a sudden expansion of the vortex core
and sharp gradients in vortex core variables, i.e., drop in axial
velocity and vorticity, and increase in pressure and TKE [36]. The
initiation of the vortex breakdown occurs if the swirl ratio is
higher than the critical value SR,c. The critical value depends on
the flow type, Re, inflow condition, swirl angle with respect to jet
axis, etc. [38]. Spall et al. [39] showed that SR,c decreases with Re,
i.e., SR,c¼2 to 3 for Re< 100, and 1.6 for large Re> 104 for wing
tip vortices. For delta wings, it has been reported that SR,c�1 for a
range of Re and wing configurations [38]. In addition, the helical
mode instability frequency is inversely proportional to the dis-
tance from the breakdown location. Thus, StX is constant along
the core. Gursul [40] reported that StX ranges from 0.75 to 1.35
for large sweepback wings at different flow conditions.

The vortices for 5415 b¼ 20 deg and KVLCC2 b¼ 30 deg have
similarities with the swirling jet or delta wing vortices as they
show helical mode instability, spiral streamlines/vortices, high
swirl at instability inception, and StX range is consistent with those
of delta wings. However, the swirl ratio is lower and large differ-
ences are observed in the transition process from circular to spiral
vortices, i.e., at vortex breakdown. For swirling jet or delta wing
vortices, the transition process is abrupt with large change in vor-
tex size and core variable gradients. For ship flows, the onset/tran-
sition process is abrupt but without large change in vortex size
and core variables gradients. Nonetheless, we retain the terminol-
ogy vortex breakdown to describe the transition process. The dif-
ferences between the ship and aero flows are likely due to global

Fig. 12 Contours of (a) axial velocity and crossflow streamlines, and (b) TKE at x5 0.4 for b5 20deg. Subplots show: experi-
mental data (left), S2 (middle), and S6 (right).
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geometry and pressure gradients, and/or the interaction of the ship
vortices with the boundary layer and other vortices.

6.2 Turbulent Kinetic Energy Budgets. Figures 14 and 15
summarize the TKE budgets conducted using S2 for BSB and
SDTV, respectively. The plots show active LES/URANS regions,
modeled and resolved TKE levels, and budgets terms: production
(Pr), dissipation (modeled) (e), convection (C), and turbulent (T),
and pressure transport (PT). Diffusion was negligible compared to
other terms and is not shown. LES is active for both the separation
bubble and vortex advection regions, and URANS is active only
in the thin boundary layer. The resolved TKE levels are one to
two orders of magnitude larger than modeled TKE.

For BSB, Pr is the main producing term and e is the main con-
suming term. Close to the separation, Pr is the primary TKE
source, e consumes almost 25% of TKE, C transports 50% of
TKE along the shear-line, and T and PT transport the rest inside
the bubble. Overall, the role budget terms play for the TKE budget
is similar with those of separated boundary layer, backward facing

step recirculation, and LW separation bubble for KVLCC2
b¼ 30 deg flow [4]. Away from the separation as the bubble
radius increases, Pr decreases but is still significant, dissipation is
negligible, and T and PT are the primary sinks that transport TKE
inside the bubble. The transport of TKE inside the separation bub-
ble is similar to free surface-induced separation bubble for 5415
[41] and KVLCC2 separation bubble. However, both the previous
studies showed C as the primary transport term. Close to the
attachment, Pr is the primary TKE source, but is almost an order
of magnitude smaller than that close to the separation. PT is the
primary sink, which transports TKE inside the bubble.

For SDTV, TKE peaks close to the breakdown and decays with
progression. Pr and e are the primary source and sink terms,
respectively. Peak Pr occurs close to the vortex breakdown, and
decreases with progression. e is aligned with the vortex core,
increases with progression, and |eP/Prp| �2, where the subscript p
denotes the peak value. C transports TKE along vortex core and
|Cp/Prp|� 0.5. Both T and PT transport energy away from vortex
core such that |Tp/Prp|�1.25 and |PTp/Prp|�0.7. The TKE distri-
bution in the core, peak Pr at the breakdown, and the role of C

Fig. 13 Unsteady analysis locations for (a) SDTV and (b) BKTV. Variation of (c) dimensionless frequency and (d) product of
frequency and distance from helical instability onset (DS) for SDTV and BKTV. The predictions are compared with KVLCC2 [4]
and delta wing [40] results.
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Fig. 14 Contours of TKE budget terms in the LW-SDB on z520.04 plane, marked in Fig. 8(a). Contour plots show: (a)
URANS/LES regions, where regions flooded in red are LES zone and those in blue are URANS zone, (b) modeled and (c)
resolved TKE. TKE budget terms (d) production, (e) dissipation, (f) convection, (g) turbulent transport, and (h) pressure trans-
port. The black lines show the mean flow streamline.
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and T in TKE distribution are consistent with those observed in
delta wing [42] and KVLCC2 flows. However, both the 5415 and
KVLCC2 flows show high dissipation compared to the delta wing
flow. For 5415, the peak C occurs during early progression,
whereas for KVLCC2, they occur during late progression. Further,
PT transports energy away from the core and along the core for
5415 and KVLCC2, respectively.

7 Conclusions and Future Work

Integrated TPIV experiments and CFD prediction provide cred-
ible description of the onset and progression of 3D vortex separa-
tion for 5415 at both straight-ahead b¼ 0 deg and static drift
b¼ 20 deg, including assessment of CFD solutions for forces and
moment, wave elevation, and mean and turbulent flows in the vor-
tex core.

In the experiments, X and Y/N show quadratic and cubic
increase with b, as expected. Both b show similar errors
Ej j¼3.4%D and uncertainties for forces and moment, and all of
the solutions are validated at UVi¼4%D interval and N-version
validated at USoAi¼7%D interval. The mean code solution is vali-
dated at USoA¼5%D interval. The largest to smallest uncertainties
are due to solution scatter, experimental, and numerical. The
trends for b¼ 0 deg errors are similar to those for G2010 5415,
and errors and uncertainties for T2015 KCS test cases. The errors
for b¼ 20deg are substantially improved compared to SIMMAN
2008, which is attributed to the use of finer grids. Thus, CFD

predictive capability for forces and moment is comparable for both
straight-ahead and static drift conditions even for large drift angles.

The b¼ 20 deg wave elevations are asymmetric and have two
times higher amplitude compared to b¼ 0 deg, but the total wave
envelop angle �37 deg remains same. The average errors and
uncertainties for the wave elevation are Ej j¼7%D. For both b,
most solutions are validated at UVi¼7%D and N-version validated
at USoAi¼8%D. The mean code is validated at USoA¼7%D. CFD
predictive capability is somewhat reduced for static drift case
compared to the straight ahead case likely due to deficiencies in
the prediction of breaking waves. The experimental, numerical,
and solution scatter uncertainties show equal contribution. Future
CFD workshops should include test case for model ship with
breaking waves for more rigorous assessment of CFD capability.

The forces and moment and wave elevation predictions do not
show significant dependence on turbulence modeling, or wall
modeling as long as near-wall grid resolution yþ�30, or free-
surface modeling. Results improve with grid resolution, but do
not show significant improvements for grids >50M cells. Wall
blockage does not affect the force predictions for b¼ 0 deg, but
its effect for b¼ 20 deg forces and moment needs further investi-
gation. Free-surface modeling shows difference in the wave
breaking pattern for b¼ 20 deg, where VoF predicts more active
breaking than level-set.

The primary vortices for b¼ 0 deg are SDV and FBKV origi-
nating from crossflow separation on the side and trailing edge of
the sonar dome, respectively. Secondary BKV originates from the

Fig. 15 TKE budget along SDTV core on z520.0475 plane, marked in Fig. 13(a). Contour plots show: (a) URANS/LES regions,
where regions flooded in red are LES zone and those in blue are URANS zone, (b) modeled and (c) resolved TKE. TKE budget
terms: (d) production, (e) dissipation, (f) convection, (g) turbulent transport, and (h) pressure transport. The black lines show
the Q5 500 and 1000 contours.
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bilge keel tip. The flow is symmetric with respect to the center
plane and the vortices show clockwise rotation on the SS (when
looking forward). The b¼ 20 deg flow is asymmetric with respect
to the center plane, and the crossflow drift induces vortex progres-
sion. The primary vortices are counter clockwise rotating SDTV
and BKTV originating from the LW sonar dome side and WW
bilge keel, respectively. CFD predictions also show several sec-
ondary vortices on the LW side and wave breaking, which could
not be confirmed from the experiments. The characteristics of
SDTV and BKTV are different from SDV and FBKV. In particu-
lar, the former progresses away from the hull, whereas the latter
progresses close to the hull and interacts with the boundary layer.
SDTV and BKTV show a sharp jump in core flow downstream of
onset, which are consistent with vortex breakdown and helical
mode instability. For the b¼ 20 deg vortices, the velocity deficit
increases with progression, whereas it recovers for b¼ 0 deg.
They show one to two orders of magnitude higher vortex strength
and TKE compared to the b¼ 0 deg vortices, and different decay
rates.

The CFD vortex onset and overall structure predictions for both
b show similar errors and scatter. The errors Ej j/scatter rS for the
vortex location (4%D/3%SÞ and axial velocity (8%D/6%SÞ are
relatively small, but are large for Q (143%D/117%SÞ, xx, and
TKE (60%D/40%SÞ. The intervals of solution and N-version vali-
dation are large: UVi¼20%D, USoAi¼70%D, and USoA¼40%D.
Most R and U predictions are solution and N-version validated at
12% interval, so is the mean code prediction. Whereas, only a few
predictions for Q, xx, and TKE are solution and N-version vali-
dated, and the mean code is not. Both R and U show similar exper-
imental, numerical, solution scatter uncertainties. For Q, xx, and
TKE, solution scatter uncertainties are five times larger than the
numerical and experimental uncertainties

Unsteady analysis shows that the b¼ 20 deg bow separation
bubble exhibits shear layer, Karman, and flapping instabilities
with scaling laws typical of canonical flows and previous ship
studies. Spilling and plunging wave breaking are predicted on
WW and LW bow, respectively. SDTV and BKTV exhibit vortex
breakdown and helical mode instability with scaling laws similar
to those for delta wings. The shear layer separations associated
with bow bubble and SDTV induce fluctuation in the hull pressure
distribution resulting in unsteady forces and moment. TKE budg-
ets for bow separation bubble and SDTV have similarities with
those for canonical flows and previous ship studies for the TKE
distribution, production, and transport mechanisms. However, it
shows some differences in the role of the convection, turbulent
transport, and pressure transport terms, especially the latter is
more dominant compared to canonical flows.

Overall, CFD predictive capability for 3D vortex separation is
comparable for both straight ahead and static drift even for large
drift angles, i.e., the computations predict onset and overall vor-
tex structures well, but with large errors and uncertainties for
vortex progression. Confirmation of the relative strengths of
SDV and FBKV and their interaction (along with those of
BKV) on the mid-/after-body resulting in the nominal wake
remain an outstanding issues for b¼ 0 deg. Experiments show
high TKE level in the SDTV core throughout progression. Fur-
ther investigation is required to understand the physical mecha-
nism behind the sustained TKE level. Improvement in b¼ 0 deg
solutions require improvement in turbulence models, whereas
for b¼ 20 deg, both better grids and turbulence models are
required. For improved grid design, solution-adaptive mesh
refinement offers a cost-effective meshing strategy. However,
the regularized Hessian of the pressure-based refinement fails to
refine the grid all along the vortex. The overset methodology or
region-based adaptation is a viable alternative for solution-based
grid refinement, but is more time consuming and requires user
input. Full Reynolds stress transport model could improve
URANS predictions; however, URANS is not well suited for
unsteady flows with dominant coherent vortical structures.
Advanced hybrid RANS/LES models are required to address the

DES modeling issues, including explicit LES models and
physics-based RANS-LES transition.
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Nomenclature

Ei%D¼ððD�SiÞ=DÞ�100 ¼ comparison error, where D
is experimental data and Si
is CFD solution

hEii%D¼ð1=PÞPp¼1

PjDp�Spi=Dpj�100 ¼ Averaged comparison error
for profiles with P points

E ¼ 1
Ns

PNs

i¼1 Ei ¼ averaged error

Ej j ¼ 1
Ns

PNs

i¼1 Eij j � Ej j ¼ averaged absolute error

H ¼ U � x= Uj j xj j ¼ helicity, where U and x are
velocity and vortcity vec-
tors, respectively

Ns ¼ number of solutions
PSi ¼ 2rS ¼ N-version verification pre-

cision uncertainty for indi-
vidual solution

PS ¼ 2rS=
ffiffiffiffiffi

Ns

p ¼ N-version validation preci-
sion uncertainty for individ-
ual solution

PjEij ¼ 2r Ej j ¼ N-version validation preci-
sion uncertainty for com-
parison error

P
Ej j ¼ 2r Ej j=

ffiffiffiffiffi

Ns

p ¼ N-version validation preci-
sion uncertainty for aver-
aged absolute error

Q ¼ ð1=2Þ½jjX2jj � jjS2jj� ¼ second invariant of rate-of-
strain tensor.X and S are
rotation and rate-of-strain
tensor, respectively

U, V,W ¼ mean velocities along x, y
and z directions,
respectively

UD ¼ Experimental uncertainty
U0 ¼ freestream velocity

UI i, UGi, UT i ¼ iterative, grid and time step
uncertainties in CFD,
respectively

USNi¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

UI i
2þUGi

2 þUT i
2

p

%Si ¼ numerical uncertainty in
CFD solution

USN ¼ 1
Ns

PNs

i¼1 USNi ¼ averaged numerical
uncertainty

UVi¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

USNi
2 þUD

2
p

%D ¼ validation uncertainty

USi ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

USNi
2 þ PSi

2
p

%Si ¼ N-version individual solu-
tion uncertainty

US ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

USN
2 þ PS

2
q

%S ¼ N-version mean solution
uncertainty. S is the aver-
aged CFD solution

USoAi¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

UD
2 þ USNi

2 þPjEij
2

q

%D ¼ N-version individual solu-
tion validation interval

USoA¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

UD
2 þUSN

2 þP
Ej j
2

q

%D ¼ N-version mean solution
validation interval
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x, y, z ¼ coordinates along stream-
wise, spanwise and free-
surface normal directions,
respectively

X, Y, N ¼ longitudinal force, side
force and yaw moment,
respectively

f ¼ wave-elevation

rS¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ð1=Ns�1ÞPNs

i¼1 ðSi�SÞ2
q

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ð1=Ns�1ÞPNs

i¼1ðEi�EÞ2
q

¼rE ¼ standard deviation in
solutions

r Ej j¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1
Ns�1

PNs

i¼1 Eij j� Ej j
� �2

r

¼ standard deviation of abso-
lute error

xx, xy, xz ¼ vorticity components along
x, y and z directions,
respectively
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