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Glasses remain an elusive and poorly understood state of matter. Itis not clear how we can control
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the macroscopic dynamics of glassy systems by tuning the properties of their microscopic building

blocks. In this paper, we propose a simple directional colloidal model that reinforces the optimal
icosahedral local structure of binary hard-sphere glasses. We show that this specific symmetry
results in a dramatic slowing down of the dynamics. Our results open the door to controlling the
dynamics of dense glassy systems by selectively promoting specific local structural environments.

1 Introduction

When we cool down or compress a liquid sufficiently rapidly to
avoid crystallization, we end up with a glass: a dynamically ar-
rested state of matter which lacks long-range order. Glasses are
ubiquitous in condensed matter and can be found in fields of great
technological interest, including materials science, biomaterials,
food science, and polymer physics. Although the transition from
a fluid into a glass is dramatic from a dynamics perspective, it is
accompanied by surprisingly little structural change: structurally,
a fluid and a glass can look extremely similar™3. For this reason,
the bottom-up design of a glass former is not a trivial task. In or-
der to reliably reach a glassy state via cooling, the dynamics of the
system have to slow down rapidly with decreasing temperature,
such that the system avoids crystallization. Hence, the question
is: how do we design particles with interactions capable of induc-
ing slow dynamics? It is well understood that glassy dynamics
are often accompanied by the emergence of long-lived locally fa-
vored structures (LFS)W. In some (but not all) glass formers,
these structures have been demonstrated to also correlate directly
with local mobility (see e.g. Refs.mm), and hence can be consid-
ered at least partially responsible for dynamical slowdown. In
order to better understand the microscopic mechanisms behind
glass formation, it would be extremely useful to unravel how ma-
nipulation of the local structure of a glass former can be used to
control its propensity for facilitating dynamical arrest.

Simple fluids consisting of particles with short-ranged isotropic
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interactions are an extremely convenient playground for explor-
ing the interplay between local structure and dynamics. Two of
the most fundamental examples are hard spheres and square-well
particles, providing a purely repulsive and an attractive isotropic
model system, respectively. In order to avoid crystallization, stud-
ies typically use a mixture of two or more sizes of particles. Both
hard-sphere and square-well models have been widely studied ex-
perimentally, numerically and theoretically for their high-density
glassy behavior®18, In particular, short-ranged attractive po-
tentials display a remarkable reentrant glassy behaviorlZ24, in
which the supercooled liquid first speeds up and then slows down
again upon cooling, resulting in a maximum in the diffusivity.

In this work, we add directionality to these model systems by
exploring the dynamics of supercooled liquids of particles deco-
rated with attractive patches on their surface, interpolating be-
tween the limiting cases of pure hard spheres and square-well
particles. Our model is inspired by the growing experimental
availability of patchy colloidal particles?331. The ability of these
particles to form well-defined directional bonds allows them to
self-assemble into open crystal structures®233 and (at low den-
sities) into strong network-forming glasses. More impor-
tantly, carefully designed anisotropic interactions intuitively favor
different local structures in the fluid, and have been shown to be
effective at suppressing crystallization. Therefore, as one of
the most versatile families of two-body anisotropic interactions,
patchy particles are an ideal tool for pinning down the role of
local structural motifs in the vitrification of dense glasses.

Our extensive computer simulations demonstrate that direc-
tional interactions can be designed to selectively promote the mo-
tifs responsible for dynamical arrest. We find that the glassy dy-
namics of patchy systems are remarkably similar for most patch
geometries, but exhibit a dramatic slowdown for a select number
of patch geometries which enhance icosahedral order, with 12-

Journal Name, [year], [vol.], 1-@ [1


https://doi.org/10.1039/C9SM01746A

Published on 27 November 2019. Downloaded by UNIVERSITE PARIS SUD on 12/3/2019 11:53:37 AM.

Soft Matter

patch particles as the most extreme example. Moreover, we con-
firm this strong link between icosahedral local order and slow dy-
namics in a family of polyhedral particles, which achieve similar
patchiness due to effective entropic interactions®?. In both sys-
tems, carefully chosen particle geometries are capable of match-
ing and reinforcing the locally favored icosahedral structure of
the fluid, providing an ideal route towards the design of systems
which facilitate kinetic arrest. As icosahedral geometries also
possess five-fold symmetry, which is known to suppress crystal-
lization/ 364042 particles which boost icosahedral symmetry are
likely to be excellent glass formers.

2 Methods

2.1 Model

To model the patchy interactions, we follow the Kern-Frenkel
model®3 and model the particles as hard spheres, decorated with
n short ranged attractive patches with an opening angle 6. Here,
we study systems with 3 to 20 patches, with the patches uniformly
distributed over the surface. Specifically, we focus on geometries
where the minimum distance between two patches on the sur-
face is maximized (sometimes referred to as spherical codes)@.
Although this selection is somewhat arbitrary, it ensures an even
coverage of the particle surface with patches, and avoids overlap-
ping patches which could strongly affect the bonding behavior.
Note that for 11 and 12 patches, this results in patches placed on
the vertices of an icosahedron, where for 11 patches there is one
vertex omitted. To have a wider picture of the effect of icosahe-
dral patch placement, we also simulate one alternative geometry
for particles with 10 patches, where we follow the geometry of
the 12-patch case, but omit two opposite vertices. We refer to this
geometry as 10;,,. We define the patch coverage fraction y as the
fraction of the surface of a particle which is covered by a patch.
As long as the patches do not overlap, y = n(1—cos8)/2, with n
the number of patches. For given choice of n and 6, we obtained
a certain surface coverage y. A representation of various angles
as well as most of the patch geometries studied in this article are
presented in Fig.

In order to suppress crystallization, we simulate a binary mix-
ture of Kern-Frenkel particles of two sizes, with the size ratio
given by o5/0;, = 0.833, where oy denotes the size of the large
(small) spheres. Two attractive patches form a bond with bonding
energy € when they overlap. The size of each patch is controlled
by an opening angle 6 and a fixed maximum interaction range
r. = 1.0310;;, where o;; is the contact distance between particles
i and j. This interaction range was chosen to be consistent with
the square-well interaction in Ref. We restrict our model to
only allow a single bond for any pair of particles, even if multiple
patches on the same particle overlap. With this restriction, the
model interpolates between the hard-sphere model at 6 =0 and
the square-well model when 6 is larger than a critical 8y where
the patches cover the entire sphere surface.

2.2 Patchy particle simulations

To simulate the patchy particles, we use event-driven molecular
dynamics (EDMD) simulations®#45 with periodic boundary con-
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Fig. 1 lllustration of the simulation model. The top row shows parti-
cles with 6 attractive patches with varying patch sizes determined by the
opening angle 6 that corresponds to a certain surface coverage x. The
intermediate rows shows the patch geometry for selected numbers of
patches. The patch placements correspond to the positions that maxi-
mize the minimum distance between two patches. Note that the 10;.,,
11, and 12-patch geometries correspond to icosahedra with two, one,
and zero vertices missing. The bottom row shows the six polyhedral par-
ticles shapes, where n, corresponds to the number of facets.

ditions. In each system, we fix the number of particles N = 700,
the composition x = 0.5, and the packing fraction n = 0.58. At this
packing fraction, the square-well limit of our system displays a
clear reentrance in the dynamics as a function of temperature2.
The systems were equilibrated at fixed temperature for at least

10*7, where 7= A /mGL /kgT is our time unit, 7 is the temperature,
m is the mass of a particle and kg is Boltzmann’s constant. We then
analyze the structure and dynamics of the system in simulations
at fixed energy. Note that we report all dynamical quantities for
the large particles only. For the small particles, the behavior is
qualitatively the same.

Polyhedral particle Simulations

For the polyhedral particles, we again employ EDMD simulations,
predicting collisions using the separating axis theorem™H7, we
simulate binary mixtures (composition x = 0.5) of polyhedral par-
ticles of identical shapes but a size ratio of 0.833. With the ex-
ception of the octahedron (8 facets), each shape with ny facets is
constructed in analogy to an n-patch particle, by drawing n planes
with normals pointing along the associated patch directions at
equal distance from the origin. For computational reasons, we
restrict ourselves to shapes which are point-symmetric with re-
spect to the origin. All simulated systems contained N = 700 par-
ticles, and were equilibrated for at least 10° simulation time units

©=/mo} /kgT, with the length scale o chosen such that the vol-

ume of a large particle equals 6} . Pressures were calculated from
collisions using the virial theorem.

2.3 Analysis

To explore dynamics, we measure the dimensionless diffu-
sion coefficient Dt/c?, which is related to the mean square
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Fig. 2 Translational diffusion coefficient calculated for a system of 6
patches (a) and 12 patches (b). Dashed lines correspond to the HS limit
and the right triangles to the SW limit.

Dt/c} =

limy e gz (52, (%) — r,(0)] ), where N is the number of par-

displacement by Einstein diffusion equation as:

ticles. We fit a linear function to the mean square displacement
and obtain the diffusion coefficient with the previous expression.

In order to quantify the relaxation of the systems, we measure
the time-dependent intermediate scattering function:

<p(7qat)p(q70)>
<p(_q70)p(q70)> '

where p(q,t) is the Fourier transform of the density. From F(q,?),
we extract the relaxation time tj3 by fitting it with a stretched
exponential: ocexp[—(B¢)?], where @, § and y are constants. The
relaxation time 7y 3 is the time where the correlation decays to
0.3.

F(q,t) = )]

3 Results

3.1 Reentrant behavior

We begin our analysis by investigating whether the reentrant be-
havior of the diffusion coefficient as a function of temperature
persists in the presence of directional interactions. To this end,
we measure the dimensionless diffusion coefficient Dt/c7, where
t and oy, are the units of time and length respectively. In Fig. [2h,
we show this diffusion coefficient for systems with n = 6 patches,
as a function of the reduced temperature kg7 /€, for a number

Soft Matter

View Article Online
DOI: 10.1039/C9SM01746A

of different values of the patch coverage fraction y. In the limit
of high yx, we recover the case of an isotropic square-well model
in the supercooled regime, and find reentrant diffusive behav-
ior2248 where the system crosses over from an attractive glass
to a repulsive one. In the present work, we will use the term at-
tractive glass to name the arrested state at low temperature. The
fact that this phase may be a continuation of the gel phase at low
density4? is not a fundamental distinction for our results.

Upon decreasing y, we observe an overall decrease in the dif-
fusion, as shown in Fig. , which retains its reentrant behavior
as observed in a recent mean-field solution for a simpler patch
geometry>?, However, the maximum in the diffusion rate shifts
to lower temperatures as )y decreases. This behavior can be un-
derstood from the observation that particles with lower coverage
fractions form fewer bonds, implying that lower temperatures are
required before bonding can similarly affect the dynamics. In the
case of 12-patch particles (Fig. ) we see a similar decrease in
diffusivity by decreasing patch size, but the shift in the maximum
is less pronounced. We observe similar trends for the other patch
geometries we explored.

3.2 Same coverage

In order to explore the effect of the patch geometry in more detail,
from now on we compare systems only at the same coverage frac-
tion y =40%. In Fig. [3p we plot the diffusion constant as a func-
tion of the patch geometry for different temperatures. Surpris-
ingly, we see that the diffusion coefficient is largely independent
of the patch geometry, except when the patch geometry matches
icosahedral order (i.e. 10;.,, 11 or 12 patches). In the latter case,
we instead see an extreme slowdown of the system at low tem-
perature. Note that for several patch geometries (13, 14, 18, and
20-patch), we observe crystallization at the lowest temperatures
investigated, as will be discussed later on. These points have been
omitted from Fig. [3p. In the inset of Fig. we show the be-
havior of the two geometries of the 10-patches. The icosahedral
placement (n = 10,.,) presents slower dynamics at low temper-
atures when compared to the 10-patch geometry obtained from
the spherical code (n = 10). In the following, we will show only
the results of the 10;., geometry, as the other 10-patch geometry
essentially follows the trend of all other non-icosahedral patch
placements.

To make a more complete analysis of the dynamics, we measure
in each system the intermediate scattering function F(g,t), which
characterizes the relaxation time in the system at different length
scales specified by the wave vector ¢. In Fig. [3p, we plot these
correlation functions for temperature kT /€ = 0.4, at the value of
g corresponding to the first peak in the structure factor (see SI).
We observe an approximate collapse of the correlation functions
for most geometries, while the 10.,, 11, and 12-patch systems
are clear outliers which relax much more slowly. We define the
relaxation time 7y 3 as the time at which the correlation function
decays to 0.3. We show in the inset of Fig. the behavior of
793 as a function of the number of patches, where the 10;.,, 11,
and 12-patch cases show larger relaxation times. To confirm that
the collapse of correlation functions is independent of ¢, we plot
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in Fig. the relaxation times as a function of g. Clearly, most
systems relax at approximately the same rate, regardless of the
length scale. However, the relaxation dynamics of the 10,4, 11,
and 12-patch particles are much slower, with the 12-patch system
being roughly two orders of magnitude slower. Note that the re-
laxation time is significantly more affected by icosahedral patch
placement than the diffusion time, which only varies by about one
order of magnitude at the same temperature (red line in Fig. .
This suggests a strong breakdown of the Stokes-Einstein relation.
This is a common feature in glassy supercooled liquids, and has
been linked to the emergence of local structureL,

The exceptionally slow dynamics of the 12-patch system corre-
late with a significantly larger degree of bonding in the system.
In Fig. [4h, we plot the number of bond N, per particle as a func-
tion of temperature for the different patch geometries, as well
as the square-well system. As expected, in the patchy systems,
bond formation is more restrictive than in the square-well system
and hence lower temperatures are required to form an equiva-
lent number of bonds. This is consistent with the overall shift
to lower kgT of the dynamical features seen in Fig. for low
coverage fractions. The shapes of the curves are similar and it is
indeed possible to obtain a master curve, presented in the inset
of Fig. [4h, once the temperature is rescaled by the temperature
T (N, = 2) at which 2 bonds per particle are attained. This sug-
gests that the number of bonds scales trivially with an activation
temperature for all geometries. Interestingly, the same collapse
does not occur for the diffusivity presented in Fig. [@p. The dif-
fusivity is slowest in the 12-patch system even when comparing
systems with the same number of bonds per particle.

3.3 Local Structure

To explore cage structure in more detail, we now focus on the lo-
cal ordering in the fluid. To this end, we analyze the prevalence of
different local structural motifs in our systems using the Topologi-
cal Cluster Classification (TCC) approach2. This method detects
local clusters of particles in a configuration, based on the connec-
tivity of the Voronoi construction. In particular, we look for TCC
motifs matching either icosahedral order (13A) or crystalline or-
der (face-centered cubic (FCC), hexagonal close-packing (HCP),
or the 9X cluster matching body-centered cubic (BCC)) (see SI).
We additionally check for the formation of crystal structures be-
longing to the Laves phases (MgZn,, MgCu,, and MgNi,), which
are known to be stable in binary hard-sphere mixtures near this
size ratio®, To this end, we identify local icosahedral environ-
ments matching these crystals. Specifically, there are two local
environments in the Laves phases with an icosahedral topology,
both with a small particle in the center. Hence, to identify the lo-
cal “Laves-like” clusters, we count all icosahedral clusters with a
small particle at the center, and an arrangement of large and small
particles in the surrounding shell which matches one of these two
environments.

In Fig. [5h, we show the fraction of particles that are part of at
least one cluster of each type, for a fixed temperature kg7 /e = 0.4
and for all patch geometries. As expected, for systems where crys-
tallization occurred (14-patch and 18-patch), we see large peaks
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Fig. 3 a) Diffusion coefficient as a function of number of patches, at dif-
ferent temperatures, for patchy particles with a fixed overall patch cover-
age fraction y = 40%. Missing points correspond to crystallized systems.
The inset shows the diffusion coefficient as function of temperature for
the n =10 and n = 10,, cases. b) Intermediate scattering function of
the same systems, for a wavevector ¢ corresponding to the first peak of
the structure factor, at fixed temperature kgT /e = 0.4. The inset shows
the relaxation time 7.3 as a function of the number of patches. ¢) Wave
vector dependence of the relaxation time 1 3, at the same temperature.
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Fig. 4 a) Number of bonds per particle as a function of temperature for different patch geometries, with y = 40%. SW indicates the square-well system.
Inset plot shows the number of bonds per particle with rescaled temperature T/T (N, = 2). For each patch geometry, the temperature is normalized
with the temperature at which the system forms an average of two bonds per particle. b) Diffusion coefficient as a function of rescaled temperature for

different patch geometries.

in the populations of “crystal-like” clusters (FCC, BCC, HCP). In
contrast, the other systems show little crystallinity, with the ex-
ception of the BCC motif, which is present in all fluids and does
not indicate crystallinity on its own2. Icosahedral order is only
observed in significant amounts for the 10,.,, 11, and 12-patch
systems (which all match icosahedral symmetry), with the 12-
patch system showing the largest fraction of icosahedral motifs.
The relaxation time, shown in the same figure, follows the same
trend as the number of particles involved in icosahedral clusters.
These systems also display a strong drop in BCC ordering. This
can be understood from the observation that the appearance of
a structural motif can inhibit the prevalence of other local struc-
turesP®, and hence assist in avoiding crystallization®>¢, Indeed,
in hard-sphere fluids, the five-fold order that is present in icosa-
hedral clusters strongly anticorrelates with BCC ordering®. Note
that the fraction of Laves phase clusters is negligible in all systems
(i.e. a few isolated motifs of this type per configuration).

In Fig. [5p, we plot the number of icosahedral motifs as a func-
tion of temperature for different patch geometries, as well as the
square-well system. In the limit of high temperatures (i.e. the
hard-sphere limit), we find that a significant fraction (~ 12%) of
the particles are part of an icosahedral motif. As the temperature
decreases, the number of icosahedral motifs initially decreases in
a similar fashion for all patch geometries. In this regime, the
patches essentially act, on average, as a weaker square well, and
aid in the cage-breaking that enforce the reentrant behaviour ob-
served in Figl2] However, at low temperatures, the 10;.,, 11, and
12-patch systems start to display a strong enhancement of local
icosahedral order, reaching values well beyond the hard-sphere
level while all other patch geometries continue to further sup-
press icosahedral motifs. Interestingly, at very low temperatures,
the square-well system also enhances icosahedral order and does
so quite suddenly, possibly hinting at a phase separation4.

It is important to note that perfect icosahedral cages are not
the only structures enhanced by 10,.,, 11, and 12-patch parti-
cles. Intuitively, we expect the patchy interactions to have a pos-

itive effect on the concentration of any local structure which is
commensurate with the chosen patch geometry. As such, there
are other local structures with imperfect icosahedral order, such
as defective icosahedra (see SI), whose concentration is strongly
correlated with the appearance of perfect icosahedral clusters. As
many of these structures incorporate the five-fold symmetry as-
sociated with the 12-patch geometry, these additional structures
are all likely to contribute to both slowing down the dynamics
suppressing crystallization @367

3.4 Crystallization

For specific patch numbers (n = 13,14,18,20), we find crystal-
lization at the lowest temperatures investigated (kpT /e < 0.4).
Specifically, we find two distinct crystal structures: a binary CsCl
crystal, and a FCC crystal consisting of large particles. The CsCl
structure, which consists of two interspersed simple cubic lattices,
only appears in the system with n = 20 patches. In this structure,
each particle has eight nearest neighbors of the opposite species,
arranged on the vertices of a cube. The emergence of this crys-
tal structure can be understood from the fact that the 20 patches
are arranged on the vertices of a dodecahedron. This arrange-
ment contains subsets of 8 patches that are arranged perfectly
on the vertices of a cube, and hence this patch arrangement is
highly compatible with the CsCl structure. We only observe the
formation of FCC crystals at low temperatures for a few patch
geometries (n = 13,14, 18), all corresponding to a relatively large
number of patches. This structure is stable in the hard-sphere
limit, and is evidently further promoted by the interactions corre-
sponding to these patch geometries. In contrast, for other patch
geometries, simulations starting from an initial configuration con-
taining a large FCC cluster consistently melt back into the fluid.
From this, we conclude that for most patch geometries, crystal-
lization into the FCC structure is disfavored in the investigated
regime.
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Fig. 5 Fraction of particles that are part of local structural motifs with spe-
cific symmetries, as obtained using Topological Cluster Classification2.
a) Different structural motifs at a fixed temperature kzT /e = 0.4. The top
panel in (a) shows the corresponding relaxation time 73 /7. Note that the
systems with 14 and 18 patches have partially crystallized into an FCC
structure. b) Particles in icosahedral clusters as a function of tempera-
ture for different patch numbers. The dashed horizontal line indicates the
value in the hard-sphere limit.

3.5 A purely repulsive analogue

Finally, we want to demonstrate that the correlation between the
local structure and the dynamics of the systems, discussed so far,
is not restricted to attraction-driven arrest. Up to this point, we
have focused on the dynamics in the low-temperature regime,
where we approach the attractive glass state. In the regime close
to the repulsive glass (i.e. at high temperatures), the patchy in-
teractions are too weak to significantly affect the structure of the
fluid. This raises the question whether the dynamics of repulsive
glasses can similarly be slowed down by enhancing local icosahe-
dral order.

To test this, we explore the family of polyhedral particles shown
in the top row of Fig. [6} We focus on six shapes, each with a differ-
ent number of faces which will function as “entropic patches”=3?.
As the system is compressed, these particles are expected to max-
imize their free volume (and hence entropy) by aligning face-to-
face, leading to an effective attractive interaction between the
facets. Due to the absence of any energetic interactions, the
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Fig. 6 a) lllustrations of the six polyhedral particles shapes. Note that for
ny =10,12,14,18, and 20, the facets are oriented in the same direction as
the patches on the corresponding patchy particles. For ny = 8, the shape
is a perfect octahedron. b) Fraction of polyhedral particles that are part
of an icosahedral cluster, as a function of the reduced pressure Z. We
consider six shapes with different numbers of facets as indicated, corre-
sponding to the images in Fig. |I| c) Diffusion coefficient D as a function
of the compressibility Z. Only data for systems that remain in the fluid
phase is shown. We observe crystallization upon further compression
for all shapes except the 12-facet and 18-facet ones.

approach to the glass transition in hard-particle systems is con-
trolled by the reduced pressure Z = P/pkgT (with P the pressure
and p the number density) rather than the temperature®®,

Hence, in Fig. @), we plot the number of particles found in
icosahedral environments as a function of Z for all six shapes.
Additionally, in Fig. [6, we show the associated diffusion coeffi-
cients. We find that, in perfect analogy to the patchy-particle sys-
tems, the 12-facet particles (dodecahedra) strongly promote local
icosahedral order, leading to much slower dynamics. Moreover,
the other particle shapes show less or no icosahedral ordering,
and require significantly stronger compression before dynamical
slowdown occurs. Hence, the direct link between icosahedral or-
dering and slow dynamics is maintained even in this inherently
different class of glassy fluids.

4 Conclusion

Icosahedral local order has been linked to both dynamical slow-
down®2"L and to the suppression of crystallization2040742 mak-
ing it an ideal tool for the design of glassy materials. Here, we
demonstrated that dynamical slowdown can be enhanced by de-
signing particle interactions which match and reinforce the long-
lived local icosahedral structure responsible for caging in the re-
pulsive glass©l®2 In contrast, for the 15 other patch geome-
tries we explored, which do not match local icosahedral order, the
patch placement has surprisingly little impact on the dynamics of
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the system. Hence, our results suggest that — for the spherical and
polyhedral particles studied here — icosahedral motifs are unique
in their ability to slow down dynamics. This extreme sensitivity of
dynamics to local icosahedral structures highlights the important
role these motifs play in the kinetic arrest of disordered systems.
Moreover, the inherent incompatibility of icosahedral order with
long-ranged crystalline order suggests that these systems are also
virtually guaranteed to avoid crystallization.

Our results demonstrate that we can control the dynamical
slowdown of supercooled liquids by designing particles that in-
herently promote or disrupt the formation of “slow” local environ-
ments. Here, we used binary mixtures of hard-core particles as a
starting point, and found that the local structures which are most
effective at slowing down the system are icosahedral in nature.
However, it is easy to imagine systems where icosahedral order
is inherently disfavored by the interactions of the particle cores.
Strongly anistropic (e.g. rod-like) particles, or particles with soft-
core interactions often inherently favor a number of neighbors
that is different from 12. In these situations, a different local con-
figuration may take over the role of the “slow” structural motif,
and enhancing local icosahedral order will likely have little effect
on the local dynamics®263, However, for the broad class of par-
ticles which are roughly spherical, our results demonstrate that
engineering the local structure of fluids provides an extremely
promising route towards controlling their dynamics.
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