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Abstract- In order to enable interoperability of Renewable Energy Sources (RES) with smart grids, power converters together with high speed and high accuracy controllers are needed. The use of power converters and of their associated enhanced control techniques both ensures the interface of intermittent energy sources with the grid and supports the grid with ancillary services, while also improving the power quality and stability during different grid disturbances. Therefore, to address all these important issues, the controllers applied to power converters are more and more complex, and rely on precise models. This paper focuses on formalizing a universal method to generate accurate state-space models for any controlled power converter, down to the level of its power switches. This model representation is particularly useful for direct power controllers, as they bypass the conventional modulation techniques to increase reliability and efficiency of power converters. The accuracy of the proposed method is demonstrated on a 4 Leg 3 Level Flying Capacitor (4L-3L FC) topology associated with a LCL filter through several simulation results.

Index Terms-Switched state-space model, power converters, multi-level power converters, model predictive control, stability.
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## 1. Introduction

The evolution of the electrical grid relies heavily on power conversion to maintain power quality, stability, and to provide various ancillary services, for an overall reliability. Upon the last decade, RES have been massively integrated into the electrical grid, using power converters [1], [2].

The maturation of the distribution and conversion technologies brings new more rigorous operational criteria to the table. These requirements include efficiency and reliability of the power converters, which are used not only to interface several RES and storage systems with the grid to make them interoperable, but also to realize precise functionalities and to optimize global operation [3], [4]. Despite the advantages offered by the RES, considered efficient power sources providing sustainable and clean energy, the connection of large RES power plants to the grid with high penetration could be subject to several operational problems [5]. In this context, power converters -through advanced control strategies- could play an important role in order to improve power quality and grid stability [6], [7].

Power converters are hybrid systems: they act discreetly on continuous values through their power semiconductor switching devices. This hybrid nature leads to control difficulties, usually bypassed thanks to the modulation strategies [8], [9]. In fact, an important number of the previously evoked control objectives is related to the exact command of the switching devices [3]. However, relying on modulation on these circumstances can lead to major modifications of the control structure.

In order to further improve efficiency and reliability of power converters without recurring deep modifications of the control architectures, it is important to provide additional intelligence to their control, down to the level of power switches. Recently, a variety of advanced controls has been developed to improve the operation of power converters, such as sliding-mode control [10]-[13] or MPC [14]-[17]. Both methods offer the capacity to

[^1]overcome the hybrid nature obstacle directly with the controller, therefore enabling a deeper control of the system. Nevertheless, they strongly depend on the definition of models and equations of the systems to perform optimally.

As previously suggested, power converters cannot be modeled via conventional linear methods. A common approach relies on defining models for a very specific application or topology, be it flying capacitor [18], neutral-point clamped [19], [20] or any other, without considering the various particularities that come with these unordinary models.

This paper formalizes a modeling method, occasionally applied to power converters, that bears great potential for control design. This method relies on SSSR, a non-linear modeling strategy commonly applied to other hybrid systems, mechanical or chemical for example, and can intuitively be associated with operational research algorithms to perform optimization, henceforth MPC.

A canonical definition is proposed for any controlled power converter, and the stability is investigated for this particular description. A simple and effective method to determine the stability of such systems is presented. The model developed is adapted to all power converters and designed to be coupled with an optimization algorithm to form an MPC control scheme. This combination leads to a controller able to bypass the conventional modulation strategies, therefore increasing reliability and efficiency, for any power converter. To demonstrate the validity of the method, the SSSR of a 4L-3L FC associated with a LCL grid filter is determined and compared to a more precise simulation tool.

The paper is organized as follows: Section 2 presents the formalism and defines the modeling method, with results on stability and a discussion on limitations and advantages. Section 3 focuses on the consequences of the adaptation of this method to power converters, while Section 4 illustrates the method and its properties on the specific case of 4L-3L FC. Finally, Section 5 summarizes the main points of this paper.
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## 2. Switched State-Space Representation

### 2.1. General presentation

SSSR is a modeling method used when considering hybrid systems combining a discrete definition with continuous quantities. Typical examples include chemical processes, vehicles, parameter-varying systems, etc. The overall system is described by a set of continuous subsystems, associated to the various events, $\sigma$, affecting the system. This means that instead of the ordinary dynamics, as presented in (1), the SSSR model is portrayed by (2).

$$
\begin{gather*}
\dot{\boldsymbol{x}}(t)=\boldsymbol{A} \boldsymbol{x}(t)+\boldsymbol{B} \boldsymbol{u}(t)+\boldsymbol{E} \boldsymbol{d}(t)  \tag{1}\\
\dot{\boldsymbol{x}}(t)=\boldsymbol{A}_{\sigma(t)} \boldsymbol{x}(t)+\boldsymbol{E}_{\sigma(t)} \boldsymbol{d}(t) \tag{2}
\end{gather*}
$$

Therefore, the global "power converter" system can be described as a combination of the "power converter in position $\sigma$ " subsystems. In the case of power converters, the position is dictated by control $\boldsymbol{u}$, which leads to

$$
\begin{equation*}
\dot{\boldsymbol{x}}(t)=\boldsymbol{A}(\boldsymbol{u}(t)) \boldsymbol{x}(t)+\boldsymbol{E}(\boldsymbol{u}(t)) \boldsymbol{d}(t) \tag{3}
\end{equation*}
$$

This equation highlights the subsystem definition: for each possible control $\boldsymbol{u}$, the $\boldsymbol{A}(\boldsymbol{u})$ and $\boldsymbol{E}(\boldsymbol{u})$ matrices are constant and lead to a usual linear state-space representation as in (1). This allows prediction and modeling as usual, and can be associated to an optimal graph navigation algorithm with the aim of developing a general MPC scheme adapted to any power converter topology.

The same reasoning can be applied to other formalisms such as port-controlled Hamiltonian, as in [21].

### 2.2. Stability

The stability of each subsystem can be determined by studying the eigenvalues of its
corresponding submatrix: if and only if all the eigenvalues of the $\boldsymbol{A}$ matrix own strictly negative real parts, then the system described by said matrix is asymptotically stable. In contrast, if one or more eigenvalues exhibit strictly positive real parts, the system turns out to be unstable. Finally, if one or more eigenvalues are placed on the imaginary axis and the rest show strictly negative real parts, stability cannot be determined.

However, establishing the stability of each subsystem is not sufficient to demonstrate the stability of the overall system [22]. In fact, even if all submatrices correspond to asymptotically stable subsystems, it may exist a sequence that renders the global system unstable. Similarly, even if a system is comprised only of unstable submatrices, there might be a series of commutation stabilizing it [23], [24].

Therefore, two definitions of stability for SSSRs are found. The first one deals with the existence of a stabilizing sequence, whereas the second focuses on stability for any commutation sequence. The latter definition requires all subsystems to be asymptotically stable, but this condition alone is not sufficient. Moreover, given that the case of filterconnected power converters leads to just a few stable subsystems, this aspect is not to be covered here. However, it is interesting to demonstrate the existence of a sequence stabilizing the system, as if such a sequence does not exist, it is useless to consider applying control.

According to Lyapunov's theorem, finding a convex linear combination of the subsystems is sufficient to prove the existence of a commutation sequence that stabilizes the overall system [25], [26]. This amounts to finding

$$
\begin{equation*}
\alpha_{i}>0 ; \quad \sum_{i=1}^{N} \alpha_{i}=1, \tag{4}
\end{equation*}
$$

with $N$ being the total number of subsystems, such that the equivalent system represented by matrix

$$
\begin{equation*}
\boldsymbol{A}_{e q}=\sum_{i=1}^{N} \alpha_{i} \boldsymbol{A}_{i} \tag{5}
\end{equation*}
$$

is stable. Accordingly, proving that such an equivalent system is stable is sufficient to demonstrate the existence of a switching sequence stabilizing the system. However, this method does not provide the said commutation sequence.

### 2.3. Control-oriented model

The model proposed in (3) is designed to be coupled with advanced MPC algorithms to directly control the switches of power converters. Consequently, it focuses on the effects of these switches in the model. A few simplifications are performed to reduce the complexity of the prediction. The most significant one is the way the power switches are considered ideal. Judging from the time period considered and the significant computation savings, the differences caused by this hypothesis are negligible.

Additionally, the model proposed is the transition of submodels from one to another. Each transition presents a risk. If, for any reason, the state given by a submodel right before a transition is not identical to the one of the real system, the resulting bias becomes an initialization error for the following submodel. This error can come from wrong parameters, discretization, inadequate modeling... and will end up propagating randomly with time and transitions, unpredictably accumulating or vanishing. For this reason, it is not recommended to use this modeling method in open loop for long periods of time, as bias may be introduced and propagated. Even absolutely perfect submodels become heavily biased after a few thousand transitions. For longer times, an averaged model may be preferred.

Nevertheless, when considering direct control of the switches of power converters, thousands of transitions in open loop is a mirage and closed-loop is favored, then the proposed model is adequate. Indeed, this model is used for all the predictive aspects of the MPC algorithm, whose prediction horizon is limited to less than ten sample times. For such a
period of time, the limitations of the proposed model are not perceived. Furthermore, MPC is recognized for being particularly robust [27], which emphases the purpose of this model to be associated with MPC for closed-loop direct control of the switches of power converters.

## 3. Modeling methodology for power converters

### 3.1. Form of the SSSR

From Fig. 1, it can be concluded that the most general presentation of power converters shows five aspects. First, the two outer buses, whose behavior is considered external to the converter itself: their dynamics are not studied and their respective actions on the converter are regarded as uncontrolled inputs. Then, the corresponding filters or links, containing a number of capacitors and inductors, to which state variables are associated. The bridge between the two groups of state variables is made through the commutation cells, which may add state variables for some topologies. The control is performed by the open/close orders transmitted to each IGBT of the commutation cells.


Fig. 1. General context of power conversion. Two buses, A and B, are connected through a filter + commutation cell system.

Therefore, the state vector is divided in three parts: the $\boldsymbol{x}_{\boldsymbol{A}}$ states corresponding to the A side filter, the $\boldsymbol{x}_{\text {con }}$ ones related to the internal components of the converter, and the $\boldsymbol{x}_{B}$ states coming from the other side's filter. Similarly, the uncontrolled input vector is formed by the $\boldsymbol{d}_{A}$ inputs generated by the A side and the $\boldsymbol{d}_{B}$ ones spawned by the B side. The control vector $\boldsymbol{u}$ is an image of the switches' positions. The input, control and state vectors are presented in (6).

$$
\boldsymbol{d}=\left[\begin{array}{c}
d_{A}  \tag{6}\\
d_{B}
\end{array}\right] ; \quad \boldsymbol{u}=\boldsymbol{f}(\text { switch }) ; \quad \boldsymbol{x}=\left[\begin{array}{c}
\boldsymbol{x}_{A} \\
\boldsymbol{x}_{\text {con }} \\
\boldsymbol{x}_{B}
\end{array}\right]
$$

By design, it is possible for some of these sub-vectors to be empty, depending on both the topology and the context.

The $f$ function is chosen to accurately depict the impact of the switching states on the connection between the A and B hands. For energy management applications, which need to precisely perceive the quantity of energy passing through every gate, $\boldsymbol{f}$ can be specified as bijective. Nevertheless, though surjective, this function is not necessarily injective, as distinct switching positions can lead to the same link.

With this definition of the state variables, the $\boldsymbol{A}$ matrix can be divided in blocks as shown in (7).

$$
\boldsymbol{A}(\boldsymbol{u})=\left[\begin{array}{ccc}
\boldsymbol{A}_{A A} & \boldsymbol{A}_{A c o n}(\boldsymbol{u}) & \boldsymbol{A}_{A B}(\boldsymbol{u})  \tag{7}\\
\boldsymbol{A}_{\text {conA }}(\boldsymbol{u}) & \boldsymbol{A}_{\text {concon }} & \boldsymbol{A}_{\text {con }}(\boldsymbol{u}) \\
\boldsymbol{A}_{B A}(\boldsymbol{u}) & \boldsymbol{A}_{B c o n}(\boldsymbol{u}) & \boldsymbol{A}_{B B}
\end{array}\right]
$$

Notably, the diagonal blocks do not depend on the commutation orders, while all the remaining submatrices are defined as functions of the switching control. The $\boldsymbol{A}_{A A}$ and $\boldsymbol{A}_{B B}$ blocks represent the dynamics of the filters, while all the other blocks contain the converter's proper behavior. It is interesting to note that, by approaching the problem this way, the $\boldsymbol{E}$ input matrix in (8) does not depend on the commutation.

$$
\begin{equation*}
\dot{x}=A(u) x+E d \tag{8}
\end{equation*}
$$

### 3.2. Modeling

Fixing the position of the switches contained within a power converter commutation cell leads to an electrical circuit that can be linearly modeled by making use of both the elementary equations of its components and Kirchhoff's laws. Therefore, given a position $k$, a
specific $\boldsymbol{A}_{\boldsymbol{k}}$ matrix is defined, hence leading to subsystem

$$
\begin{equation*}
\dot{\boldsymbol{x}}=\boldsymbol{A}_{k} \boldsymbol{x}+\boldsymbol{E d} \tag{9}
\end{equation*}
$$

Then, all sets are assembled according to the theorem of superposition. This method calls for combinatory logic. Indeed, considering that all possible controls for each commutation cell are mutually exclusive, the command can be expressed through logic binary variables obeying elementary laws of logic. In particular, assuming that $U_{\text {cell }}$ is the set of the $N_{\text {poss }}$ possible switching states for a commutation cell, it turns out that

$$
\begin{equation*}
\boldsymbol{u}_{k} \in U_{\text {cell }} ; \quad \sum_{k=1}^{N_{\text {poss }}} \boldsymbol{u}_{k}=1 \tag{10}
\end{equation*}
$$

From there on, all the subsystems represented by (9) can be added up as follows:

$$
\begin{equation*}
\sum_{k=1}^{N_{\text {poss }}} \boldsymbol{u}_{k} \dot{\boldsymbol{x}}=\sum_{k=1}^{N_{\text {poss }}} \boldsymbol{u}_{k}\left(\boldsymbol{A}_{k} \boldsymbol{x}+\boldsymbol{E} \boldsymbol{d}\right) \tag{11}
\end{equation*}
$$

which, by virtue of (10), turns into

$$
\begin{equation*}
\dot{\boldsymbol{x}}=\left(\sum_{k=1}^{N_{p o s s}} \boldsymbol{u}_{k} \boldsymbol{A}_{k}\right) \boldsymbol{x}+\boldsymbol{E} \boldsymbol{d} . \tag{12}
\end{equation*}
$$

Given that equations (10)-(12) are representative of a single cell, Kirchhoff's current law is thus applied so as to link all the converter commutation cells to one another. Indeed, once equations are established for one cell, bounding them together is trivial. The resulting system is of the form

$$
\begin{equation*}
\dot{\boldsymbol{x}}(t)=\boldsymbol{A}(\boldsymbol{u}(t)) \boldsymbol{x}(t)+\boldsymbol{E} \boldsymbol{d}(t) \tag{13}
\end{equation*}
$$

Consequently, the $\boldsymbol{A}(\boldsymbol{u})$ matrix, formed from the different $\boldsymbol{A}_{\boldsymbol{k}}$, depicts the dynamics of power converters using a SSSR. This method relies only on the laws of electricity and is suitable for any power converter application. It is interesting to note that two-level power
converters can be expressed as in (1), but that it is impossible to do so for multi-level power converters, therefore rendering the discussed method imperative for them.

### 3.3. Equivalent discrete-time model definition

All the previous definitions are expressed in continuous time. However, since the control is exerted discretely, a controller designed to deal with power converters without modulation has to be discrete itself. Therefore, such a controller requires a discrete model to operate. Application of the ZOH discretization method results in an equivalent discrete-time model of the form

$$
\begin{equation*}
\boldsymbol{x}(n+1)=\boldsymbol{A}_{d}(\boldsymbol{u}(n)) \boldsymbol{x}(n)+\boldsymbol{E}_{d}(\boldsymbol{u}(n)) \boldsymbol{d}(n), \tag{14}
\end{equation*}
$$

where $n$ refers to the $n^{\text {th }}$ sampling instant and

$$
\begin{equation*}
\boldsymbol{A}_{d}(\boldsymbol{u}(n))=e^{A(\boldsymbol{u}(n)) T} ; \quad \boldsymbol{E}_{d}(\boldsymbol{u}(n))=\int_{0}^{T} e^{\boldsymbol{A}(\boldsymbol{u}(n)) t} \boldsymbol{E} d t \tag{15}
\end{equation*}
$$

with $T$ being the sample time.
The ZOH discretization method is preferred, as it leads to an equivalent discrete-time model representing the original continuous-time system exactly as perceived by a discrete controller. Yet, (15) reveals that matrix $\boldsymbol{E}_{d}$ can no longer be considered control independent. As a matter of fact, both $\boldsymbol{A}_{\boldsymbol{d}}$ and $\boldsymbol{E}_{d}$ are functions of control $\boldsymbol{u}$, thus implying that the number of matrices to be computed in the discrete case is roughly twice that of the continuous one. However, this additional computational burden is necessary when discrete-time control is to be implemented.

It should also be noted that stability conditions must be adapted to the discrete case. In particular, if stability is to be guaranteed, all the eigenvalues of matrix $\boldsymbol{A}_{d}$ should lie strictly inside the unit circle of the $z$ complex plane.

## 4. Case study: Flying Capacitor

### 4.1. Presentation of the topology and context

Together with neutral-point clamped and cascaded H-bridge, flying capacitor is one of the three main multi-level power converter topologies. Its commutation cell is characterized by the presence of internal capacitors. This component provides an additional virtual inertia to the power converter, much appreciated in case of source disturbances and of discontinuities. This welcomed feature is promising for weak grid applications but is counterbalanced by the additional price and control complexity it implies. In fact, the capacitors offer further flexibility to the power converter, as their voltage levels strongly impact both power management and smoothing issues. This is particularly esteemed for grid applications: the capacitors may absorb extra energy in case of a surplus of production and redistribute it in the opposite case.

Figure 2 sketches the system on which the case study is focused. It consists in a 4L-3L FC converter connected to the grid through a LCL filter and to the DC bus through a double capacitor DC-link. Moreover, the following method can be applied to any power conversion


Fig. 2. Overview of the context of the study in which the modeled system is framed.
system, with no restriction, being all modeled with this method in the same way.
The four distinct ways in which the FC topology allows connecting each AC phase to the DC side can be identified from Fig. 3. For that purpose, discrete variable $S_{j}$ is defined for phase $j$, such that it describes how connection between the said phase and the DC side is


Fig. 3. Commutation cell and DC-link of the Flying Capacitor with $i_{F}$ and $U_{F}$, respectively, the output current and voltage of the AC filter.
carried out. Specifically, $S_{j}$ takes the $N_{\text {poss }}=4$ possible values given next:

- $S_{P}$ : the phase is bound to the P node of the DC-link
- $S_{N}$ : the phase is bound to the N node of the DC-link
- $S_{C P}$ : the phase is bound to P through the capacitor
- $S_{C N}$ : the phase is bound to N through the capacitor

Accordingly, in this specific case, the set of possible switching states for any commutation cell $U_{\text {cell }}$, is given by

$$
\begin{equation*}
U_{\text {cell }}=\left\{S_{P}, S_{N}, S_{C P}, S_{C N}\right\} . \tag{16}
\end{equation*}
$$

The correspondence between the open/closed state of the IGBTs constituting the commutation cell and the previous values is summed up in Table I, where 1 represents the closed state and 0 the open state.

## TABLE I

Relation between the IGBTs' state and the connection variable

| $S_{j}$ | $S_{1}$ | $S_{2}$ | $S_{3}$ | $S_{4}$ | Connection |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $S_{P}$ | 1 | 1 | 0 | 0 | P |
| $S_{N}$ | 0 | 0 | 1 | 1 | N |
| $S_{C P}$ | 1 | 0 | 1 | 0 | P, via C |
| $S_{C N}$ | 0 | 1 | 0 | 1 | N, via C |

In the equations provided hereafter, the first switching state of the IGBTs displayed in Table I will be represented by considering that $S_{P}=1$ and $S_{N}=S_{C P}=S_{C N}=0$, while the second one will be denoted by $S_{N}=1$ and $S_{P}=S_{C P}=S_{C N}=0$, and so on. As noticed for the generic case in (10), this implies that (17) is valid at any time, hence explicitly stating that the $N_{\text {poss }}=4$ possible controls for the commutation cell are mutually exclusive.

$$
\begin{equation*}
S_{P}+S_{N}+S_{C P}+S_{C N}=1 \tag{17}
\end{equation*}
$$

### 4.2. SSSR of the 4L-3L FC

Considering the case of a single leg, the following equations are derived by applying Kirchhoff's laws on the adequate meshes and nodes of the circuit in Fig. 3:

$$
\begin{gather*}
U_{F}=\left(S_{C N}-S_{C P}\right) U_{C}+\left(S_{P}+S_{C P}\right) U_{C 1}-\left(S_{N}+S_{C N}\right) U_{C 2}  \tag{18}\\
i_{C}=\left(S_{C N}-S_{C P}\right) i_{F}  \tag{19}\\
i_{C 1}=i_{P}-i_{D C} ; \quad i_{P}=\left(S_{P}+S_{C P}\right) i_{F}  \tag{20}\\
i_{C 2}=-i_{N}-i_{D C} ; \quad i_{N}=\left(S_{N}+S_{C N}\right) i_{F}, \tag{21}
\end{gather*}
$$

where all four possible switching states are handled together, as suggested for the general case in (10)-(12). Furthermore, by virtue of (20), (21) and (17), it is found that

$$
\begin{equation*}
i_{G}=i_{C 1}-i_{C 2}=\left(S_{P}+S_{N}+S_{C P}+S_{C N}\right) i_{F}=i_{F} . \tag{22}
\end{equation*}
$$

As pointed out in Section 3.2, extending this analysis to a 3L FC converter of any number of legs, $N_{\text {legs }}$, is trivial. In this particular case, in which $N_{\text {legs }}=4 — \operatorname{legs} R, S, T$ and $U$ - the (18)-(22) set turns, equation by equation, into the (23)-(27) set given next:

$$
\begin{gather*}
U_{F j}=\left(S_{j C N}-S_{j C P}\right) U_{C j}+\left(S_{j P}+S_{j C P}\right) U_{C 1}-\left(S_{j N}+S_{j C N}\right) U_{C 2} ; j=R, S, T, U  \tag{23}\\
i_{C j}=\left(S_{j C N}-S_{j C P}\right) i_{F j} ; \quad j=R, S, T, U  \tag{24}\\
i_{C 1}=i_{P}-i_{D C} ; \quad i_{P}=\sum_{j=R, S, T, U}\left(S_{j P}+S_{j C P}\right) i_{F j}  \tag{25}\\
i_{C 2}=-i_{N}-i_{D C} ; \quad i_{N}=\sum_{j=R, S, T, U}\left(S_{j N}+S_{j C N}\right) i_{F j}  \tag{26}\\
i_{G}=\sum_{j=R, S, T, U} i_{F j} . \tag{27}
\end{gather*}
$$

Even though expressions (23)-(27) fully describe the 4L-3L FC operation, they must be associated to the dynamic models of both the AC filter and the accumulative components to define a state-space representation of the whole system displayed in Fig. 2. Specifically, the equations linking the AC grid voltage and current to the output of the LCL filter in Fig. 2 turn out to be

$$
\begin{gather*}
V_{G j}=U_{C F j}+R_{G j} i_{G j}+L_{G j} \frac{d i_{G j}}{d t} ; \quad j=R, S, T, U  \tag{28}\\
U_{F j}=U_{C F j}-R_{F j} i_{F j}-L_{F j} \frac{d i_{F j}}{d t} ; \quad j=R, S, T, U  \tag{29}\\
C_{F j} \frac{d U_{C F j}}{d t}=i_{G j}-i_{F j} ; \quad j=R, S, T, U . \tag{30}
\end{gather*}
$$

As far as the capacitors of the converter and the DC-link are concerned, their corresponding dynamics are modeled as

$$
\begin{equation*}
C_{j} \frac{d U_{C j}}{d t}=i_{C j} ; \quad j=R, S, T, U \tag{31}
\end{equation*}
$$

$$
\begin{align*}
& C_{1} \frac{d U_{c 1}}{d t}=i_{c 1}  \tag{32}\\
& C_{2} \frac{d U_{c 2}}{d t}=i_{c 2} . \tag{33}
\end{align*}
$$

Solving for $d i_{G j} / d t$ in (28) gives rise to the following first set of four state equations:

$$
\begin{equation*}
\frac{d i_{G j}}{d t}=-\frac{R_{G j}}{L_{G j}} i_{G j}-\frac{1}{L_{G j}} U_{C F j}+\frac{1}{L_{G j}} V_{G j} ; \quad j=R, S, T, U . \tag{34}
\end{equation*}
$$

Moreover, equating (23) to (29), and subsequently solving for $d i_{F j} / d t$, produces

$$
\begin{align*}
\frac{d i_{F j}}{d t}=-\frac{R_{F j}}{L_{F j}} i_{F j}+ & \frac{1}{L_{F j}} U_{C F j}-\frac{1}{L_{F j}}\left(S_{C N j}-S_{C P j}\right) U_{C j}-\frac{1}{L_{F j}}\left(S_{P j}+S_{C P j}\right) U_{C 1}  \tag{35}\\
& +\frac{1}{L_{F j}}\left(S_{N j}+S_{C N j}\right) U_{C 2} ; \quad j=R, S, T, U
\end{align*} .
$$

The last set of four state equations arising from the LCL filter is derived from (30) as follows:

$$
\begin{equation*}
\frac{d U_{C F j}}{d t}=\frac{1}{C_{F j}} i_{G j}-\frac{1}{C_{F j}} i_{F j} ; \quad j=R, S, T, U \tag{36}
\end{equation*}
$$

On the other hand, replacing (24) into (31) leads to

$$
\begin{equation*}
\frac{d U_{C j}}{d t}=\frac{1}{c_{j}}\left(S_{j C N}-S_{j C P}\right) i_{F j} ; \quad j=R, S, T, U . \tag{37}
\end{equation*}
$$

Finally, the last two state equations provided next are derived by substituting (25) and (26) into, respectively, (32) and (33):

$$
\begin{gather*}
\frac{d U_{c 1}}{d t}=\frac{1}{C_{1}} \sum_{j=R, S, T, U}\left(S_{j P}+S_{j C P}\right) i_{F j}-\frac{1}{C_{1}} i_{D C}  \tag{38}\\
\frac{d U_{c 2}}{d t}=-\frac{1}{C_{2}} \sum_{j=R, S, T, U}\left(S_{j N}+S_{j C N}\right) i_{F j}-\frac{1}{C_{2}} i_{D C} . \tag{39}
\end{gather*}
$$

It should be noticed that (27) is merely informative and does not contribute to any additional state equation. In any case, if required, it might be incorporated to the state-space model as an output equation.

Aiming at rearranging the (34)-(39) state equation set according to the matrix form in (13), the $\boldsymbol{d}_{A}$ and $\boldsymbol{d}_{B}$ disturbance subvectors defined in (6) are found to be

$$
\boldsymbol{d}_{A}=\left[\begin{array}{llll}
V_{G R} & V_{G S} & V_{G T} & V_{G U} \tag{40}
\end{array}\right]^{T} ; \quad \boldsymbol{d}_{B}=\left[i_{D C}\right],
$$

while the $\boldsymbol{x}_{A}, \boldsymbol{x}_{\text {con }}$ and $\boldsymbol{x}_{B}$ state subvectors are as follows:

$$
\begin{gather*}
\boldsymbol{x}_{A}=\left[\begin{array}{lllll}
i_{G R} & i_{G S} & i_{G T} & i_{G U} & i_{F R} \\
i_{F S} & i_{F T} & i_{F U} & U_{C F R} & U_{C F S} \\
U_{C F T} & U_{C F U}
\end{array}\right]^{T}  \tag{41}\\
\boldsymbol{x}_{C o n}=\left[\begin{array}{llll}
U_{C R} & U_{C S} & U_{C T} & U_{C U}
\end{array}\right]^{T} ; \quad \boldsymbol{x}_{B}=\left[\begin{array}{ll}
U_{C 1} & U_{C 2}
\end{array}\right]^{T} . \tag{42}
\end{gather*}
$$

Considering the disturbance and state vectors arising, respectively, from (40) and (41)-(42), both the $\boldsymbol{A}(\boldsymbol{u})$ and $\boldsymbol{E}$ matrices in (13) can be straightforwardly derived from (34)-(39). For that purpose, let us define

$$
\left.\begin{array}{c}
\tau_{G j}=\frac{R_{G j}}{L_{G j}}  \tag{43}\\
\tau_{F j}=\frac{R_{F j}}{L_{F j}} \\
\Delta_{j}(\boldsymbol{u})=S_{j C N}-S_{j C P} \\
\Sigma_{j}(\boldsymbol{u})=S_{j P}+S_{j C P} \\
\Gamma_{j}(\boldsymbol{u})=S_{j N}+S_{j C N}
\end{array}\right\} ; j=R, S, T, U .
$$

Furthermore, for any phase-repeated parameter or variable, $\lambda_{j} ; j=R, S, T, U$, let us also define

$$
\boldsymbol{\lambda}=\left[\begin{array}{l}
\lambda_{R}  \tag{44}\\
\lambda_{S} \\
\lambda_{T} \\
\lambda_{U}
\end{array}\right] ; \quad \operatorname{diag}(\boldsymbol{\lambda})=\left[\begin{array}{cccc}
\lambda_{R} & 0 & 0 & 0 \\
0 & \lambda_{S} & 0 & 0 \\
0 & 0 & \lambda_{T} & 0 \\
0 & 0 & 0 & \lambda_{U}
\end{array}\right] .
$$

Then, considering (43) and (44), the nine submatrices in which $\boldsymbol{A}(\boldsymbol{u})$ is divided in (7) turn out to be

$$
\begin{gather*}
\boldsymbol{A}_{A A}=\left[\begin{array}{ccc}
\operatorname{diag}\left(-\boldsymbol{\tau}_{G}\right) & \mathbb{O}_{4 \times 4} & \operatorname{diag}\left(-\frac{1}{\boldsymbol{L}_{G}}\right) \\
\mathbb{O}_{4 \times 4} & \operatorname{diag}\left(-\boldsymbol{\tau}_{F}\right) & \operatorname{diag}\left(\frac{1}{\boldsymbol{L}_{F}}\right) \\
\operatorname{diag}\left(\frac{1}{\boldsymbol{C}_{F}}\right) & \operatorname{diag}\left(-\frac{1}{\boldsymbol{C}_{F}}\right) & \mathbb{O}_{4 \times 4}
\end{array}\right]  \tag{45}\\
\boldsymbol{A}_{\text {concon }}=\mathbb{O}_{4 \times 4} ; \quad \boldsymbol{A}_{B B}=\mathbb{O}_{2 \times 2}  \tag{46}\\
\boldsymbol{A}_{A c o n}(\boldsymbol{u})=\left[\begin{array}{cc}
\mathbb{O}_{4 \times 4} \\
\operatorname{diag}\left(-\frac{\boldsymbol{\Delta}(\boldsymbol{u})}{\boldsymbol{L}_{F}}\right) \\
\mathbb{O}_{4 \times 4}
\end{array}\right] ; \quad \boldsymbol{A}_{\text {conA }}(\boldsymbol{u})=\left[\begin{array}{c}
\mathbb{O}_{4 \times 4} \\
\operatorname{diag}\left(\frac{\boldsymbol{\Delta}(\boldsymbol{u})}{\boldsymbol{C}}\right) \\
\mathbb{O}_{4 \times 4}
\end{array}\right]^{T}  \tag{47}\\
\boldsymbol{A}_{A B}(\boldsymbol{u})=\left[\begin{array}{cc}
\mathbb{O}_{4 \times 1} & \mathbb{O}_{4 \times 1} \\
-\frac{\boldsymbol{\Sigma ( \boldsymbol { u } )}}{\boldsymbol{L}_{F}} & \frac{\Gamma(\boldsymbol{u})}{\boldsymbol{L}_{F}} \\
\mathbb{O}_{4 \times 1} & \mathbb{O}_{4 \times 1}
\end{array}\right] ; \boldsymbol{A}_{B A}(\boldsymbol{u})=\left[\begin{array}{cc}
\mathbb{O}_{4 \times 1} & \mathbb{O}_{4 \times 1} \\
\frac{1}{C_{1}} \boldsymbol{\Sigma}(\boldsymbol{u}) & -\frac{1}{C_{2}} \boldsymbol{\Gamma}(\boldsymbol{u}) \\
\mathbb{O}_{4 \times 1} & \mathbb{O}_{4 \times 1}
\end{array}\right]^{T}  \tag{48}\\
\boldsymbol{A}_{\text {conB }}=\mathbb{O}_{4 \times 2} ; \quad \boldsymbol{A}_{B c o n}=\mathbb{O}_{2 \times 4} . \tag{49}
\end{gather*}
$$

Likewise, the $\boldsymbol{E}$ matrix given next is derived:

$$
\boldsymbol{E}=\left[\begin{array}{cc}
\operatorname{diag}\left(\frac{1}{L_{G}}\right) & \mathbb{O}_{4 \times 1}  \tag{50}\\
\mathbb{O}_{12 \times 4} & \mathbb{O}_{12 \times 1} \\
\mathbb{O}_{1 \times 4} & -\frac{1}{C_{1}} \\
\mathbb{O}_{1 \times 4} & -\frac{1}{c_{2}}
\end{array}\right] .
$$

### 4.3. Simulation results

In order to validate the model presented above, it faces a Simscape Power System ${ }^{\mathrm{TM}}$ simulation model also reproducing the case study represented through Figs. 2 and 3, only with realistic power switches, modeled with a non null internal resistance and a non-infinite snubber capacitance, instead of the ideal ones considered when designing the SSSR. The AC grid considered is modeled by means of a balanced ideal star-connected three-phase generator plus neutral leg, whereas the DC link is portrayed as an infinite load fixing the current in its branch. The electrical parameters considered for the overall system, which have been adopted
from [19], are those displayed in Table II.

Table II
Numerical values of the parameters
Parameter Value Unit


Fig. 4. One combination of coefficients leading to a stable equivalent system

| $i_{D C}$ | 10 | A |
| :---: | :--- | :---: |
| $T$ | 100 | $\mu \mathrm{~s}$ |

As suggested in Section 2.2, each of the $N=N_{\text {poss }}^{N_{\text {legs }}}=4^{4}=256$ possible switching states of the 4L-3L FC converter leads to a different subsystem, characterized by its corresponding constant $\boldsymbol{A}_{i}$ matrix, where $i=1,2,3 \ldots 256$. In this context, bearing in mind the parameter values provided in Table II, analysis of the eigenvalues for each of those $256 \boldsymbol{A}_{\boldsymbol{i}}$ matrices reveals that 4 of them correspond to asymptotically stable subsystems, while 66 represent unstable subsystems. The remaining 186 yield potentially unstable subsystems, strictly in the limit between stability and instability.

In spite of this, the existence of a commutation sequence stabilizing the system has been confirmed through completion of the condition provided in Section 2.2. In fact, several weight vectors generated to satisfy (4) and leading to stable equivalent systems in the sense of (5)
have been found. For example, selecting the weight vector whose $\alpha_{i}$ elements are those described in Fig. 4, the equivalent system computed as specified in (5), turns out to be stable,


Fig. 5. Currents flowing through the $L_{G j}$ inductances of the grid filter as demanded by Lyapunov's theorem.

On the other hand, application of the ZOH discretization method described in Section 3.3 leads to the discrete-time equivalent model of the continuous SSSR given by (45)-(50). An eventual MPC algorithm should rest on the discrete-time SSSR, which is also made of 256 subsystems. When adopting the $100-\mu$ s sample time reflected in Table II, 5 of those subsystems are asymptotically stable, while 42 of them are unstable and the remaining 209 happen to be in the limit between stability and instability.


Fig. 7. Voltages across the terminal of the grid filter capacitors
Aiming at assessing the accuracy of the SSSR, its continuous and discrete-time versions are compared with each other as well as with the aforementioned SPSM. All three models SPSM, CSSSR and DSSSR—undergo identical disturbance inputs and are driven by the same control sequence, generated by a MPC controller.

Figures 5 to 9 present the dynamic responses of the eighteen state variables of the system under study when excited by the uncontrolled $V_{G j} ; j=R, S, T, U$, and $i_{D C}$ inputs presented in Table II and the control input depicted in Fig. 10. Incidentally, the cost function of the MPC controller generating the control sequence has been chosen to cover a large spectrum of possible switching positions, and is not relevant in terms of control.


Fig. 6. Currents flowing through the $L_{F j}$ inductances of the grid filter


Fig. 9. Voltages across the terminals of the DC-link capacitors
Specifically, only a 30 -millisecond window of the 4 -second test performed is displayed, during which a particularly high number of the 256 possible switching states takes place spontaneously. The scale chosen is also coherent with the problem of error propagation mentioned in section 2.3, as it is still close enough to the initial time not to have noticeable errors. For each state variable, the proximity between the performances of the three models is put in evidence. Juxtaposition, in each subfigure, of the signals coming from all three simulation models allows validating the modeling technique proposed in this paper. It also corroborates the suitability of the discretization method selected, as the discrete and continuous systems are coherently obeying the same dynamics.

However, certain discrepancies also appear. Though minor, they are due to several reasons.
First of all, the complexity of SPSM model is different, as it considers phenomena not dealt


Fig. 10. Switching states for each commutation cell


Fig. 8. Voltages across the terminals of the four inner capacitors
with in the other two models. In this respect, it is worth noting that, as far as the CSSSR is concerned, its switching electronic devices have been deliberately modeled as ideal switches. Such an approximation allows keeping the required balance between accurateness and computational feasibility of the DSSSR, given that the discrete model has been expressly conceived to efficiently drive the prediction stage of a MPC algorithm. It is also interesting to note that the commutation frequency is rather high, up to 10 kHz , and that it may exacerbate the differences between models, as the imposed dynamics are particularly fast. Finally, it must be considered that all definitions of subsystems lead theoretically to possible errors when spanning from one given subsystem to another. Considering all these factors, the results are overall fitting for a control model.

## 5. Conclusion

This paper focuses on a universal method to generate accurate state-space models, adapted from switched state-space representation, allowing modeling of all power converters and their applications. Coupled with a methodical model predictive control algorithm based on graph theory, this methodology can be adopted to control power converters down to their power switches, enabling a deeper mastery of the system.

Additionally, the resulting control structure intrinsically adapts to virtually any context, topology or requirement, unlocking a great variety of applications, which fits perfectly the domain of power conversion. Nevertheless, the model described is an unusual variation on state-space representation, leading to new definition and study difficulties. This modeling approach is an important piece of the path to more efficient, more reliable and more intelligent power converters.

The effectiveness of the proposed modeling method has been validated through several simulations based on a 4L-3L FC topology, and a simple effective technique has been applied to investigate the stability of such a system. Because of the specificity of the proposed SSSR
for power converters, controllability and observability require additional studies and will be the subject of future investigations.
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TABLE I
Relation between the IGBTs' state and the connection variable

| $S_{j}$ | $S_{1}$ | $S_{2}$ | $S_{3}$ | $S_{4}$ | Connection |
| :---: | :---: | :---: | :---: | :---: | :--- |
| $S_{P}$ | 1 | 1 | 0 | 0 | P |
| $S_{N}$ | 0 | 0 | 1 | 1 | N |
| $S_{C P}$ | 1 | 0 | 1 | 0 | P, via C |
| $S_{C N}$ | 0 | 1 | 0 | 1 | N, via C |

TABLE II
NUMERICAL VALUES OF THE PARAMETERS
Parameter Value Unit

| $R_{F j}$ | 10 | $\Omega$ |
| :---: | :--- | :--- |
| $R_{G j}$ | 10 | $\Omega$ |
| $L_{F j}$ | 30 | mH |
| $L_{G j}$ | 30 | mH |
| $C_{F j}$ | 1 | mF |
| $C_{j}$ | 1 | mF |
| $C_{1}$ | 3.3 | mF |
| $C_{2}$ | 3.3 | mF |
| $V_{G j}$ | 230 | $\mathrm{~V}(\mathrm{rms})$ |
| $i_{D C}$ | 10 | A |
| $T$ | 100 | $\mu \mathrm{~s}$ |



Fig. 1. General context of power conversion. Two buses, A and B, are connected through a filter + commutation cell system.


Fig. 2. Overview of the context of the study in which the modeled system is framed.


Fig. 3. Commutation cell and DC-link of the Flying Capacitor with $i_{F}$ and $U_{F}$, respectively, the output current and voltage of the AC filter.


Fig. 4. One combination of coefficients leading to a stable equivalent system
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Fig. 5. Currents flowing through the $L_{G j}$ inductances of the grid filter


Fig. 6. Currents flowing through the $L_{F j}$ inductances of the grid filter


Fig. 7. Voltages across the terminal of the grid filter capacitors


Fig. 8. Voltages across the terminals of the four inner capacitors


Fig. 9. Voltages across the terminals of the DC-link capacitors


Fig. 10. Switching states for each commutation cell
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