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The behavior of the spin relaxation time of electrons bound to donors immersed in the middle of a CdTe
quantum well was measured in the range of temperatures 10–80 K, by using picosecond pump-probe Kerr
rotation. Different doping concentrations spanning from isolated donors up to a concentration beyond the
metal-insulator transition were considered at a fixed magnetic field; at very low temperature, in insulating
regime all electrons are bound to donors but for one high concentration we had to consider that a fraction of
electrons is in conduction states. By increasing the temperature, the number of conduction electrons increases.
The experimental temperature dependences were explained by invoking spin exchange between electron spins
localized on donors and the spin of electrons promoted to conduction states. A good agreement between
experiment and theory was found and allowed us to conclude that, while the spin of localized electrons undergoes
the effect of both hyperfine and anisotropic exchange interactions, the D’yakonov-Perel’ mechanism governs the
spin relaxation of the conduction electrons for the whole range of the studied doping concentrations. Moreover,
we identified the scattering mechanisms possibly undergone by the conduction electrons at low temperature.

DOI: 10.1103/PhysRevB.100.205305

I. INTRODUCTION

Spin dynamics and the related physics have been the center
of a renewed attention since the possibility to obtain novel
spin electronic devices has been open [1,2]. One of the major
challenges currently faced is obtaining long spin lifetimes.
Among the many systems that have been studied for applica-
tions in classical and quantum technologies, semiconductors
are very suitable because their electronic doping leads to long
spin relaxation times. Consequently, a huge effort to under-
stand the different mechanisms involved in the electronic spin
relaxation has been made [3–8].

Presently, a clear picture of spin relaxation mechanisms in
n-doped bulk zinc-blende materials exists at low temperatures
and doping concentrations well above the metal-insulator
transition (MIT), for any concentration at high temperatures,
where all the electrons are delocalized, and at low tempera-
tures in the insulating regime. In the first two situations, at
least for materials with small spin-orbit interaction, as the
most studied one GaAs, the D’yakonov-Perel’ (DP) mecha-
nism is the dominant one. The lack of inversion symmetry
and the spin-orbit interaction lead to an effective �k-dependent
magnetic field; as a consequence the spin of electrons in con-
duction states precesses about an axis related to �k, which leads
to spin relaxation. The precession axis changes at each scatter-
ing process, and then the spin relaxation rate due to this mech-
anism is inversely proportional to the rate of scattering [9].

At low temperatures and in the insulating regime, i.e.,
for localized electrons, the spin relaxation time has been
explained as an interplay of different mechanisms whose
probability depends on doping concentration [7,8,10,11]. At
low doping concentration, when donors can be considered

isolated from each other, the hyperfine interaction with nu-
clear spins dominates the electron spin relaxation [5]. Then,
as the concentration is increased, an interplay between the
hyperfine interaction and the anisotropic exchange governs
the electron-spin relaxation. This latter interaction is a part of
the exchange interaction that induces spin rotation in opposite
directions of two adjacent localized electron spins, when these
two electrons tunnel from one of the donors to the other in an
effective spin-orbital field. For higher doping levels below the
MIT, the anisotropic exchange interaction becomes the prin-
cipal mechanism. The understanding is less established for
concentrations in the metallic region near the MIT transition
at low temperatures because the situation is more complex
[12–14] due to the coexistence of localized electrons in a band
of impurities and itinerant electrons leading to filamentary
electron transport [15,16]. Recently, several calculations have
attempted to describe spin relaxation beyond the MIT [17,18]
based on the model of Matsubara and Toyozawa [19]. The de-
scription of spin relaxation at low temperatures near the MIT
implies a fundamental understanding of the spatial dynamics
of the electrons [15]. Wellens and Jalabert have described
lately the hopping dynamics of electrons in a disordered
network of impurity sites [20], but more theoretical work is
needed in this direction.

In order to describe the spin relaxation behavior as a
function of temperature in n-doped zinc-blende materials,
Putikka and Joynt [21] have considered a cross relaxation
between localized and itinerant spins by exchange interaction.
The interaction between electrons in the impurity band and
electrons in the conduction band was proposed in a very early
work of Paget for highly pure GaAs under light excitation
[22]. Indeed, by increasing temperature the number of ionized
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donors increases and two kinds of electrons can be considered:
localized and itinerant electrons. Recently, such an approach
has been extended to wurtzite materials as ZnO [23] and
low-dimensional systems; in particular, Harmon et al. have
described the unusual temperature dependence of spin relax-
ation time in (110)-GaAs quantum wells (QWs) [24].

In this work, we perform a study of the temperature
behavior of the spin relaxation time undergone by donor-
bound electrons, for temperatures between 10 and 80 K and
in a doping range spanning from 3.2 × 1010 to 3.6 × 1011

donors cm−2 and at a fixed magnetic field. Iodine donors
are immersed in the center of an 8-nm CdTe/CdMgTe QW.
This system emerged some years ago as a good prototype for
spintronic applications, since experimental studies revealed
that the localization of the electron wave function leads to
an enhancement of the spin relaxation time. Besides, they
present a higher degree of optical orientation of the electron
spins than in three-dimensional crystals, and the integration
of impurities does not lead to large inhomogeneities [25–28].
We have adapted the formalism used in Ref. [24] to describe
the temperature dependence of the spin relaxation in the insu-
lating regime and for one sample with a doping concentration
slightly beyond the Mott transition. We used the expression of
the spin relaxation rate due to the DP mechanism valid for any
temperature by Kainz et al. [29]. We found a good agreement
between theory and experiment. We deduced that the DP
mechanism governs the spin relaxation time of the conduction
electrons for all samples, and that the dominant scattering
type, according to the classification made by Ref. [29] of the
different scattering mechanisms, is the type I for all studied
concentrations.

II. SAMPLES AND EXPERIMENTAL SETUP

The four samples studied here consist of a CdTe/CdMgTe
heterostructure grown by molecular-beam epitaxy on a (100)-
oriented GaAs substrate containing an 80-Å CdTe QW. The
samples were doped with iodine atoms placed in the midplane
of the QW, each with a different doping concentration: (A)
3.2×1010 cm−2, (B) 9.7×1010 cm−2, (C) 2.9×1011 cm−2, and
(D) 3.6×1011 cm−2. To study the spin dynamics of resident
electrons, we use a pump-probe technique, the photoinduced
Kerr rotation, in which an optical heterodyne amplification of
a probe beam is detected [30]. The light source is a Ti:sapphire
laser beam with pulses of 2-ps duration and a repetition rate
of 76 MHz, which is split into pump, probe, and reference
beams. Pump and probe beams are focused on the sample
with a microscope objective (numerical aperture = 0.5) giv-
ing a spot diameter of 1 μm. The pump beam is σ + /σ−
modulated at 42 kHz with a photoelastic modulator, in order
to avoid nuclear spin polarization via electronic spins optically
oriented by the pump. Probe and reference beams are linearly
polarized and passed across two different acousto-optic modu-
lators. Then, the first diffraction orders of both beams undergo
an optical frequency shift f1 = 110 MHz (probe) and f2 =
112 MHz (reference). After interaction with the sample, the
reflected probe beam is superposed to the reference beam in an
avalanche photodiode, and the heterodyne signal modulated at
2 MHz is detected by using a double-stage lock-in amplifier.
The signal corresponding to the spin polarization of the donor-

bound electrons is hence obtained with a high pump/signal
rejection. The sample is mounted in a cryostat with a closed
circuit of liquid helium, that allows to vary its temperature
between 5 and 120 K. We used permanent magnets to apply
a fixed magnetic field perpendicular to the pump and probe
beams (Voigt configuration).

III. PHOTOLUMINESCENCE SPECTRA AND SPIN
DYNAMICS OF DONOR-BOUND ELECTRONS

AS A FUNCTION OF THE TEMPERATURE

Figure 1(a) shows the photoluminescence (PL) spectra
recorded for sample B at different temperatures. At low tem-
peratures, the PL is dominated by a band centered at 1.611 eV
and associated with the recombination of the donor-bound
exciton (D0X ). A second peak at higher energy, 1.616 eV,
is also observed and is identified as the free-exciton (X)
contribution. As the temperature is increased, both features
are shifted to lower energies and the widths of the bands
increase. Figure 1(b) shows the evolution of the energy peaks
appearing in the PL of sample B, as a function of the temper-
ature. It is essentially fixed by the evolution of the CdTe QW
energy band gap. We observe that the D0X band merges with
the X one above 60 K. We partly explain this phenomenon
by the thermal activation of the D0X population. We write
the variation of the D0X population with the temperature
according to the equation

n(T ) = n0

1 + exp
(− El

kBT

) , (1)

where n(T ) represents the D0X population at temperature T,
n0 represents the D0X population at T = 0 K, and El is the
binding energy of X on D0 in the D0X complex. The binding
energy El is given by the difference between the D0X and
X lines observed in the PL. Taking the average value of this
energy difference, we find El = 3.7 meV; so at T = 60 K we
have n = 0.7 n0, meaning that 30% of the bound excitons have
joined the population of free excitons. Figure 1(c) shows the
PL spectra for sample D, which has a doping concentration
slightly above the Mott transition, according to the Mott
criterion [38] and previous studies [10]. We underline that
these PL spectra are broad; contrary to the sample B, we
cannot distinguish separate emissions from donor-bound and
free excitons.

The photoinduced Kerr rotation signal obtained on sample
B at the temperature T = 50 K, under a magnetic field B =
0.56 T, is shown in Figs. 2(a) and 2(b) when the pump-
probe energy is, respectively, at the D0X and X transitions. In
both cases, an oscillatory and long-lasting signal is observed.
This oscillatory signal, with an envelope time larger than
the lifetime of the D0X complex (TR ∼ 200 ps [27]), is the
signature of the spin polarization of electrons bound to donors,
D0 [26]. We underline that a longer long-lasting signal is
observed when the excitation is done at the D0X transition.
This is in agreement with theoretical arguments in the sense
of a nonresonant excitation (at higher energies) creating other
species that shorten the spin relaxation time [7].

We have studied the temperature evolution of the spin
dynamics in samples A, B, C, and D. Tuning pump and
probe energies at the D0X transition, we create mainly
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FIG. 1. (a) PL spectra of sample B, for temperatures ranging
from 5 to 120 K. (b) Variations with temperature of the peak energies
in the PL spectra, for sample B; X: exciton line; D0X : donor-bound
exciton line; Egap: gap energy. (c) PL spectra of sample D, for
temperatures ranging from 10 to 80 K.

donor-bound excitons, since the bandwidth of the used mode-
locked Ti:sapphire laser is less than 1 meV. Figures 3(a)–
3(d) represent the photoinduced Kerr rotation signal obtained
in samples A–D, respectively, in the 10–80 K range. Two
components are visible in each curve. To extract the times and
relative amplitudes of the short- and long-living components,
we have fitted each curve with a biexponential function:

y(t ) = A1e−(t/τ1 ) cos (ω1t ) + A2e−(t/τ2 ) cos (ω2t ), (2)

where A1 and A2 are constants describing the amplitudes of the
fast (τ1) and slow (τ2) components with Larmor frequencies

FIG. 2. Photoinduced Kerr rotation signals for sample B, in
a magnetic field B = 0.56 T, at 50 K. Pump and probe energies
are tuned to the wavelength (a) λ = 772.4 nm, D0X transition;
(b) λ = 769.6 nm, X transition. Blue full disks: experimental data;
red continuous lines: fits with Eq. (2).

ω1 and ω2, respectively. The fast component is associated
with the exciton contribution, and the second one with the
D0 contribution. The component related with the exciton
contribution becomes more evident at high temperature.

In all the samples, the spin dephasing time τ2 of electrons
bound to donors becomes shorter as the temperature is in-
creased. Sample B shows slower decays at all temperatures.
In particular, at low temperatures 10–30 K, it exhibits almost
no decay in the 1-ns measurement window, making the deter-
mination of the spin dephasing time less accurate.

IV. SPIN RELAXATION TIME

A. Localized electrons

At low temperature, the mechanisms that are at the origin
of the spin relaxation of localized electrons at a given concen-
tration are well known in bulk and QW systems [8,10]. The
dependence on temperature of these mechanisms has been
shown to be very weak [21].

In the insulating regime, at residual doping concentrations,
the localized spins relax due to hyperfine interaction with
nuclear spins. A localized electron is coupled to many nuclear
spins by the hyperfine interaction. These nuclear spins act as
a local magnetic field whose orientation and intensity depend
on the considered donor site. The spin relaxation time for
samples in this regime is given by the dephasing time T e

� [5].
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FIG. 3. Photoinduced Kerr rotation signals in a magnetic field B = 0.56 T, at different temperatures, in (a) sample A; (b) sample B; (c)
sample C; and (d) sample D. Pump and probe energies are tuned to the D0X transitions.

For a CdTe QW of thickness equal to L = 8 nm, T e
� has been

estimated to be 5.6 ns [10].
As the doping concentration increases, the electron wave

functions begin to overlap; the spin of an electron is no longer
localized on a single donor and interacts with other donors. As
a result, the effect of nuclear-spin fluctuations become smaller
and the relaxation time increases [8,10]. The expression for
the spin relaxation time τsn in this regime is proportional to
the square of T e

�, and is inversely proportional to the residence
time of the electron spin on a given donor site, τcorr, which is
a function of the exchange constant J (r) [8].

For high doping concentrations, a strong overlap of the
electron wave functions is accompanied with an increase of
probability that the electron spin relaxes due to the anisotropic
exchange interaction. During each exchange, there is a rota-
tion of an angle θ , simultaneous and in the opposite direction,
for each of the two electron spins that exchange their positions
on the donors. Eventually, for the highest doping concen-
tration in the insulating regime, the anisotropic exchange
interaction becomes stronger than the hyperfine interaction,
and the rise of the spin lifetime with concentration is changed
for a decrease. The expression for the spin relaxation time τsa

due to this mechanism is proportional to τcorr and inversely
proportional to the square of θ [8]. The corresponding ex-
pressions for θ in semiconductor QWs and bulk is given in
Refs. [31,32].

Taking into account the hyperfine and anisotropic exchange
interaction, the spin relaxation time for any doping concentra-
tion in the insulating regime at low temperature is given by

τl =
(

1

τsn + T e
�

+ 1

τsa

)−1

. (3)

B. Conduction electrons

The DP theory has been recently generalized to describe
the spin relaxation time for an electron gas in a QW at any
temperature [29]. The spin relaxation time is written as a
function of the temperature via the Fermi distribution function
and the temperature dependence of the transport mobility:

1

τc
= 4

h̄2

βEF τtr

1 − e− βEF

[
γ 2

〈
k2

z

〉2 ζ

β
− γ 2

〈
k2

z

〉
2

(
ζ

β

)2 Jν+2(βμ0)

Jν+1(βμ0)

+
(

1 + τ3

τ1

)
γ 2

(
ζ

β

)3 Jν+2(βμ0)

Jν+1(βμ0)

]
, (4)

where μ0 = kBT ln(eEF /kBT − 1) is the chemical potential,
EF = h̄2π

m∗ nc is the Fermi energy, with m∗ the effective electron
mass and nc the concentration of conduction electrons in
2D, γ is the Dresselhaus coefficient which can be calculated
from the spin-orbit constant [10], 〈k2

z 〉 is the average value
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of the squared z component of the electron wave vector,
ζ = 2m∗/h̄2, β = 1/kBT , τ3/τ1 is a constant describing the
angular scattering characteristics of the scattering mechanism,
and τtr is the transport collision time given by

τtr = Jν+1(βμ0)

βν+1EF
, (5)

with Jn(z) = ∫∞
0

xn

4cosh2( x−z
2 )

dx and  a coefficient that varies

slightly with the temperature, independent of energy, and
related with the power-law dependence of τ1 on the energy.
The index ν takes the values 0, 1, or 2 depending on the
scattering type [29]. Each type of scattering encloses different
scattering mechanisms, e.g., type I is associated with acoustic
phonons, optical phonons, screened ionized impurities, neu-
tral impurities, alloy scattering, and interface roughness [29].

C. Temperature behavior of spin relaxation
of localized electrons

The temperature dependence of the spin relaxation time for
an electron localized on donor has been explained in bulk and
QWs invoking spin exchange between two spin species: spin
localized on donors, and spin carried by itinerant electrons
[21–24].

At low temperatures, the donors are nearly all occupied
and the electron spins are localized. As the temperature is
increased, the number of conduction electrons increases due
to the thermal ionization of the electron bound to donors. The
electronic spins localized on the donors interact with the spin
of conduction electrons by isotropic exchange interaction.
This interaction conserves the total spin; assuming that the
cross relaxation is fast enough, the total spin is equilibrated
between localized and conduction electrons by taking into
account their thermal equilibrium concentrations. Taking into
account the existence of these two spin systems, the spin
relaxation rate of donor-bound electrons at zero magnetic field
is found in the form [24]

1

τs
= nl

nimp

1

τl
+ nc

nimp

1

τc
, (6)

where nl (T )[nc(T )] is the localized [conduction] equilibrium
concentration, nimp = nl + nc is the total impurity concentra-
tion, and τl (τc) is the localized (conduction) spin relaxation
time. nl (T ) can be determined exactly in two dimensions
(2D), at any temperature [33]:

nl (T )

nimp
=

√
1 + Q(T, nimp) − 1√
1 + Q(T, nimp) + 1

, (7)

with Q(T, nimp ) = 8nimp

Nc
e−(Eb/kBT ), Nc = m∗kBT/h̄2π, and Eb

the binding energy of an electron bound to a donor. nc(T )/nimp

can be found using the constraint:

nl (T )

nimp
+ nc(T )

nimp
= 1. (8)

For vanishing temperatures, when nimp is on the range of
the insulating regime, nl (T ) goes to nimp and nc(T ) goes
to zero. However, as we will explain later, nc(0) 	= 0 when
nimp is above the MIT. The spin relaxation mechanisms for
localized and conduction electrons that govern the times τl

and τc appearing in Eq. (6) are in principle the same as at
low temperature. For localized electrons, τl is determined by
Eq. (3), while for conduction electrons, the DP mechanism
governs the spin relaxation time [Eq. (4)].

V. DISCUSSION OF THE RESULTS

We have experimentally determined in our four samples,
for the temperature range 10–80 K, the long-lasting spin
dephasing time τ2 [see Eq. (2)] at a fixed magnetic field of
B = 0.56 T. The experimentally measured dephasing time is
affected by inhomogeneities caused by the local variations of
the electron ge factors. τ2 is related with the spin relaxation
time τs of a single electron by the expression

1

τ2
= 1

τs
+ �geμBB

h̄
. (9)

The width �ge of the ge distribution for each sample has been
determined in a previous work [10]. We have fitted the mea-
sured τ−1

2 for samples A to D with Eq. (9) using τ−1
s given by

the model proposed by Harmon et al. [24] [Eq. (6)]. We have
neglected the inhomogeneities of ge factors for conduction
electrons, because in a previous work on an 8-nm CdTe QW
containing a 2D electron gas [34], the spin relaxation time of
conduction electrons was shown to be negligibly sensitive to
these inhomogeneities.

A. Insulating regime

For samples A, B, and C in the insulating regime, the spin
dephasing rate τ−1

2 is shown in Figs. 4(a)–4(c). We consider
that the conduction electrons relax according to the DP mech-
anism [Eq. (4)]. In order to identify which type of scattering
is dominant, we have fitted the experimental data scanning the
values ν = 0, 1, and 2 in Eq. (4). In this regime, the Fermi
energy varies with the temperature-dependent concentration
nc(T ), determined by Eqs. (7) and (8). For each sample,
the parameters to be determined are the binding energy
Eb, the spin dephasing time τ ∗

l (1/τ ∗
l = 1/τl + �geμBB/h̄)

of the ensemble of localized electrons, and the coefficient 

(assumed to be a constant independent of T).
In Fig. 4, the blue solid line shows the spin dephasing rate

τ−1
2 as a function of the temperature, according to Eqs. (6)

and (9), and using the type-I scattering (v = 0). Since it
is impossible to fit the experimental data assuming type-II
(v = 1) or type-III (v = 2) scatterings, we can firmly identify
the type-I scattering as the effective one in the studied sam-
ples. Table I gives the fitting parameters Eb, τ ∗

l , and  for all
studied samples.

At low temperatures, it has been shown that the mecha-
nism that governs the spin relaxation in sample A (with a
low-doping concentration) is the hyperfine interaction [10].
In Ref. [10], the binding energy for an isolated donor has
been calculated to be Eb = 24.7 meV in sample A. Taking
this theoretical value as a starting point, we have fitted the
experimental data for sample A, with only τ ∗

l and  as free
parameters [see the dashed line in Fig. 4(a)]. We have obtained
τ ∗

l = 1.47 ± 0.05 ns and  = 146 fs. As shown in Fig. 4(a), a
lower binding energy is needed to agree better with the ex-
perimental results; the solid line represents the spin dephasing
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FIG. 4. Measurements of the spin dephasing rates at different
temperatures (red full disks) in (a) sample A; (b) sample B; and (c)
sample C. The blue continuous lines are theoretical fits according to
Eqs. (6), (7), and (9), for the type-I scattering (ν = 0). The fitting
parameters are given in Table I. The dashed line in (a) is a theoretical
fit forcing Eb = 24.7 meV. The black full diamonds are data points
extracted from Ref. [10].

time considering a lower binding energy, Eb = 19 meV. The
value extracted for the spin dephasing time of the localized
electrons, τ ∗

l = 1.40 ns, compares well with 1.97 ns obtained
in a previous work [10] in the same magnetic field B = 0.56 T,
at 2 K [black diamond in Fig. 4(a)].

In Eq. (7), the concentrations nl (T ) and nc(T ) of localized
and conduction electrons have a strong dependence on the
binding energy. The smaller the binding energy, the lower
the electron ionization temperature. In QWs, there is no
theory that predicts a value for the binding energy at any
doping concentration. Nonetheless, in bulk systems it has
been generally shown, theoretically and experimentally, that
the binding energy decreases when the doping concentration
increases [13,35–37].

As can be seen in Fig. 5(a), right axis, the density of
conduction electrons in sample A starts to increase at a

TABLE I. Extracted parameters from the fits of the experimental
data for the spin relaxation time as function of the temperature; see
Figs. 4 and 6(a). For sample D, the values are obtained considering
a concentration of conduction electrons nc(0) = 0.1 nimp at zero
temperature.

Doping Spin Binding Transport
concentration dephasing time energy coefficient

Sample nimp (cm−2) τ ∗
l (ns) Eb (meV)  (fs)

A 3.2×1010 1.40 ± 0.05 19 ± 1 97
B 9.7×1010 2.65 ± 0.05 20 ± 1 36
C 2.9×1011 0.95 ± 0.05 8 ± 1 47
D 3.6×1011 1.63 ± 0.05 6 ± 1 47

temperature around 25 K, and at T = 100 K, almost one half
of the donors has been ionized. In Fig. 5(a), the conduction
spin relaxation time is also plotted as a function of the
temperature, with Eb = 19 meV and  = 97 fs, known from
the theoretical fit of Fig. 4(a). As the density of conduction

FIG. 5. Concentrations of conduction electrons (dashed lines,
right axis), and spin relaxation times of the conduction electrons
(continuous lines, left axis) versus temperature, in (a) sample A;
(b) sample B; and (c) sample C.

205305-6
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electrons increases with the temperature, the spin relaxation
time decreases.

Sample B contains an intermediate doping concentration,
and the mechanism that governs the spin relaxation time of
the localized electrons is an interplay between the hyperfine
and the anisotropic exchange interaction [10]. Since there is
no theory that predicts a value of the binding energy for this
doping concentration, we took it as a free parameter to fit the
data of Fig. 4(b). The values extracted from the theoretical fit
are Eb = 20 meV, τ ∗

l = 2.65 ns, and  = 36 fs. The value of
the localized spin dephasing time τ ∗

l is of the same order as
the one measured in a previous work [10] (around 2 ns) at 2 K
in the same magnetic field [black diamond in Fig. 4(b)]. The
difference between the obtained value and the value measured
in Ref. [10] may come from slightly different experimental
conditions, in particular, the density of excitation.

Finally, sample C contains a doping concentration that is
close to the metal-insulator transition while keeping in the in-
sulating regime. The principal spin relaxation mechanism for
localized electrons in this region is the anisotropic exchange
interaction [10]. The values extracted from the theoretical fit
in Fig. 4(c) are Eb = 8 meV, τ ∗

l = 0.95 ± 0.05 ns,  = 47 fs.
The value for the localized spin dephasing time agrees well
with the experimental value of 0.9 ns found at 2 K in the same
magnetic field measured in a previous work [10].

For this sample C, due to the small binding energy Eb =
8 meV, the localized electrons start to ionize at low temper-
ature, see Fig. 5(c). At high temperature, T ∼ 100 K, the
conduction spin relaxation time is of the order of 100 ps,
see Fig. 5(c). This value compares well to the one observed
in 2D electron gas of n-doped CdTe QW with a similar
concentration, at low temperature [34].

We suspect that, due to the kind of the studied system
(donors inside a QW) and the range of temperatures 10–
80 K, scatterings with neutral impurities and with screened
ionized impurities (at the highest temperature) are the more
probable scattering mechanisms. But we cannot exclude other
mechanisms, as for example the one related to the interface
roughness. Because we worked at relatively low temperature,
we exclude however the scattering due to acoustic phonons.

We underline that Fig. 5, right axis, shows the calculated
density of conduction electrons as a function of the tempera-
ture, which is equal to the density of ionized impurities. Then
for samples A, B, and C at the middle of the explored temper-
ature domain, the density of ionized impurities becomes only
10 or 20% of the total amount of donors in the sample. At
80 K, the density of ionized impurities becomes larger and,
in particular for sample C, can reach a value of 35% of the
total amount of donors in the sample. This shows that, in the
explored domain of temperatures, the donors are mostly in
their neutral state. Moreover, the ionized donors are likely to
be screened by conduction electrons which are confined inside
the QW.

B. Metallic regime, near the MIT

Under the Mott criterion [38], and following previous
studies [10], sample D is assumed to possess a doping concen-
tration slightly beyond the MIT; conductance measurements
could confirm this point, but our samples are not patterned

for transport experiments. We found that the experimental
data on this sample could not be fitted by considering only
a population of conduction electrons and a dephasing time
related to DP or/and Elliott-Yafet (EY) mechanisms. For
doping concentrations slightly above the MIT, it has been
shown that there is a coexistence between localized electrons
forming an impurity band, and itinerant electrons, leading to
a filamentary electronic transport [16].

In order to explain the spin dephasing time observed in
sample D, we have considered that at very low temperature
a fraction f of the doping concentration nimp is in the conduc-
tion band:

nc(0) = f nimp. Thus, at any temperature the density of
localized electrons is given by a refined version of Eq. (7):

nl (T ) = nl (0)

√
1 + Q[T, nl (0)] − 1√
1 + Q[T, nl (0)] + 1

, (10)

with nl (0) = nimp(1 − f ). The density of conduction electrons
at any temperature is evaluated from the conservation rule
nc(T ) = nimp − nl (T ). Figure 6(a) shows the theoretical fit
of the measured spin dephasing time according to Eqs. (6),

FIG. 6. (a) Measurements of the spin dephasing rates at different
temperatures (red full disks) in sample D. The blue continuous
line is a theoretical fit according to Eqs (6), (9), and (10), for the
type-I scattering (ν = 0). The fitting parameters are given in Table I.
The black full diamond is a data point extracted from Ref. [10].
(b) Concentration of conduction electrons (dashed line, right axis),
and spin relaxation time of the conduction electrons (continuous line,
left axis) versus temperature, in sample D.
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(9), and (10), and Eq. (4) for the spin relaxation time of
the conduction electrons. We have taken as free parameters
the binding energy Eb, the transport coefficient , the spin
dephasing time τ ∗

l of the localized electrons, and the fraction
f = nc(0)/nimp of conduction electrons at vanishing tempera-
tures.

Scanning the values ν = 0, 1, and 2 in Eq. (4), we identify
that the type of scattering undergone by the conduction elec-
trons in sample D is associated with collisions with neutral or
screened impurities (type-I scattering, ν = 0). The fitting pa-
rameters are found to be f = 0.1, Eb = 6 meV, τ ∗

l = 1.63 ns,
and  = 47 fs. The black diamond in Fig. 6(a) represents the
spin dephasing time measured in Ref. [10] at 2 K, in the same
magnetic field of B = 0.56 T; this value agrees well with our
experimental data.

In Fig. 6(b), the conduction spin relaxation time (left axis)
is plotted as a function of the temperature, with Eb = 6 meV
and  = 47 fs; the density of conduction electrons is also
plotted (right axis). As the temperature increases, due to the
small binding energy, the density of conduction electrons
increases at a faster rate in comparison with the samples in
the insulating regime.

For materials with a large spin-orbit constant or narrow
energy band gap, the EY mechanism of spin relaxation be-
comes dominant for conduction electrons [24]. The spin-orbit
constant of CdTe is three times larger than the one of GaAs,
material for which it has been shown that EY mechanism is
not effective as compared to the DP one [24]. Using τtr =
 = 47 fs obtained here and expression (15) of Ref. [39],
the DP mechanism is found more than 10 times larger than
the EY one in the range of temperatures studied and for
all the samples. This justifies, a posteriori, our use of the

DP mechanism to describe the spin relaxation of conduction
electrons in our samples.

VI. CONCLUSION

In summary, we have achieved a quantitative agreement
between theory and experiment for the temperature depen-
dence of the spin relaxation time of donor-bound electrons
immersed in the center of an 8-nm CdTe QW, in the range of
temperatures 10–80 K, by considering that two types of spin
systems coexist and interact by spin exchange: the electrons
localized on donors, and the free electrons promoted to the
conduction band.

We evidenced that the spin relaxation time for the localized
electrons is imposed by the same mechanisms known at
low temperature (hyperfine and anisotropic exchange inter-
actions), while the spin relaxation time of the conduction
electrons is governed by the DP mechanism. For the samples
in the insulating regime, we have identified that the scatterings
undergone by the conduction electrons are of type I [29].
Under the same framework, we have succeeded in explain-
ing the observed behavior versus temperature of the spin
relaxation time for the sample with a doping concentration
slightly above the Mott transition, by considering that an
initial concentration of delocalized electrons exists at low
temperature; the scatterings of the conduction electrons in this
sample are also of type I.
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