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ALGEBRAIC ANALYSIS OF TWO-LEVEL MULTIGRID METHODS
FOR EDGE ELEMENTS∗

ARTEM NAPOV† AND RONAN PERRUSSEL‡

Abstract. We present an algebraic analysis of two-level multigrid methods for the solution of linear systems
arising from the discretization of the curl-curl boundary value problem with edge elements. The analysis is restricted
to the singular compatible linear systems as obtained by setting to zero the contribution of the lowest order (mass)
term in the associated partial differential equation. We use the analysis to show that for some discrete curl-curl
problems, the convergence rate of some Reitzinger-Schöberl two-level multigrid variants is bounded independently of
the mesh size and the problem peculiarities. This covers some discretizations on Cartesian grids, including problems
with isotropic coefficients, anisotropic coefficients and/or stretched grids, and jumps in the coefficients, but also the
discretizations on uniform unstructured simplex grids.

Key words. convergence analysis, multigrid, algebraic multigrid, two-level multigrid, Reitzinger-Schöberl
multigrid, preconditioning, aggregation, edge elements
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1. Introduction. We present an algebraic analysis of two-level multigrid methods for
the solution of the n× n symmetric positive semi-definite linear systems

(1.1) Au = b

arising from the discretization of the boundary value problem

(1.2)


curl

(
µ̃−1 curl E

)
+ βE = f in Ω ,

E× n = gD on ΓD ,

(µ̃−1 curl E)× n = gN on ΓN = ∂Ω\ΓD ,

with edge elements. In this boundary value problem, the domain Ω is a polygonal bounded
simply connected region of R2 or R3, the coefficient µ̃ is a scalar positive function in two
dimensions (2D) and a 3×3 diagonal matrix µ̃ = diag(µx , µy , µz) in three dimensions (3D)
with the diagonal entries µx > 0, µy > 0, and µz > 0 being piecewise constant functions
on Ω, and β ≥ 0 is a constant function on Ω. For isotropic problems in three dimensions we
denote with µ := µx = µy = µz the diagonal entries of µ̃, whereas in two dimensions we
set µ = µ̃. Further, E is an unknown vector function on Ω, f is a given vector function on Ω,
gD and gN are given function on ΓD ⊂ ∂Ω and ΓN ⊂ ∂Ω, respectively, and n is the unit
outward normal vector to the boundary surface ∂Ω = ΓD ∪ ΓN . By edge elements we mean
the lowest-order elements of the first family proposed by Nédélec on simplex and Cartesian
grids [21]. For these elements the degrees of freedom are associated with the individual edges
of the grid. We therefore consider a discretization with Cartesian or simplex grids and further
assume that each boundary edge (2D) and each boundary face (3D) of the discretization grid
belongs either to ΓD or to ΓN and is therefore not “shared” between these subsets of ∂Ω.

We develop our analysis for a particular case of the above problem: a singular compatible
linear system (1.1) arising from the discretization of the boundary value problem (1.2) with
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β = 0 . Setting β = 0 implies that the boundary value problem (1.2) is singular, its null
space being spanned by the gradients of smooth enough functions that satisfy the boundary
conditions. Likewise, the corresponding linear system (1.1) is also singular with the null space
of the system matrix A given by the columns of the discrete gradient operator. Moreover, we
assume that the system (1.1) is compatible, that is, that b ∈ R(A) so that it has solutions and
the convergence to a solution can be quantified.

Our focus on the singular compatible linear systems for the case β = 0 is motivated
by two reasons. First, this particular case is important in its own right. For instance, the
compatible linear systems corresponding to β = 0 arise in situations where the magnetostatic
approximation is considered. Although the solution techniques then typically tend to eliminate
the singularity [1, 16, 27], the effective condition number of the singular system is typically
smaller than the one of the corresponding regularized variants (see, e.g., [14]), and keeping the
singularity is therefore more attractive for iterative solution methods. Regarding compatibility,
we note that, although the compatibility of the continuous problem does not imply that of the
discrete counterpart, in the considered applications this latter is typically enforced during or
after the discretization [28].

The analysis of two-level multigrid methods for singular compatible systems correspond-
ing to β = 0 is also helpful in understanding the convergence of the two-level multigrid
methods for regular systems associated with β > 0. This is because, on one hand, the
multigrid methods for singular systems with β = 0 typically behave similarly to those for
regular systems with β → 0 and, on the other hand, the multigrid convergence when β → 0
is representative for the multigrid methods with any β > 0. The first point holds if in the
case where β → 0 the smoothing of the (near)kernel component of the correction is efficient
enough compared to the overall efficiency of the multigrid method. This of course depends
on the multigrid ingredients, and for the ingredients considered here the efficiency of the
(near)kernel smoothing is indeed observed in practice. The second point holds because the
discrete counterpart of the lowest order (mass) term βE is typically well conditioned, and
therefore its impact on the multigrid convergence is mostly benign (this phenomenon is quan-
tified in, e.g., [3]). Moreover, the contribution of the discretized lowest order term to the
system matrix is proportional to the square of the mesh size, and therefore its impact on the
multigrid convergence decreases as the grid is refined. The similarity between the two-level
convergence properties in the cases β = 0 and β > 0 is further illustrated below with the
numerical experiments.

The second reason for considering the singular compatible systems with β = 0 is the
simplification of the underlying multigrid algorithms, which actually makes an algebraic
analysis possible. More specifically, as discussed in Section 2.1 below, the multigrid smoothers
typically used for the discrete boundary value problem (1.2) can then be replaced by, or even
reduce to, a simpler variant.

The presented analysis is primarily intended for algebraic multigrid (AMG) methods.
Such methods require little input from the user, the specificity of the system (1.1) being
captured at every multigrid level by a prolongation matrix. Here we focus on the prolongations
introduced by Reitzinger and Schöberl [27]; these prolongations amount to group the nodes of
the discretization grid into problem-dependent aggregates and are therefore both simple and
flexible. The analysis is, however, not limited to the Reitzinger and Schöberl prolongations;
see the extended report [19] for details. Besides, the AMG framework imposes some other
algorithmic peculiarities, including the use of multigrid as a preconditioner and the choice of a
Galerkin coarse grid correction.
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Note that the use of two-level analyses is typical for the AMG framework. Such analyses
help with the automatic construction of a prolongation matrix at every level, representing an
important element of the AMG design. A two-level character of the analyses comes with the
fact that AMG methods typically build a given prolongation matrix only once the matrices on
the previous levels are available, but also because the extra flexibility required for the analyses
makes a multilevel extension challenging. The use of a two-level analysis in the design of an
AMG method of course does not imply that this method has only two (or few) levels. It rather
hints that it is possible to approach the convergence of a two-level method in a multilevel
setting by carefully choosing the associated multigrid recursion, so that the analysis remains
valuable in a multilevel setting. The above observations are well illustrated by the classical
algebraic multigrid methods [18, 23, 29] for Poisson-like problems, which are designed based
on the associated two-level analyses from [9, 17, 29].

The focus on the Reitzinger-Schöberl multigrid preconditioner is not solely motivated by
its simplicity. The low memory requirements and a moderate cost per iteration are the other
attractive features of this preconditioner. On the negative side, the convergence of the original
method deteriorates with increasing number of levels [27]. This led to further improvements
of the approach [5, 6, 13, 26], which, however, did not give full satisfaction. The Reitzin-
ger-Schöberl multigrid has lost in popularity since the development of alternative approaches
[4, 12, 15] based on an auxiliary space preconditioning, i.e., based on the application of the
classical AMG methods for Poisson-like problems to an extended and transformed system.
These latter methods are now considered as a reference. Although they typically exhibit a
level-independent convergence [12], their cost per iteration and memory requirements are
often higher than those of the Reitzinger-Schöberl preconditioner. Therefore, a proper redesign
of the Reitzinger-Schöberl multigrid method, as recently proposed in [20], can lead to a
competitive approach, which can further benefit from the present two-level analysis.

We now overview the main outcomes of the analysis. We begin with the discretizations
of the boundary value problem (1.2) on Cartesian grids. In this setting, we first consider the
problem with constant isotropic coefficients discretized on a grid with a square/cubic mesh,
and show that a typical two-level Reitzinger-Schöberl multigrid method has a convergence rate
bounded independently of the mesh size. We then consider problems in which the jumps in
the coefficient µ−1 are aligned with the grid lines and show that the convergence of the same
Reitzinger-Schöberl two-level multigrid in two dimensions is also bounded independently of
the jumps amplitude. On the other hand, if the coefficients are anisotropic, that is, if µ−1

x , µ−1
y ,

and µ−1
z have a different magnitude, we show that the convergence is bounded independently

of the mesh size and of the coefficient values as long as the aggregates in the Reitzinger-
Schöberl method are aligned in the direction of the weakest coefficient; similar results hold
for a grid-based anisotropy as induced by stretched grids. We then continue with unstructured
uniform grids in two and three dimensions, proving that for the Reitzinger-Schöberl method
with aggregates of bounded size, the convergence is bounded independently of the mesh
size. Most of these two-level results corroborate the observations made in [20] based on the
numerical experiments with the multilevel Reitzinger-Schöberl method.

Let us also mention some related works. Several approaches are known in the analysis of
multigrid methods for the (non-transformed) discrete boundary value problem (1.2). Amongst
these, the analyses based on multi-level decompositions are presented in [2, 11], whereas those
using the Fourier modes—the so-called (local) Fourier analysis—are introduced in [7]. The
first family of approaches covers multi-level multigrid methods obtained by the progressive
refinement of an initial discretization on a simplex grid, whereas the second family applies to
two-level multigrid methods used on a structured Cartesian grid with a structured Cartesian
coarse grid. In both cases the structure of the coarse and the fine grids are strongly related,
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which is typical for multigrid methods of geometric type. On the other hand, the analysis
presented here allows for more freedom in choosing the coarse grid structure, making it
suitable for multigrid methods of algebraic type.

The remainder of this paper is structured as follows. In Section 2 we present the core
of the analysis and show how this analysis can be applied to a two-level multigrid method
of Reitzinger-Schöberl type. In Section 3 and Section 4 we highlight some of the outcomes
of the analysis for structured and unstructured grids, respectively, and further illustrate them
with numerical experiments that compare the cases β = 0 and β > 0. Concluding remarks are
given in Section 5.

2. Analysis. In this section we present our analysis of two-level multigrid methods for
the considered singular problems. This is done by first introducing the two-level multigrid
methods covered by our analysis, followed by recalling a general convergence estimate
that holds when these methods are applied to the singular compatible linear systems, then
presenting the main steps of the analysis, and eventually showing how the analysis can be
used in the case of the Reitzinger-Schöberl two-level multigrid.

2.1. Two-level preconditioner. The two-level multigrid preconditioner covered by the
analysis is defined by

(2.1) BTG = M−1(2M −A)M−1 +
(
I −M−1A

)
PAgcP

T
(
I −AM−1

)
,

where M is an n× n symmetric matrix called smoother, P is an n× nc prolongation matrix
with nc < n, Agc is an nc × nc matrix representing a proper generalized inverse of the coarse
grid matrix, and I is the n × n identity matrix. The structure of the preconditioner is best
understood from the corresponding iteration matrix

I −BTGA =
(
I −M−1A

) (
I − PAgcPTA

) (
I −M−1A

)
,

which is a product of three simpler iteration matrices corresponding to the pre-smoothing
iteration, the coarse-grid correction, and the post-smoothing iteration.

In typical multigrid applications, the smoothing iteration is a simple one-level method,
such as a weighted Jacobi or Gauss-Seidel iteration. This is, however, not the case for the
smoothers [2, 11] used in multigrid methods for the boundary value problem (1.2), as such
smoothers are required to effectively reduce some error components in the space of the discrete
gradients. In particular, a Hiptmair smoother [11] achieves this by combining together an
iteration of a one-level method (Jacobi or Gauss-Seidel) for the original system (1.1) and an
iteration of a one-level method for an auxiliary system, this latter system being obtained from
the system (1.1) by projection on a subspace of discrete gradients. The second iteration has,
however, no effect when considering singular compatible systems with β = 0, and in this case
the Hiptmair smoother is equivalent to a one-level method for the original system (1.1).

The present analysis relies on a simple weighted Jacobi smoother M = ω−1
J D, with

D = diag(A). The weighting parameter ωJ is typically chosen1 as ω−1
J ≈ λmax(D−1A);

the typical value for ω−1
J is then around 2–6, including for the problems with anisotropy or

jumps in the coefficients as considered below. Of course, in practice a Gauss-Seidel iteration is
preferable as a smoother as it typically gives better results and does not require any weighting
parameter. However, the resulting analysis then still provides a useful indication of the
multigrid convergence.

1One can show that this choice yields the best convergence bounds below; however, it does not always yields the
best actual convergence rate for a two-level method based on a weighted Jacobi smoother.
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Regarding the coarse grid correction, we assume that the coarse grid matrix is given by
the Galerkin formula Ac = PTAP . In the case of a singular system matrix A, the coarse
grid matrix Ac is generally also singular, prompting the use of a generalized inverse Agc of
Ac in the coarse grid correction step. Another implication of the Galerkin formula is that the
corresponding coarse grid correction step is a projection matrix which is entirely determined
by the system matrix A and the prolongation P .

We note that in the case where β = 0, the resulting system is symmetric positive semi-
definite and compatible. Therefore it is suitable for the preconditioned conjugate gradient
method. Then, the associated preconditioner should be symmetric positive definite (SPD), and
the two-level multigrid preconditioner in (2.1) satisfies this requirement provided that 2M −A
is also SPD—a condition fulfilled by common multigrid smoothers.

2.2. Two-level estimate. The following theorem is at the foundation of our analysis.
It provides a practical convergence estimate for two-level multigrid methods when applied
to singular compatible systems. More specifically, it shows that under some rather general
assumptions, the rate of convergence of the conjugate gradient method used with the two-level
multigrid preconditioner (2.1) can be bounded above with the help of the parameter κπ defined
by (2.4) below. The results gathered in the theorem are borrowed from [25].

THEOREM 2.1. Let A be an n × n symmetric positive semi-definite matrix, P be an
n×nc full rank matrix for some nc < n, and Ac = PTAP . Let BTG be defined by (2.1) with
a symmetric n× n matrix M such that ωM −A is an SPD matrix for some ω ∈ (0, 2) and
with a matrix Agc satisfying AcAgcAc = Ac, that is, being a proper generalized inverse of Ac.
Let π be an n× n projector whose null space satisfies

(2.2) N (π) = span(N (A) , R(P ) ) ,

whereR(·) denotes the range of a matrix and N (·) is its null space.
Then the approximation uk of a solution u of the compatible system (1.1) produced at the

iteration k of the conjugate gradient method preconditioned with BTG satisfies

(2.3) ‖u− uk‖A ≤ 2

(√
κπ − 1
√
κπ + 1

)k
‖u− u0‖A ,

where

(2.4) κπ =
1

2− ω
sup

v/∈N (A)

vTπTMπv

vTAv
.

Moreover,

(2.5) dim(N (π)) = dim(N (A)) + rank(Ac) .

Proof. The inequality (2.3) with κπ defined as in (2.4) follows directly from the combi-
nation of Lemma 2.4, Theorem 3.4, and Theorems 3.5 in [25], together with the fact that for
X = M(2M −A)−1M there holds

vTXv

vTMv
=

vTM(2M −A)−1Mv

vTMv
≤ vTM(2M − ωM)−1Mv

vTMv
=

1

2− ω
.

The equality (2.5) is equivalent to equality (3.6) in [25], which is satisfied in the considered
setting.

Results similar to the above are typically used as a first step in the analyses of algebraic
multigrid methods for regular systems [9, 10, 17, 22]; see also [24] for a review. However,
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the above theorem is for singular compatible systems and differs from such results in that, in
addition to the rangeR(P ) of the prolongation, the null space of the projector π should also
contain the null spaceN (A) of the system matrixA as stated in condition (2.2). Condition (2.2)
actually ensures that the parameter κπ is not trivially infinite as the denominator in (2.4) can
only become zero when the numerator is also zero2. Now, the need to account for the null
space N (A) in condition (2.2) is of little importance in the case (common for multigrid
applications) where the dimension of N (A) is small, as the prolongation is then typically
designed to contain this null space in its range. However, for the problems considered here the
dimension of the null space N (A) as spanned by the discrete gradients is quite large, and the
range of the prolongation generally contains only part of this null space. In such a case, the
presence of N (A) in condition (2.2) is important.

The combination of the observations on the weighted Jacobi smoothers M = ω−1
J D from

Section 2.1 with the results from Theorem 2.1 implies that, if ω−1
J = λmax(D−1A), then

ω = 1 and

(2.6) κπ ≤ ω−1
J κ̃π ,

where

(2.7) κ̃π = sup
v/∈N (A)

vTπTDπv

vTAv

and the projector π is as in Theorem 2.1. As a result, the convergence rate of a two-level
multigrid method can be kept under control if the parameter κ̃π is bounded above; we therefore
consider this parameter in the remainder of this paper.

Let us briefly comment on the sharpness of the inequality (2.3). It corresponds to the
classical convergence bound for the conjugate gradient method for symmetric positive semi-
definite compatible systems if κπ is replaced by the effective condition number κeff defined
via (3.1) below. Such a bound is not sharp [30] if, as is the case of the considered applications,
the eigenvalues of the preconditioned matrix are clustered.

2.3. Main steps. We now highlight the main steps of our analysis. The key idea behind
these steps is to bound both the numerator and the denominator in the definition (2.7) of the
parameter κ̃π by a sum of nonnegative terms associated with the oriented faces of the grid.
Such a decomposition relies on the structure of the rangeR(A) of the system matrix for the
considered problems and is therefore a natural option for the denominator of (2.7). Regarding
the numerator, a similar decomposition can be obtained by properly choosing the projector
matrix π.

To better highlight the structure ofR(A), we briefly review the assembly procedure of
the system matrix A. We assume that the system matrix is assembled using the standard finite
element methodology, that is, there holds

(2.8) A =

n(e)∑
e=0

TeAeT
T
e ,

where Ae is the element matrix of the eth element, Te is the local-to-global index mapping
corresponding to this element, and n(e) is the number of elements. Unless stated otherwise,

2The condition v /∈ N (A) under the supremum in (2.4) does prevent the actual division by zero but does not
exclude the vectors v which are arbitrarily close toN (A). Therefore, if there is a vector v ∈ N (A) for which the
numerator in (2.4) is nonzero, the supremum in (2.4) is infinite.
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the edges on the boundary ΓD are eliminated from the system matrix since the corresponding
unknowns are then known; the corresponding indices are therefore not mapped by Te, where
e = 1, . . . , n(e).

For the considered boundary value problem (1.2) with β = 0, the element matrix for a
non-degenerate element e can be written [8] as

(2.9) Ae = CeMeC
T
e ,

where Ce = (c
(e)
fe

) is the transpose of the local discrete curl matrix for the considered element

and Me is an SPD matrix. In particular, each column c
(e)
fe

of the transpose of the local discrete
curl matrix is given by

(2.10) (c
(e)
fe

)i =


1

if the local edge i belongs to the boundary of the face fe
and follows its orientation,

−1
if the local edge i belongs to the boundary of the face fe
but has opposite orientation,

0 otherwise,

and is associated with a particular oriented face fe of the element, being nonzero only for
the edges belonging to this face. Note that the orientation of a face and of its boundary are
supposed compatible in the sense of Stokes’ theorem.

From (2.9) we deduce the contribution of the element e to the decomposition for the de-
nominator of (2.7). Indeed, since Me is SPD, there exist real numbers γ

(e)
fe

> 0,

fe = 1 . . . , n
(f)
e , where n(f)

e is the number of faces in the element e such that the matrix

Me − diag(γ
(e)
fe

)

is positive semi-definite. Then, the aforementioned contribution corresponds to

(2.11) vTe Aeve ≥
n(f)
e∑

fe=1

γ
(e)
fe

(vTe c
(e)
fe

)2 .

In particular, for the two-dimensional problems each element “coincides” with its only oriented
face, with hence n(f)

e = 1, whereas the value of γ(e)
fe

is then the inverse of the area of the face
multiplied by µ.

The combination of (2.8) and (2.11) yields the decomposition for the denominator of (2.7):

(2.12) vTAv ≥
∑
f

γf (vT cf )2 ,

where f is the global face index, which may correspond to the element indices fe of several
elements sharing this face, γf =

∑
e γ

(e)
fe

> 0 is the sum of the contributions of the elements

sharing the face f not included into ΓD, and cf = ±Tec(e)
fe

is the global curl vector associated
with the oriented face f , f = 1, . . . , n(f), with the±1 factor accounting for the match between
the orientations of the local face fe and the corresponding global face f . In particular, this
latter can be rewritten as

(cf )i =

 1 if edge i belongs to the boundary of face f and follows its orientation,
−1 if edge i belongs to the boundary of face f but has opposite orientation,

0 otherwise ,
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where, due to the chosen Te, only the edges and the faces not included into ΓD are considered.
Note in particular that the vectors cf , f = 1 . . . , n(f), span the range R(A) of the system
matrix.

The projector π is chosen so that the numerator of (2.7) is bounded above by a decomposi-
tion similar to the one in (2.12). This is achieved if for any vector v the entry (πv)i is zero for
every index i in some subset E0

π , whereas for every index i outside this subset it is given by

(2.13) (πv)i = vT
(∑

f

αi,fcf

)
,

with typically only a handful, say mi, of the αi,f being nonzero for a given index i. Note
that for π to be a projector it is enough to require that the ith entry of the vector

∑
f αi,fcf

is set to 1 whereas the other entries of this vector whose indices are outside E0
π are set to 0.

These requirements also ensure that the range of the projector is {v | (v)i = 0 for i ∈ E0
π}

and therefore that

(2.14) dim(N (π)) = |E0
π| ,

where |E0
π| is the number of elements in E0

π, that is, the number of entries set to zero by the
projector. If such a projector π exists3 and satisfies the requirements of Theorem 2.1, then for
D = diag(di) the numerator of (2.7) satisfies

vTπTDπv =
∑
i/∈E0π

di

vT
(∑

f

αi,fcf

)2

≤
∑
i/∈E0π

dimi

∑
f

α2
i,f

(
vT cf

)2
=
∑
f

α2
f

(
vT cf

)2
,

(2.15)

where α2
f =

∑
i/∈E0π

midiα
2
i,f and where we have used the inequality(

mi∑
k=1

xk

)2

≤ mi

mi∑
k=1

(xk)2

for some real xk, k = 1, . . . ,mi.
The last step amounts to combining the inequalities (2.15) and (2.12) together with (2.7)

and to replacing the quotient of two decompositions by the maximum of the quotients of the
terms corresponding to the same oriented face; that is, in all generality,

(2.16) κ̃π ≤ max
f

α2
f

γf
.

2.4. Toy problem. To make the above (and the following) discussion less abstract we
illustrate it with the following toy problem. It corresponds to the boundary value problem (1.2)
stated on a square domain Ω = [0, 1]2 with µ = 1, β = 0, with ΓD corresponding to the top
(y = 1) and right (x = 1) edges of the boundary ∂Ω, and with ΓN corresponding to the bottom
(y = 0) and left (x = 0) edges. The problem is further discretized on a Cartesian 4× 4 grid
(with hence h = 1/3) using the lowest order edge elements on a square mesh; the boundary
condition on ΓD is imposed by elimination. The corresponding domain, the associated grid,
the orientation, and the ordering of the edge unknowns are represented in Figure 2.1 (left).

3The projector π may not exist if for a given i /∈ E0
π there is no vector of the form

∑
f αi,fcf whose ith entry

is 1 and the other entries with indices outside E0
π are 0.
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ΓD

ΓD

10

13

16

11

ΓN

14

17

12

15

18

1 2 3
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ΓD
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4 5 6
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3
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3 4

FIG. 2.1. The domain Ω, the associated grid, the orientation and the ordering of the edges (and the correspond-
ing edge unknowns), and the ordering of the faces (circled numbers) for the toy problem (left), the ordering of the
nodes and the nodal aggregates (center), and the corresponding coarse grid (right). The bold edges on the central
figure are edges whose indices form the set E0

π .

Regarding the resulting linear system, the system matrix A is assembled as in (2.8) with
the element matrix for the 9 rectangular elements given by

Ae = γccT , c =
[
−1 1 1 −1

]T
,

where γ = 1/h2 is the inverse of the area of the element and where the local unknowns are
oriented as in Figure 2.1 (left) and ordered with vertical edges first: left one, then right one, and
horizontal edges last: bottom one, then top one. Since the unknowns on the ΓD boundary are
eliminated, the resulting system matrix is a 18× 18 matrix. This matrix satisfies for v = (vi)
the following variant of the decomposition4 (2.12):

vTAv =γ
∑
f

(vT cf )2

= γ
(

(−v1 + v2 + v10 − v13)2 + (−v2 + v3 + v11 − v14)2 + (−v3 + v12 − v15)2

+ (−v4 + v5 + v13 − v16)2 + (−v5 + v6 + v14 − v17)2 + (−v6 + v15 − v18)2

+(−v7 + v8 + v16)2 + (−v8 + v9 + v17)2 + (−v9 + v18)2
)
,

(2.17)

in which every term corresponds to a face, and the terms are ordered in the lexicographical
order of the faces; this order is further given in Figure 2.1 (left) with circled numbers. The
second equality above also specifies (up to a sign) the vectors cf , f = 1, . . . , 9, via (the
squares of) their scalar product with v; we fix the sign by assuming that the faces are oriented
towards the reader.

Regarding the decomposition (2.15), we postpone until the next section the discussion
on how to choose the projector π for a given Reitzinger-Schöberl prolongation matrix. We
note, however, that for our toy problem a valid choice that fits the description of the previous
section is given, via the product with a vector v, by

πv =
[
0 , 0 , 0 , 0 , vT c4 , 0 , 0 , vT c7 , v

T (c7 + c8) ,

vT c1 , vT c2 , v
T c3 , 0 , 0 , 0 , 0 , 0 , vT (c7 + c8 + c9)

]T
.

4The use of the equality (and not an inequality) at the first line of (2.17) is due to the fact that each element has
only one face.
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With D = diag(di) being the diagonal of the matrix A, the corresponding decomposition
(2.15) is given by (with the terms after the inequality sign ordered as in (2.17))

vTπTDπv = d5(vT c4)2 + d8(vT c7)2 + d9(vT (c7 + c8))2

+ d10(vT c1)2 + d11(vT c2)2 + d12(vT c3)2 + d18(vT (c7 + c8 + c9))2

≤ d10(vT c1)2 + d11(vT c2)2 + d12(vT c3)2 + d5(vT c4)2

+ (d8 + 2d9 + 3d18)(vT c7)2 + (2d9 + 3d18)(vT c8)2 + 3d18(vT c9)2 ,

where di = γ for the edges on ΓN , that is, for i = 1, 4, 7, 10, 11, 12, and di = 2γ for the
other edges. Hence, combining this latter inequality with (2.17) and bounding the result by a
maximum over the quotients corresponding to individual faces one gets

κ̃π = sup
v/∈N (A)

vTπTDπv

vTAv
≤ d8 + 2d9 + 3d18

γ
= 12 .

2.5. Reitzinger-Schöberl projector. The actual construction of the projector π depends
on the null space N (A) of the system matrix and on the prolongation matrix P of the
considered two-level multigrid method. The above analysis is applied here with a prolongation
matrix of Reitzinger-Schöberl type. Therefore, we first introduce a suitable basis for the
null space N (A), then present the Reitzinger-Schöberl prolongation scheme, then detail the
projector construction, and eventually explain why such a projector satisfies the requirements
of Theorem 2.1.

Regarding the null space N (A) of the system matrix A, it is spanned by the discrete
gradient vectors gi, i = 1 , . . . , n(n) , each of which is associated to a node of the discretization
grid and given by

(gi)j =

 1 if the edge j starts at node i ,
−1 if the edge j ends at node i ,

0 otherwise .

Note that, since the matrix A is symmetric, its range R(A) is orthogonal to its null space
N (A), and therefore cTf gi = 0 for all f = 1, . . . , n(f) and i = 1, . . . , n(n).

A Reitzinger-Schöberl prolongation matrix is determined in two steps. First, the auxiliary
nodal aggregates are chosen by grouping all the grid nodes outside ΓD into disjoint sets Ki,
i = 1, . . . , n

(n)
c , called here auxiliary nodal aggregates; each of these aggregates represents

a node on a coarse grid. A possible set of auxiliary nodal aggregates for the toy problem is
represented with shaded rectangles in Figure 2.1 (center). Here we further assume that the
part of the grid restricted to each auxiliary nodal aggregate is connected5; this assumption is
satisfied by all known nodal aggregation schemes. The setK0 gathers the grid nodes belonging
to ΓD.

Second, the actual (edge) aggregates are formed from the auxiliary nodal aggregates.
More precisely, each edge aggregate Mi, i = 1, . . . , nc, is associated to a couple of connected
auxiliary nodal aggregates, say Ki1 and Ki2 . On a coarse grid this means that the coarse edge
i has i1 as a starting coarse node and i2 as an ending coarse node. Further, the aggregate Mi

gathers the edges that connect Ki1 and Ki2 . That is, denoting by j = (j1, j2) the fine edge j

5Said otherwise, every two nodes belonging to an auxiliary nodal aggregate are connected with a path of edges
which also belongs to this aggregate.

http://etna.ricam.oeaw.ac.at
http://www.kent.edu
http://www.ricam.oeaw.ac.at


ETNA
Kent State University and

Johann Radon Institute (RICAM)

ALGEBRAIC ANALYSIS OF TWO-LEVEL MULTIGRID FOR EDGE ELEMENTS 397

whose starting point is j1 and whose ending point is j2, we have

M+
i = {j = (j1, j2) | j1 ∈ Ki1 , j2 ∈ Ki2} ,

M−i = {j = (j1, j2) | j1 ∈ Ki2 , j2 ∈ Ki1} ,
Mi = M+

i ∪M
−
i .

The edge aggregates for the edges not included in ΓD but such that one of the end nodes
is in ΓD (pending edges) are also defined as above but with either i1 = 0 or i2 = 0; such
aggregates correspond to pending coarse edges. As an example, for our toy problem the edge
aggregate that connects K1 to K2 is given by M1 = M+

1 = {11, 14}, whereas the one that
connects K0 to K2 corresponds to M2 = M−2 = {12, 15}; see Figure 2.1. For this problem
the other edge aggregates are M3 = {4, 5}, M4 = {6}, and M5 = {7, 8, 9, 18}.

Once the edge aggregates are formed, the Reitzinger-Schöberl prolongation matrix is
given by

(P )ij =


1 if i ∈M+

j ,

−1 if i ∈M−j ,

0 otherwise .

Note that although the prolongation depends on the relative orientation of every coarse edge
and the corresponding fine edges and although the coarse edge orientation can be chosen
arbitrarily, the actual two-level multigrid method does not depend on this latter choice6.

It is important to note that every edge belongs either to an edge aggregate or to an auxiliary
nodal aggregate. This is because in the considered setting every edge connects either two
different nodal aggregates or a nodal aggregate with the nodes in ΓD, and in both of these
cases it belongs to an edge aggregate or it connects two nodes of the same nodal aggregate
and therefore belongs to it.

As pointed out in Section 2.3, the projector π is determined by the set E0
π of edge indices

i for which (πv)i = 0 for every v, and the coefficients αi,f in (2.13) that define (πv)i for the
remaining indices. The index set E0

π is constructed here by picking one edge from every edge
aggregate (e.g., edge 14 for aggregate M1 = {11, 14} from our toy problem), and further, by
picking the edges associated to a spanning tree of every auxiliary nodal aggregate (e.g., edges
1, 2 and 13 for the auxiliary aggregate K1 from our toy problem). A possible set of edges
corresponding to E0

π for our toy problem is given by

E0
π = { 1 , 2 , 3 , 4 , 6 , 7 , 13 , 14 , 15 , 16 , 17} .

These edges are further represented in bold in Figure 2.1 (center).
This construction of E0

π ensures that for any edge outside E0
π there is at least one closed

local path that consists of this edge and the edges in E0
π . More precisely, for every edge outside

E0
π and that belongs to an auxiliary nodal aggregate, a closed path can be constructed that

consists of this edge and some edges in E0
π from the spanning tree of this auxiliary nodal

aggregate. For our toy problem edge 10 belongs to K1 and forms a closed path together with
edges 1, 2, and 13. Likewise, for every edge outside E0

π and that belongs to an edge aggregate
a closed path can be constructed that consists of this edge, the edge in E0

π that belongs to this
edge aggregate, and some edges in E0

π that belong to spanning trees of the auxiliary nodal

6More precisely, two prolongations P1 and P2 that differ only by the choice of the coarse edge orientation satisfy
P1 = P2O, where O = diag(oi), oi = ±1. Such prolongations lead to the same preconditioner BTG in (2.1)
provided that that the Galerkin formula is used for the coarse grid matrix.
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aggregates connected by this edge. For our toy problem edge 11 belongs to M1 and forms a
closed path together with edges 2, 3, and 14.

The coefficients αi,f in (2.13) that define (πv)i for the edge i outside E0
π are chosen

based on the closed local path associated to i. More precisely, we consider the set of faces
Fi that form a surface of which this closed path is the boundary. For instance, for our toy
problem edge 9 is associated with the closed path7 9→ (−7)→ 16→ 17 which represents
the boundary of the union of faces 7 and 8, and hence F9 = {7, 8}. The coefficients αi,f for
the faces f ∈ Fi are set to ±1, the sign depending on the relative orientation of the face and
the orientation of the surface as induced (in the sense of Stokes’ theorem) by the orientation of
the corresponding closed path; this latter orientation is chosen compatible with the orientation
of the edge i. The coefficients αi,f for the faces f outside Fi are set to 0. Hence, for the toy
problem the fact that F9 = {7, 8} implies, taking into account the orientation, that

(πv)9 = vT
(∑

f

α9,fcf

)
= vT (c8 + c9) = − v7 + v9 + v15 + v16 .

Note that by construction, the indices of the nonzero entries of the vector
∑
f αi,fcf

correspond to the edges of the closed path associated to i, and the values of the nonzero entries
are ±1 depending on the relative orientation of the corresponding edges and the closed path.
Since the edges of the closed path belong to {i} ∪ E0

π by construction, the corresponding π
is a projector. On the other hand, the fact that the path is local, typically entails that αi,f are
nonzero only for a handful of faces f . We note that the closed path can always be chosen so
that it crosses each grid node at most once since otherwise a smaller path can be extracted
from it that also contains a given edge and the edges from E0

π .
The following theorem confirms that the projector π, obtained as explained in the preced-

ing paragraphs, fits the requirements of Theorem 2.1.
THEOREM 2.2. Let A be a symmetric matrix arising from the discretization of the

boundary value problem (1.2) with β = 0, and let P be the prolongation of Reitzinger-
Schöberl type as introduced in this section. Then the projector π, constructed as described
earlier in this section, satisfies the requirements of Theorem 2.1.

Sketch of the proof. We need to show that the condition (2.2) of Theorem 2.1 is satisfied
or, alternatively, that N (A) ⊂ N (π), R(P ) ⊂ N (π) and the dimension of N (π) is given
by (2.5).

The condition N (A) ⊂ N (π) follows from (2.13), the fact that N (A) is spanned by the
discrete gradients gi, i = 1, . . . n(n), and the fact that gTi cf = 0, for all i = 1, . . . , n(n) ,
and all f = 1, . . . , n(f). Regarding the condition R(P ) ⊂ N (π), we note that the column
pj of P is nonzero only for edges belonging to a corresponding edge aggregate Mj , whereas∑
f αi,fcf is nonzero only on the closed local path that includes, by construction, zero or two

edges of Mj . The latter case arises if i ∈Mj\E0
π , and in this case

(πpj)i = pTj

(∑
f

αi,fcf

)
= 0 ,

since the only two nonzero contributions to the vector product of the middle term, corre-
sponding to the edge i and the only edge in Mj ∩ E0

π, cancel out; see Figure 3.1 (left) for an
illustration.

The dimension of N (π) according to (2.14) is given by the number |E0
π| of edge indices

set to zero by the projector, which corresponds to one edge per edge aggregate (nc edges in

7(−7) means here that the orientation of the edge 7 is opposite to the one of the path.
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i

∑
f αi,fcf

i
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1
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z

FIG. 3.1. Representation of the edges corresponding to typical nonzero entries of pj (left, upper) and of∑
f αi,fcf for an edge i belonging to an edge aggregate Mj (left, lower) as well as the aggregation pattern for

square 2× 2 (center) and cube 2× 2× 2 (left) auxiliary nodal aggregates on the Cartesian grid. The local face
indices are circled, whereas the edges whose indices belong to the considered subset E0

π are bold. For the left figure,
the edge orientation highlights the sign of the nonzero entries. The central and right figures depict a repetitive pattern,
and some redundant elements are present on both figures.

total), augmented by the number of edges in the spanning trees of all auxiliary node aggregates
(n(n) − n(n)

c edges in total since every node aggregate has a connected graph), that is,

dim(N (π)) = n(n) + nc − n(n)
c .

This corresponds to the condition (2.5) since dim(N (A)) = n(n) (or n(n) − 1 if ΓN = ∂Ω),
rank(Ac) = nc − dim(N (Ac)) and, for the Reitzinger-Schöberl prolongation,
dim(N (Ac)) = n

(n)
c (or n(n)

c − 1 if ΓN = ∂Ω).

3. Outcomes for structured grids. In this and the following section we present a few
outcomes of the just stated analysis. The considered problems include the discretizations
of the boundary value problem (1.2) with β = 0 in two and three dimensions on structured
Cartesian and (possibly) unstructured simplex grids. In particular, in this section we consider
the discretizations on structured Cartesian grids, including grids with square/cubic meshes,
as well as stretched meshes, problems with constant isotropic and anisotropic coefficients, as
well as coefficients with jumps. The outcomes are stated with respect to specific variants of
the Reitzinger-Schöberl two-level multigrid method.

To simplify the analysis, the discretizations on structured Cartesian grids are considered
here with the prolongation based on auxiliary nodal aggregates that have identical shape, are
tiled in a periodic fashion, and fill the whole discretization grid outside ΓD; see Figure 3.1
(center) and (right) for the possible aggregates patterns. This implies, in particular, that the
considered grids are such that the number of their nodes in one coordinate direction is divisible
(up to a boundary effect) by the number of nodes of the nodal aggregate in this direction.

The above simplification allows us to restrict the analysis to the neighborhood of one
nodal aggregate. Indeed, since both the grid structure and the nodal aggregates (coarse nodes)
are arranged periodically, the different contributions in the decompositions (2.12) and (2.15)
can be regrouped into local contributions which are identical (up to a translation) from one
aggregate (coarse node) to another. Of course, this approach does not explicitly account for
the contributions at the boundary; such contributions are ignored here since they do not bring
any additional insight, whereas at the same time they are not expected to significantly change
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the resulting estimate8. If required, the contributions at the boundary can be obtained similarly
to what is done for the toy problem.

The results of the analysis below are regularly complemented with numerical experiments.
In these experiments we report the effective condition number

(3.1) κeff = max
λ∈σ(BTGA)

λ
/

min
λ∈σ(BTGA)

λ6=0

λ ,

where σ(BTGA) is the set of all eigenvalues of BTGA. This condition number satisfies
κeff ≤ κπ and can be used in the same way as κπ in the estimate (2.3) which bounds the
convergence rate of a two-level multigrid method; see [25] for details. The parameter κeff is
computed here using the Matlab eigs routine.

The numerical results highlight, amongst others, the fact that κeff changes little when
going from the small values of β > 0 to β = 0 despite the fact that the eigenvalues associated
with the discrete gradients are excluded from the evaluation of κeff if β = 0. Since a Hiptmair
smoother [11] is considered for the numerical experiments, this actually means that the extra
smoothing iteration it performs in the case β > 0 on the system projected on the subspace of
the discrete gradients is efficient enough. To be a bit more specific, we note that the Hiptmair
smoother is used in the numerical experiments with Gauss-Seidel as a one-level iteration for
both the original and the projected system; since this smoother is not symmetric, to keep
the symmetry of the preconditioner, we used a forward sweep for the pre-smoothing and a
backward sweep for the post-smoothing; see [20] for details.

3.1. Isotropic case. Here we estimate the convergence parameter κ̃π for a two-level
multigrid method applied to the discretized isotropic boundary value problem (1.2) with
constant coefficients β = 0 and µ = 1. The discretization is performed on a Cartesian grid
with a square (in 2D) or a cube (in 3D) mesh of size h. The multigrid prolongation is of
Reitzinger-Schöberl type with square (in 2D) or cube (in 3D) auxiliary nodal aggregates tiled
periodically as shown in Figure 3.1 (center) and (right). The analysis is performed locally for
a typical aggregate not at the boundary.

Considering first the two-dimensional case, we note that the decomposition (2.12) for the
denominator of (2.7) holds as equality with γf = γ := 1/h2. In particular, here we consider
the local contribution corresponding to the faces locally numbered 1–4 in Figure 3.1 (center).
The local contribution can thus be written as

(3.2) (vTAv)|loc = γ

4∑
f=1

(vT cf )2 .

Regarding the decomposition (2.15) for the numerator of (2.7), the edges corresponding
to a possible choice of E0

π for the considered tiling of square auxiliary nodal aggregates are
represented in bold in Figure 3.1 (center). On the other hand, the edges outside E0

π are locally
numbered from 1 to 3 in the figure. The local contribution to the decomposition (2.15) is given
by

(vTπTDπv)|loc = d1(vT (c3 + c4))2 + d2(vT c2)2 + d3(vT c4)2

≤ 2d1(vT c3)2 + d2(vT c2)2 + (2d1 + d3)(vT c4)2 ,(3.3)

8Note that the local Fourier analysis technique used in [7] for the discrete boundary value problems (1.2)
also amounts to ignore the boundary conditions, and the resulting estimates still accurately reproduce the actual
convergence rate.
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TABLE 3.1
The parameter κeff and the associated upper bound (2.6) for the problem and the two-level multigrid methods

considered in Section 3.1 for different values of β and h in two and three dimensions.

2D
h−1 β = 0 β = 10−2 β = 1 Jac ω−1

J 6

101 4.26 4.26 4.14 4.90 24
201 4.33 4.32 4.26 4.91 24
401 4.35 4.34 4.31 4.91 24

3D
h−1 β = 0 β = 10−2 β = 1 Jac ω−1

J 72

11 2.25 2.25 2.20 3.91 216
21 3.15 3.15 3.08 4.52 216
41 3.73 3.73 3.65 4.79 216

where di = 2γ is the diagonal entry of A associated to the local edge i, i = 1, 2, 3. Therefore,
since the other groups of faces have the same type of contributions (possibly except at the
boundary), one ends up with

(3.4) κ̃π ≈ κ̃π|loc ≤
2d1 + d3

γ
= 6 .

Regarding the three-dimensional case, we consider the local contribution of the 24 faces
that play the same role as the local faces 1–4 in two-dimensions. These faces are depicted
in Figure 3.1 (right) along with some other faces (those belonging to the left, bottom, and
back surfaces of the represented region). The pattern of auxiliary nodal 2× 2× 2 aggregates
is depicted with shaded cubes on the figure, whereas the corresponding set E0

π of edges is
represented in bold. For this configuration one may similarly show (see [19] for more details)
that

κ̃π ≈ κ̃π|loc ≤ 72 .

We report in Table 3.1 the results for the two-level multigrid method in the considered
setting. More specifically, the problem is defined here on the unit square [0, 1]2 (in 2D)
or the unit cube [0, 1]3 (in 3D) with ΓD = ∂Ω. The reported quantities are the effective
condition number κeff for the two-level multigrid method with a symmetrized Gauss-Seidel
iteration (β = 0), symmetrized Hiptmair smoother based on a Gauss-Seidel iteration (β > 0),
symmetrized weighted Jacobi iteration for β = 0 (labeled Jac), as well as the upper bound (2.6)
combined with κ̃π ≤ 6 (2D) or κ̃π ≤ 72 (3D). For the Jacobi smoother, the considered
weighting is given by ω−1

J = 4 in 2D and ω−1
J = 3 in 3D; in both cases ω−1

J ≈ λmax(D−1A)
is satisfied.

Regarding the reported results, we note that the values of κeff for β = 0 and β > 0 are
almost identical and that these values decrease (slightly) with increasing β. We also note that
κeff seems to be bounded independently of the mesh size h for both the Gauss-Seidel and
the weighted Jacobi smoothers. Note that a weighted Jacobi iteration is considered here both
to show that κeff is similar for this smoother and for the Gauss-Seidel one, and because the
reported upper bound is for a two-level multigrid method based on a weighted Jacobi smoother.
Comparing this latter bound with the actual value of κeff for the Jacobi smoother, we also note
that the latter is significantly better.
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FIG. 3.2. The considered configuration of the square auxiliary nodal aggregates with respect to possible jumps
(left) and the considered pattern of line auxiliary nodal aggregates (right) on a Cartesian grid. The local face indices
are circled, whereas the edges whose indices correspond to the considered subset E0

π are bold.

3.2. Jumps. Here we consider the effect of jumps in the coefficient µ on the convergence
of the two-level multigrid of Reitzinger-Schöberl type. We restrict our analysis to two-
dimensional problems with piecewise constant coefficients discretized on a Cartesian grid of
mesh size h and assume that the jumps are located on the grid lines. We also assume that the
jumps are resolved well enough in that no two jumps lay on two parallel adjacent grid lines.
Regarding the prolongation, we consider the one based on the same tiling of square aggregates
as in the previous section. Here also, the analysis is made locally.

We further restrict our attention to the group of four faces depicted in Figure 3.2 (left),
with the hatched regions on the figure being the ones where the coefficient µ has a value
which is possibly different from the one for the four faces, which may further differ from the
region with one hatched pattern to the region with another. This situation is quite general
since, according to the assumptions made in the previous paragraph, there are at most two
discontinuity lines crossing at a node, such a node necessarily belongs to an auxiliary nodal
aggregate, and some other discontinuities may only be located at least two grid lines further.

For the configuration depicted in Figure 3.2 (left), the local contributions to the decom-
positions (2.12) and (2.15) are also given (up to a µ−1 factor, with µ associated to the region
of faces 1–4) by (3.2) and (3.3), respectively. This is because the edges along the jumps are
included into the set E0

π, and therefore all the contributions are proportional to the same µ−1

coefficient associated to the region of faces 1–4. As a result, the convergence estimate (3.4) for
the two-dimensional isotropic case also holds here. More generally, in the considered setting
for two-dimensional problems, the set E0

π can always be chosen to lay along the jumps, hereby
“hiding” their effect.

The impact of the jumps in the coefficient µ is further illustrated with the numerical
experiments reported in Table 3.2. The corresponding problems are defined on a unit square
(2D) or a unit cube (3D) with jumps located in 2D along the grid lines x = (1 + h)/2
and y = (1 + h)/2 and in 3D along the grid planes x = (1 + h)/2, y = (1 + h)/2, and
z = (1 + h)/2. The value of the coefficient µ−1 for the 2D problem changes by a factor
10±1 when crossing the line x = (1 + h)/2 and by a factor 10±2 when crossing the line
y = (1 + h)/2, the overall magnitude of µ varying from 1 to 10±3 through the domain; the
+ sign in the exponent corresponds to the results in the top part of the table, whereas the
− sign corresponds to the results in the bottom part (labeled reversed). Likewise, for the 3D
problem the value of the coefficient µ−1 changes by a factor 10±1 when crossing the plane
x = (1 + h)/2, by a factor 10±2 when crossing the plane y = (1 + h)/2, and by a factor
10±4 when crossing the plane z = (1 + h)/2; in absolute terms µ−1 varies from 1 to 10±7.

The main conclusion from the results in Table 3.2 is that the presence of jumps have little
impact on the convergence in both two and three dimensions despite the analysis was carried
out only in the former case. Moreover, the relative location of the aggregates with respect to
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TABLE 3.2
The parameter κeff for the problems and the two-level multigrid method considered in Section 3.2 for different

values of β and h in two and three dimensions.

2D 3D
h−1 β = 0 β = 10−2 β = 1 h−1 β = 0 β = 10−2 β = 1

101 4.51 4.51 4.47 11 2.28 2.28 2.24
201 4.59 4.59 4.56 21 3.48 3.47 3.40
401 4.60 4.60 4.59 41 4.01 4.01 3.94

2D (reversed) 3D (reversed)
h−1 β = 0 β = 10−2 β = 1 h−1 β = 0 β = 10−2 β = 1

101 4.23 4.23 4.12 11 2.35 2.35 2.31
201 4.31 4.31 4.25 21 3.03 3.03 2.98
401 4.33 4.33 4.31 41 3.66 3.66 3.59

the discontinuity is also of little importance as follows from the comparison of the results from
the top and bottom (reversed) parts of the table.

3.3. Anisotropic case. Here we consider the convergence of the Reitzinger-Schöberl
two-level multigrid method in the presence of anisotropy and/or stretched Cartesian grids. By
anisotropy we mean that the boundary value problem (1.2) with µ̃ = diag(µx , µy , µz) is
such that the coefficients µx, µy, and µz are possibly different, whereas a Cartesian grid of
mesh size hx × hy × hz is considered stretched if the mesh sizes hx, hy , and hz are possibly
different. In what follows we further assume that both the problem coefficients and the mesh
sizes are uniform over Ω and therefore do not vary from one node (or mesh) of the grid to
another.

In this setting, the system matrix A is assembled from the element matrix Ae correspond-
ing to a hx × hy × hz brick element. The element matrix is given by

Ae = CeMeC
T
e , Me =

γv
3

blockdiag(h2
xµ
−1
x M̃ , h2

yµ
−1
y M̃ , h2

zµ
−1
z M̃) ,

M̃ =

[
1 1/2

1/2 1

]
,

where γv = 1/(hxhyhz) is the inverse of the volume of the brick element and Ce = (c
(e)
fe

) is

a 12× 6 matrix whose columns c(e)
fe

, defined as in (2.10), are associated with the 6 faces of
the brick element with the faces orthogonal to the x axis being ordered first, those orthogonal
to the y axis being ordered next, and those orthogonal to the z axis being ordered last. Note
that the effects of the coefficient anisotropy and the grid stretching on the element matrix Ae
are equivalent, the overall impact depending on the difference in magnitude of h2

xµ
−1
x , h2

yµ
−1
y ,

and h2
zµ
−1
z .

The expression of the element contribution (2.11) follows from the above expression of
the element matrix Ae and the fact that the smallest eigenvalue of M̃ is 1/2. The contribution
is given by

vTe Aeve ≥
γv
6

h2
xµ
−1
x

2∑
fe=1

(vTe c
(e)
fe

)2 + h2
yµ
−1
y

4∑
fe=3

(vTe c
(e)
fe

)2 + h2
zµ
−1
z

6∑
fe=5

(vTe c
(e)
fe

)2

 .

The decomposition (2.12) mainly differs from the above element’s variant in that each face f
not at the boundary ∂Ω corresponds to the local faces fe of two different adjacent elements.
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Therefore, for the aggregates not at the boundary, the local contribution to the decomposition
(2.12) is given by

(vTAv)|loc ≥
γv
3

h2
xµ
−1
x

∑
f∈Fx

(vT cf )2 + h2
yµ
−1
y

∑
f∈Fy

(vT cf )2 + h2
zµ
−1
z

∑
f∈Fz

(vT cf )2

 ,

(3.5)

where Fx, Fy, and Fz are the index sets of the local faces orthogonal to the x, y, and z axis,
respectively.

Let us now specify a suitable two-level multigrid method. Assuming in what follows
that h2

xµ
−1
x ≤ h2

yµ
−1
y ≤ h2

zµ
−1
z , the considered two-level method is based on the Reitzinger-

Schöberl prolongation with auxiliary nodal aggregates aligned in the direction of the x axis;
see Figure 3.2 (right). For non-stretched Cartesian grids (with hx = hy = hz) this corresponds
to the direction of the weakest coefficient µ−1

x . For simplicity, we pick a nodal aggregate of
length 4; the derivation of the results for aggregates of different length follows the same lines.

For the considered nodal aggregates the possible set of edges whose indices are in E0
π is

marked in bold in Figure 3.2 (right) in the neighborhood of one line aggregate. As of the indices
outside E0

π , they correspond to the edges numbered 1–6 in the figure. The corresponding local
contribution to the decomposition (2.15) is given by(

vTπTDπv
)
|loc = d1(vT (c1 + c2))2 + d2(vT c2)2 + d3(vT c3)2

+ d4(vT (c4 + c5))2 + d5(vT c5)2 + d6(vT c6)2 ,

where the vectors cf , f = 1, . . . , 6, correspond to the six local faces in the figure (circled
numbers), whereas d1 = d2 = d3 = dy and d4 = d5 = d6 = dz are the diagonal entries of
the system matrix for edges along the y and z axis, respectively, with dy and dz given by

dy = 4/3 γv(h
2
xµ
−1
x + h2

zµ
−1
z ) , dz = 4/3 γv(h

2
xµ
−1
x + h2

yµ
−1
y ) .

Noting that the local faces 1–3 belong to Fz , whereas the faces 4–6 belong to Fy , one has(
vTπTDπv

)
|loc ≤ 3dz

∑
f∈Fy

(vT cf )2 + 3dy
∑
f∈Fz

(vT cf )2 ,(3.6)

where the factor 3 is determined by the aggregate length; for an aggregate of length ` it is
given by c(`)(c(`) + 1)/2 with c(`) = d(` − 1)/2e being the maximal number of times a
local face f is enclosed by a path associated to an edge outside E0

π; here c(`) = c(4) = 2.
Combining the local contributions (3.5) and (3.6) one has

κ̃π ≈ κ̃π|loc ≤
9

γv
max

(
dz

h2
yµ
−1
y

,
dy

h2
zµ
−1
z

)
≤ 24 ,

where the latter inequality stems from

dy ≤ 8/3 γvh
2
zµ
−1
z , dz ≤ 8/3 γvh

2
yµ
−1
y ,

which itself comes from the assumption h2
xµ
−1
x ≤ h2

yµ
−1
y ≤ h2

zµ
−1
z made earlier.

We report in Table 3.3 the numerical experiments with the considered Reitzinger-Schöberl
two-level multigrid based on line nodal aggregates of length 4 aligned along the x axis; this
method is here applied to the boundary value problem (1.2) defined on a unit cube [0, 1]3
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TABLE 3.3
The parameter κeff for the problems and the two-level multigrid method considered in Section 3.3 for different

values of β and h in three dimensions.

3D (weak) 3D (strong)
h−1 β = 0 β = 10−2 β = 1 β = 0 β = 10−2 β = 1

9 3.32 3.32 3.32 8.55 8.55 8.07
17 4.26 4.26 4.26 28.7 28.7 26.7
33 4.82 4.82 4.82 98.0 97.9 90.8

with ΓD = ∂Ω and discretized on a Cartesian grid of mesh size hx = hy = hz = h, with
h = 1/(4p+ 1) for some integer p. The problem coefficients are µ−1

x = 1, µ−1
y = 10±2, and

µ−1
z = 10±4; the + sign in the exponent corresponds to the results in the left part of the table

(labeled weak since then µ−1
x < µ−1

y < µ−1
z ), whereas the − sign corresponds to the results

in the right part (labeled strong). Note that in the first case the aggregates are aligned in the
direction of the weakest coefficient, whereas they are aligned with the strongest coefficient
in the second case, hence the labeling. Now, the results reported in the table do not only
corroborate the above analysis in that the two-level convergence seems indeed bounded if the
nodal aggregates are aligned in the direction of the weakest coefficient but further indicate
that if the aggregates are not aligned in the direction of the weakest coefficient, then the
convergence may deteriorate.

4. Outcomes for unstructured grids. Here we analyze the convergence of a Reitzin-
ger-Schöberl two-level multigrid method for the boundary value problem (1.2) discretized
on an unstructured simplex grid. The boundary value problem is considered here in two and
three dimensions with β = 0, µ = 1, and with ΓN = ∂Ω; the assumption on the boundary
condition is only made to keep the discussion simple.

The main convergence result is stated in Theorem 4.7 below. The theorem shows that in
the considered setting the convergence parameter κ̃π associated with any two-level method
of Reitzinger-Schöberl type can be bounded independently of the mesh size. The main
assumptions are the admissibility and the uniformity of the discretization grid and the bounded
size of the auxiliary nodal aggregates. An additional technical assumption is on the topology
of the discretization grid.

Let us now clarify some of the just used terms. A simplex grid is admissible if any two
simplexes are either disjoint or have in common a mesh node, a mesh edge, or (in 3D) a mesh
face. The grid of mesh size h is τ -uniform if every simplex of the grid is contained in a disk
(in 2D) or a ball (in 3D) of radius h and contains a disk (in 2D) or a ball (in 3D) of radius τh.

To prove Theorem 4.7 we use the three following lemmas. The proof of the first lemma
can be found in Appendix A of [19]. It follows from (2.9) and the fact that in two dimensions
Me is a scalar given by the inverse of the area of the element, whereas in three dimensions the
4× 4 matrix Me is a Raviart-Thomas mass matrix of the element e whose conditioning can be
related to the regularity parameter τ .

LEMMA 4.1 ([19]). The element matrix Ae corresponding to the boundary value prob-
lem (1.2) in two (d = 2) or three (d = 3) dimensions with β = 0, µ = 1, and for a simplex
element e of a τ -uniform grid of mesh size h satisfies

(4.1) cm(τ)hd−4

n(f)
e∑

fe=1

(vTe c
(e)
fe

)2 ≤ vTe Aeve ≤ cM (τ)hd−4

n(f)
e∑

fe=1

(vTe c
(e)
fe

)2

for some positive cm(τ), cM (τ), and with n(f)
e = 1 if d = 2, and n(f)

e = 4 if d = 3.
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The second lemma gives an upper bound on the number of faces sharing an edge in a
three-dimensional τ -uniform grid.

LEMMA 4.2. The number of faces sharing an edge in a three-dimensional admissible
τ -uniform grid is at most 2πτ−1.

Proof. It is enough to show that for a three-dimensional τ -uniform grid the angle between
two faces of a simplex that share an edge is at least τ . To see this, one can orthogonally
project the simplex on a plane perpendicular to this edge. The projected simplex is a triangle,
and the angle between the faces is also one of the angles of the triangle. Moreover, due to
the projection, the resulting triangle has a diameter not greater than that of the simplex. On
the other hand, the projection of any ball contained in the simplex is a disk contained in the
triangle. The result then follows from the observation that for a triangle with a diameter at
most 2h and with a radius of the inscribed disk at least τh, any angle of the triangle is at
least τ .

The third lemma gives an upper bound for the magnitude of the diagonal entries of the
system matrix.

LEMMA 4.3. Let di be a diagonal entry of a matrix A arising from the discretization of
the boundary value problem (1.2) in two (d = 2) and three (d = 3) dimensions with β = 0,
µ = 1, and ΓN = ∂Ω on a τ -uniform admissible simplex grid. Then

(4.2) di ≤ cM (τ)hd−4 (d− 1) 2πτ−1 .

Proof. Let ei be the ith canonical basis vector. Using equations (2.8), cf = ±Tec(e)
fe

with
fe being the element face index corresponding to the global face index f , and (4.1), one has

di =

n(e)∑
e=0

eTi TeAeT
T
e ei ≤ cM (τ)hd−4

n(e)∑
e=0

n(f)
e∑

fe=1

(eTi Tec
(e)
fe

)2

= cM (τ)hd−4
n(e)∑
e=0

n(f)
e∑

fe=1

(eTi cf )2 ≤ cM (τ)hd−4 (d− 1)

n(f)∑
f=1

(eTi cf )2 ,

where the last inequality comes from the fact that each global face f corresponds to at most
d − 1 element faces fe. The sum in the last term of the above inequality represents the
number of faces sharing a given edge i; it is bounded by 2 in two dimensions and, according
to Lemma 4.2, by 2πτ−1 in three dimensions. Since πτ−1 > τ−1 > 1, combining the above
yields the desired result.

Let us now state the aforementioned technical assumption.
ASSUMPTION 4.4. The considered discretization grid is such that any closed path of at

most ` edges represents the boundary of a surface formed by a union of at most ca(`) faces.
Note that the above assumption is not unrealistic as is highlighted with the following

lemma. In this lemma, a two-dimensional grid is said to be without holes if any closed path of
edges enclose a surface of faces of which the path is the boundary; that is, there is no extra
boundary due to “holes” in the grid.

LEMMA 4.5. Assumption 4.4 holds
(a) with ca(`) = `2/(πτ)2 for any two-dimensional τ -uniform grid without holes of

mesh size h;
(b) with ca(`) = 4 · k(`+ 1)3 for any three-dimensional grid topologically equivalent to

a structured simplex grid obtained by subdividing every cube into k simplexes in a
standard way, with hence k = 5, 6.
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f −→ f −→ f

FIG. 4.1. Appending faces of the grid to a given face f ; the possible first two steps.

Sketch of the proof. We prove (a) by noting that a closed path of ` edges has a length
at most 2h`, hence it “encloses” an area of at most (h`)2π−1 and therefore has at most
ca(`) = (h`)2π−1/(τ2h2π) = `2/(πτ)2 grid triangles. Since the grid is without holes, such
triangles form a surface of which the path is a boundary.

Regarding (b), we note that the proof can be limited to a three-dimensional structured
simplex grid itself excluding the topologically equivalent grids since Assumption 4.4 only
involves the grid topology. For such a grid any closed path of ` edges can always be included
in a cube whose edges are parallel to the grid lines and are of length at most h`, where h is the
mesh size. Moreover, for a standard subdivision, there is always a surface formed of faces for
which the closed path is the boundary and which is also included in the same cube. Assuming
that the structured grid is obtained by subdividing every mesh cube into k simplexes, a cube of
edge length h` contains at most k(`+ 1)3 elements and therefore at most ca(`) = 4 ·k(`+ 1)3

faces.
The following lemma is also useful for the proof of our main result.
LEMMA 4.6. In an admissible τ -uniform grid in two or three dimensions, the number of

different surfaces that can be formed starting from a given face and using at most s faces is
bounded above by

cb(τ, s) =

s∑
k=1

k∏
j=1

(2j + 1) 2πτ−1 .

Proof. We determine the latter number by counting all possible surfaces; this is further
illustrated in Figure 4.1.

Since by Lemma 4.2 every edge can be shared by at most 2πτ−1 > 2 faces of the grid
(including the case of two dimensions), and every face has 3 edges, we can append to the face
f at most 3 · 2πτ−1 different faces of the grid, and to every such construct having 5 edges (one
edge is common), we can append at most 5 · 2πτ−1 other faces of the grid (see Figure 4.1),
and so on until s faces are reached; the overall number of possible surfaces is at most

3 · 2πτ−1 + 3 · 5 · (2πτ−1)2 + . . .+

s∏
j=1

(2j + 1) 2πτ−1 = cb(τ, s) .

We now prove the main convergence result.
THEOREM 4.7. Let A be a matrix arising from the discretization of the boundary value

problem (1.2) in two (d = 2) and three (d = 3) dimensions with β = 0, µ = 1, and ΓN = ∂Ω
on a τ -uniform admissible simplex grid satisfying Assumption 4.4, and set D = diag(A). Let
π be the projector constructed as in Section 2.5 based on auxiliary nodal aggregates of size at
most k. Then the convergence parameter κ̃π defined in (2.7) satisfies

κ̃π ≤ C(τ, k, ca(2k)) ,

where C(τ, k, ca(2k)) is defined in (4.7).
Proof. The starting point of the proof is the inequality (2.16), which computes the

maximum over all the faces f of the grid of the quotients of the quantities α2
f and γf defined in
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Section 2.3. The proof proceeds by bounding above α2
f and bounding below γf as a function

of τ , k, ca(2k), and h. Besides, the considered assumptions enable the use of Lemmas 4.1,
4.2, 4.3, and 4.6.

Considering first the value of γf , we note by comparing (2.11) and (4.1) that here one can
choose γ(e)

fe
= cm(τ)hd−4. Then

(4.3) γf =
∑
e

γ
(e)
fe
≥ cm(τ)hd−4 ,

as there is at least one element e whose local face fe corresponds to the global face f .
Regarding the value of α2

f , it satisfies (see Section 2.3)

(4.4) α2
f =

∑
i/∈E0π

midiα
2
i,f ≤ max

i/∈E0π
(midi)

∑
i/∈E0π

α2
i,f ,

where the meaning of (and a bound for) mi, di, and
∑
i/∈E0π

α2
i,f is now discussed.

First, di is the ith diagonal entry of A and is bounded above with the inequality (4.2) from
Lemma 4.3. Next, since π is constructed as in Section 2.5, mi is the number of faces in Fi, that
is, a number of faces that form a surface for which the boundary is given by the closed path
corresponding to the ith edge, i /∈ E0

π . Since the considered auxiliary nodal aggregates have at
most k nodes, any closed path involves the nodes of at most two connected nodal aggregates
and any node appears at most once in this closed path, the number of edges composing this
closed path is at most 2k. Then, according to Assumption 4.4, it holds that

(4.5) mi ≤ ca(2k) .

As of the sum
∑
i/∈E0π

α2
i,f , assuming again that π is constructed as in Section 2.5, it is given

by |{i /∈ E0
π|f ∈ Fi}|, that is, the number of edges i outside E0

π whose associated closed
path is the boundary of the surface of mesh faces Fi one of which is f . Note that, as already
mentioned, each set Fi has at most ca(2k) faces. Moreover, two surfaces corresponding to Fi
and Fj are necessarily different since the only edges outside E0

π that form their boundary are i
and j, respectively. Hence, it follows from Lemma 4.6 that

(4.6)
∑
i/∈E0π

α2
i,f ≤ cb(τ, ca(2k)) .

Using the bounds (4.2), (4.5) and (4.6) in (4.4) gives the upper bound for the value of α2
f

which, together with (4.3) and (2.16), gives the convergence estimate

(4.7) κ̃π ≤ cM (τ)cm(τ)−1 (d− 1) 2πτ−1ca(2k)cb(τ, ca(2k)) =: C(τ, k, ca(2k)) .

The h-independent convergence of a two-level method is further illustrated with the
numerical experiments reported in Table 4.1. The problem considered is defined on a unit
square or a unit cube and discretized on an unstructured grid. The two-level method of Reit-
zinger-Schöberl is based on auxiliary nodal aggregates containing at most 8 nodes; see [20]
for further details.

The analysis above highlights the importance of a uniform grid or at least of a grid
formed with shape-regular simplexes. This is further illustrated with the numerical results
reported in Table 4.2 for β = 0.01, where we use the two-dimensional setting of the previous
numerical experiment except for the discretization grid, which is now structured but partially
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TABLE 4.1
The parameter κeff for the problems and the two-level multigrid method considered in Section 4 for different

values of β and h in two and three dimensions.

2D 3D
h−1

max β = 0 β = 10−2 β = 1 h−1 β = 0 β = 10−2 β = 1

100 8.73 8.73 8.69 10 5.91 5.91 5.79
200 8.84 8.84 8.82 20 6.02 6.02 5.92
400 9.00 9.00 8.99 40 6.18 6.18 6.11

h hr h . . .

h

rh

h

...

FIG. 4.2. Structured and partially stretched discretization grid as considered in Section 4.

TABLE 4.2
The parameter κeff for the problem discretized on a partially stretched grid and the two-level multigrid method

as considered in Section 4; the experiments correspond to β = 0.01.

nx n (×104) r = 1 r = 10 r = 100

100 3.0 9.53 18.0 153
200 11.9 9.57 18.0 153
400 47.8 9.57 18.0 153

stretched, as shown in Figure 4.2. More precisely, the mesh size in the x direction is h for
the first layer of triangles along y, then rh for the second, then h for the third, rh for the
forth, and so on, the same applying also for the mesh sizes in the y direction. The size of the
problem is now reported via the number nx of grid nodes in every coordinate direction, with
n = (nx − 1)2 + 2nx(nx − 1). Note that, although the application of the approach from [20]
yields slightly different nodal aggregates for different values of r, using the same aggregates
as for r = 1 in all cases yields the same results.

In such a setting, roughly half of the triangles are badly shaped if r differs significantly
from 1. The results in Table 4.2 show that the condition number increases significantly with r,
and therefore the convergence indeed deteriorates in the presence of badly shaped simplexes.

5. Conclusions. We have presented an algebraic analysis of two-level multigrid methods
for the solution of linear systems arising from the discretization of the boundary value prob-
lem (1.2) with the lowest order edge element method. The analysis is restricted to the case
where β = 0, and the resulting linear systems are then singular. The system singularity allows
us to simplify the Hiptmair smoother, and therefore makes the analysis possible. We further
exploit the knowledge of the range and the null space of the resulting singular system in the
design of the projector π which enters the two-level convergence estimate. For the two-level
multigrid methods of Reitzinger-Schöberl type, we further explain how to build a possible
projector π systematically, based on the auxiliary nodal aggregates. As of the solution of the
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boundary value problem (1.2) with β > 0, the numerical experiments confirm that for small
values of β > 0 the convergence properties of the Reitzinger-Schöberl two-level multigrid are
essentially the same as for β = 0.

Regarding the outcomes of the analysis, we show that in a number of situations the
variants of the Reitzinger-Schöberl two-level method have an h-independent convergence.
Moreover, for some variants the convergence is independent of the jumps or anisotropy in the
problem coefficients, and of the uniform stretch in the grid. On the other hand, the convergence
may deteriorate in the presence of simplex elements with low shape regularity.
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