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We consider a network of globally coupled phase oscillators. The interaction between any two of 
them is derived from a simple model of weakly coupled biological neurons and is a periodic function 
of the phase difference with two Fourier components. The collective dynamics of this network is 
studied with emphasis on the existence and the stability of clustering states. Depending on a control 
parameter, three typical types of dynamics can be observed at large time: a fully synchronized 
state of the network (one-cluster state) , a totally incoherent state, and a pair of two-cluster states
connected by heteroclinic orbits. This last regime is particularly sensitive to noise. Indeed, adding 
a small noise gives rise, in large networks, to a slow periodic oscillation between the two two-cluster 
states. The frequency of this oscillation is proportional to the logarithm of the noise intensity. These 
switching states should occur frequently in networks of globally coupled oscillators. 

PACS number(s) : 05.45.+b, 05.90.+m, 87.10.+e

I. INTRODUCTION 

The dynamics of coupled nonlinear oscillators can be 
described in the limit of weak interaction by phase mod
els. For a free oscillator a single phase variable that 
indicates its position on the limit cycle can be natu
rally defined. When interactions between oscillators are 
switched on, this phase description is a priori no longer
sufficient, as amplitude effects alter, or even destroy, the 
limit cycles. However, if the coupling is weak enough, 
such effects can be neglected, and the original coupled 
system can be replaced by phase oscillators coupled by 
an effective interaction [l]. The situation where the os
cillations of the single units emerge through a normal 
Hopf bifurcation has been widely studied. In this case, 
the effective phase interaction reduces to a single Fourier 
mode. Obviously, this does not exhaust all the richness 
of phase models. In the context of neural modeling, for 
instance, more complicated interactions must be consid
ered [2,3]. In [3] we showed that phase interactions with 
several Fourier modes were needed to account for synap
tic couplings [4] between Hodgkin-Huxley (HH) neurons 
[5], with nontrivial consequences on the dynamics of a 
pair of coupled neurons. 

\Ve study here the phase dynamics of a large network 
for an interaction with two Fourier modes inspired by [3]. 
This interaction depends on a parameter a that controls 
the competition between an attractive contribution and 
a repulsive contribution. Depending on a, we find that 
besides the fully synchronized state in which all the os
cillators are phase locked with zero phase shift and the 
totally incoherent state (these states can also be found for
a single mode phase interaction) , the network can reach
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less trivial states at large time. The first type consists 
of stable n-cluster states (n > 1) [6-10] where the net
work spontaneously breaks into n macroscopic subgroups 
inside which the oscillators are locked in phase. A sec
ond type consists of pairs of unstable two-cluster states 
connected by heteroclinic orbits. 

In a large range of the parameter a, random initial 
conditions lead at large time to states of the network be
longing to this second class. Adding a small noise has 
a remarkable consequence: a slow collective dynamics 
emerges and the system switches back and forth between 
the two connected two-cluster states. In large networks, 
this switching is periodic with a period depending log
arithmically on the intensity of the noise. This phe
nomenon is similar to the effects reported in the con
text of Gauss-Lotka-Volterra species dynamics [11] and 
rotating-convection experiments [12-14]. 

II. THE MODEL 

We consider a network of N globally coupled identical 
phase oscillators evolving in time according to 

The phase of oscillator i (i = 1, ... , N) is </Ji, 0 � </Ji < 
21f. In the absence of coupling, each unit is moving
around its limit cycle at frequency w. The function r 
characterizes the interaction between the oscillators and 
the coupling constant g is positive. The uncorrelated
noise "7i ( t) is local and Gaussian with variance a2• One
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can assume that g = 1 without loss of generality provided
that a, w and the time are properly rescaled. 

In the following we consider a simple model defined by 

r(x) = -sin(x + o:) + r sin(2x), (2) 

where o: takes values in [-7r,7r] and 1/2 > r > 0. It
should be noted that, except for o: = 0, the dynamics 
of the network described by (1) and (2) does not derive 
from an energy function. It should also be remarked that 
the dynamical equations display the obvious symmetry: 
o: -r -o:, </>i -r -</>i (for all i = 1, .. .,N). Hence we may 
restrict our attention to 0 :::; o: :::; 7r. For o: < 7r /2, the
first term in r corresponds to a "ferromagnetic" interac
tion that tends to lock two coupled oscillators in phase. 
On the other hand, the second term favors out-of-phase
locking. The parameter o: controls the competition �e
tween these two terms. Denoting by Ll the phase shift 
between the two oscillators, one easily shows that for 
o: < ac = arccos(2r) the only stable state corresponds to
in-phase locking. At o: = O:c it loses its stability and a 
bifurcation to an out-of-phase locking [with Ll =/= 0 and 
satisfying r(Ll) = r(-Ll)] occurs. One expects that such 
a competition between the attractive part and the re
pulsive part of the interaction will give rise to nontrivial
patterns of synchronization in large networks. The effec;s
reported in this paper exist for all values of r ( 0 < r < 2) 
and do not depend qualitatively on its precise numerical 
value. To be more specific, numerical results will be given 
for r = 1/4 (o:c = 7r/3), which corresponds to a trunca
tion of the phase interaction we have calculated for HH 
neurons [3] , keeping two modes in the Fourier expansion.

All the numerical results presented below were ob
tained by integrating Eqs. (1) and (2) with N = 100 using
an order-four Runge-Kutta integration scheme. Finite 
size effects have been investigated by comparing results 
with N = 100 and N = 400. The coupling was fixed at 
g = 1 and the free frequency was w = 5. The state of
the network was studied as a function of both the control 
parameter o: and the intensity of the noise. Initial con
ditions were chosen randomly, with uniform distribution 
between O and 271". The indices of the neurons were rear
ranged so that at time t = 0, </>i(O) < </>i(O) for i < �- T�e
time step was set at dt = 0.01 after carefully checkmg its 
influence on the simulations. 

III. DETERMINISTIC DYNAMICS 

OF THE NETWORK 

A. The network dynamics at large time 

In this section we investigate the noiseless case consid
ering first the dynamical states reached by the net"'.ork
at large time for random initial conditions and various 
values of o:. 

For 7r /2 :::; a :::; 7r the system converges to an incoherent
state, i.e, the distribution function of the phases at any 
time is P(</>, t) = 21.r up to finite-size fluctuations. As a
consequence, the interaction term is of order 0(1/VfV) 
for all the oscillators and they are rotating independently 

at constant frequency w. This is in perfect agreement 
with the stability analysis of the incoherent state for a 
system described by (1) and (2). 

For 0 < o: :::; 7r /3 the typical result that we obtain
is displayed in Fig. 1, where the successive times at 
which the oscillators cross 271" are shown. The oscilla
tors move periodically with constant frequency 01 and
are all locked in phase. The dependence of 01 on o: was
found to agree with the analytic expression given in the 
Appendix. The transition at 7r /3 corresponds to the limit 
of stability of this one-cluster state. 

For 7r /3 < o: < 7r /2 the situation is different. Numer
ical integration of Eqs. (1) and (2) indicates that start
ing from random initial conditions, the system eventu
ally converges to a state constituted of two macroscopic 
groups of oscillators, the masses of which are in general 
different. In each group of this two-cluster state, the os
cillators are locked in phase and rotate at constant fre
quency 02• The fraction of oscillators in the group in
advance will be denoted by p and the dephasing, con
stant in time, between this group and the other group 
will be denoted by Ll. Note that by convention Ll is pos
itive. An example of a two-cluster state is displayed in 
Fig. 2 for o: = 1.25. In the following, the two-cluster 
state with m = Np and dephasing Ll will be denoted by
(p, Ll). 

. . . 
Many such two-cluster states exist (see Appendix), dif-

fering by the fraction of oscillators in each of the groups 
and by the dephasing between the two groups. We have 
investigated the possible selection of a particular pattern 
in the large-N limit. This was done by integrating (1) 
and (2) with 100 initial conditions to evaluate the dis
tribution of p and Ll in the final state. Two values of o: 
have been studied: o: = 1.25 and a = 1.1. For o: = 1.25,

100 �---------------.,....------, 

98 

96 -·--·-··-----

94 

92 

FIG. 1. Times at which the phase of each oscillator crosses 
211". The time unit corresponds to 7 ms for a system of HH

neurons with an injected current of 50 µA/cm2 and coupled 
with a synaptic interaction of 1 mS/cm2• (See [3] for the 
other parameters of the model.) The abscissa corresponds to 
the labeling of the oscillators, after appropriate ordering of 
the initial condition (see Sec. II). Same conventions are used 
in the following figures. 
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FIG. 2. Times at which the phase of each oscillator crosses
271", for a= 1.25 and u = 0. 

the histogram of p for N = 100 has an average p* = 0.59 
and a width v = 0.09 for N = 100. For N = 400 the
corresponding numbers are p* = 0.58 and v = 0.04. This 
indicates that the system selects two-cluster states with 
a particular fraction p ':::::' 0.59 up to finite-size effects. 
Corresponding to this value of p, Eq. (13) predicts three 
possible values of L'.l: L'.l1 = 2.7, L'.l2 = 1.14, and L'.l3 = 0.7. 
However, the histogram of Ll obtained in our simulations 
(for N = 400) is monomodal around an average value of
Ll* = 1.15 and it has a variance 0.2. This suggests that 
the state (p = 0.59, Ll = 1.14) is selected by the dynamics
at large time and large N. 

For a = 1.1, which is closer to the transition than 
a = 1.25, finite-size effects were stronger. For N = 400 
the histogram for p has an average value of p* = 0.66 and
the variance was v = 0.08. Moreover, the distribution of 
Ll was very broad (variance of 0.4) and we were unable 
to conclude about the selection of a particular state in 
the vicinity of the transition. 

In this range of a, we have also found that the net
work can also converge to cluster states with more than 
two clusters (in particular stable three-cluster states in 
which the network is broken into three subpopulations) 
[15]. However, these configurations have very small basin 
of attractions in comparison to the two-cluster states, and 
to be observed the initial conditions have to be tuned to 
the vicinity of these configurations. Similarly, choosing 
initial conditions near a two-cluster state with p =I- p* 
(but with similar stability properties, see Appendix), it 
is found that the system converges to a state with such 
value of p. It is nevertheless interesting to find a great 
variety of attractors in spite of the high degree of symme
try of the global coupling. Similar phenomena have been 
previously found in other networks of globally coupled 
units [6-10]. 

The existence and stability analysis of the various clus
ter states can be easily performed. Results of this anal
ysis are given in the Appendix. Applying these results 
to the states found in our simulations, one finds that 
the two-cluster states to which the system "converges" 

at large time are always linearly unstable. This is an a 
priori paradoxical situation that is clarified in the next 
two sections. 

B. The heteroclinic connection 

In this section we show numerically that two-cluster 
states are paired by heteroclinic orbits. More precisely, 
we show that the state (p, Ll) is connected to a state (1 -
p, L'.l') , where p (respectively, 1 -p) and Ll (respectively, 
L'.l') satisfy Eq. (13). 

For the sake of concreteness let us consider the case 
a = 1.25 and the two-cluster state (p*, Ll*) defined in the
preceding section. (Similar arguments can be repeated 
for other observed two-cluster states and for other values 
of a without qualitative changes.) 

In order to show that a heteroclinic structure con
nects the state (p*, Ll*) to another two-cluster state 
(1 -p*, L'.l:), we consider trajectories that start at t = O, 
from a point in the vicinity of the state (p*, Ll*) and 
that lies on its unstable manifold Mu(P*' L'.l*). Numeri
cally integrating the equations of motion one finds that 
the network converges without oscillating to the state 
(1 -p*, L'.l:) where L'.l: = 0.70. Note that this value sat
isfies Eq. (13). The time of convergence is found to 
depend logarithmically on the amplitude of the initial 
deviation. This fact shows that trajectories connect the 
state (p*, Ll*) to the state ( 1-p*, L'.l:). These trajectories 
belong to both the unstable manifold of (p*, Ll*) and to 
the stable manifold (1 -p*, L'.l:) . By symmetry, similar 
trajectories from (1 -p*, L'.l:) to (p*, L'.l*) exist. This en
tails that heteroclinic cycles connect the two two-cluster 
states (p*, Ll*) and ( 1 - p*, L'.l:). It is important to note
that in the two states (p*, Ll*) and (1 - p*, L'.l:) the mass 
of the largest group is the same. 

The large-N limit is not necessary to find heteroclin
icity. Actually heteroclinic connections exist for N > 3. 
In the case N = 4 the dynamics depends only on the 
differences of the phases </J2 -</J1, </J3 - </>1 , </J4 -</>1. More
over, by dimensionality argument, only one heteroclinic 
orbit exists for N = 4 and it can be visualized in a three
dimensional space. Figure 3 shows the heteroclinic orbit 
for a = 1.25 and p = 1/2. 

A 

- ] -2 -G -3 
cp4 - 1>1 -·1 -.J -3 

ef>3 -1>1 

FIG. 3. The heteroclinic connection for a= 1.25, p = 1/2,
and N = 4. The symbols A, B indicate the locations of the
two two-cluster states, the unstable manifolds of which are 
also displayed. 
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C. Stability of the heteroclinic connection 

In order to solve the apparent paradox of Sec. III A 
where two-cluster states are found at large time even 
when they are linearly unstable, a crucial remark con
cerns the transients observed when starting near a two
cluster state (p, d) (see Fig. 4 for an illustration) . Be
fore stabilizing, the system oscillates several times be
tween this state and the state (1-p, d1) . The number of 
observed oscillations depends on the numerical integra
tion accuracy (typically three or four oscillations) . The 
time needed to leave one two-cluster state and to evolve 
to the other state increases at each oscillation. Most of 
this time is spent in the vicinity of the two-cluster states 
and the transition between the neighborhood of these two 
states is very fast. Moreover, at each oscillation the time 
spent near the two-cluster states increases [16]. An ex
ample of such a transient behavior is depicted in Fig. 4. 
Numerically one has Tn+i/Tn � 1.4, where Tn is the nth 
sojourn time near a two-cluster state. 

The existence of these heteroclinic trajectories allows 
us to understand the apparent stability of the two-cluster 
states observed for a > 7r /3. We consider an initial condi
tion that differs from the two-cluster state (p, d) by a dis
tance of order Eo « 1 along the direction with eigenvalue 
Au (unstable direction) and a distance of order 1 along 
direction with eigenvalue -A8 (stable direction) . The ef
fect of a component along the direction with eigenvalue 
A3 will be considered below. (See the Appendix for the 
definition of the eigenvalues and eigenvectors. ) Lineariz
ing the equations, we find that the unstable perturbation 
x., grows according to 

(3) 

After a time To ,..., -}u ln Eo it will be of order 1 and non
linear effects will start to be important. At the same time 
the stable perturbation X8 [that is decreasing according 
to X8 ,..., exp(-A8t} ] will have decayed to a value of order: 

6 

4 

2 

0 ��������������������� 0 200 400 
t 

FIG. 4. Difference o (rad) between the average phases of 
the two clusters as a function of time. The initial condi
tion corresponds to a small random perturbation around the 
two-cluster state (a= 1.25,p = 0.57, N = 100). 

(4) 

At that time a rapid motion along the orbit and to
wards the state (1-p, d1) will occur. This "reconnection" 
is the result of nonlinear effects but due to its brevity it 
affects very little the distance to the heteroclinic orbit. 
Now we can reiterate the argument but this time around 
the state (1 - p, d1) . The distance to the fixed point in 

the unstable direction is now of order E�./>.., while the 
distance in the stable direction is of order 1. The time 
needed to escape from the two-cluster state is 

(5) 

where the eigenvalues A� and A� now refer to the fixed 
point (1 - p, d') . 

The eigenvalues A� and A� differ from As and Au since 
the masses of the two clusters are not, in general, the 
same. After escaping from the state (1-p, d') the system 
will come back again in the vicinity of the state (p, d) 
deviating from it on the unstable direction by Ez � t:J 
where 

(6) 

If the exponent I is larger than 1, the perturbation will 
be reduced after one cycle. 

After 2n switchings ( n cycles) the time spent around 
the fixed point and the distance to it will be 

Tn "'To(As/A.,)n(A�jA�)n, 
(>.,/>..,)n(>.:/>.�j" En ,...., Eo • 

(7) 

(8) 

For example, for a = 1.25 and p* = 0.59 one finds A8 = 
0.436, Au = 0.315, A� = 0.391, A� = 0.297 corresponding 
to / = 1.82. The escape time from state (p .. , d*) to 
the state (1 - p* , d:) increases therefore at each cycle 
by a factor of 1.46 to be compared with Fig. 3 where 
Tn+1/Tn � 1.4. 

What are the effects of an initial condition with a com
ponent along the direction with the third eigenvalue (de
noted by rJ)? Near the fixed point this perturbation will 
evolve according to 'fJ ex: exp(A3t) . Next, the system will 
switch to the other state. Assuming as before that this 
is a fast movement, and that the perturbation along the 
third manifold is independent from the other ones (as is 
observed in the numerical simulations) , it is possible to 
show that after one cycle the perturbation in this direc
tion will have changed by a factor exp[(A3 +A3')T] , where 
A31 refers to the state (1-p, d1). If A3 + A31 < 0, the per
turbation will decay to zero. In all the two-cluster states 
that were obtained in our simulations this condition was 
always verified. 

One can wonder what happens at the transition point 
a = 7r/3. Numerical integration of the equations indi
cates that at that point the typical state reached by the 
system is the one-cluster state in which all the oscilla
tors are in phase. The one-cluster state is marginal for 
that value of a. It should be noted that even below this 
transition, some two-cluster states do exist and the lin-
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FIG. 5. Times at which the phase of each oscillator crosses 
27r, for a = 0.85 and O" = 0.000 22. 

ear stability analysis around these states reveals exactly 
the same characteristics as above the transition (provided 
that 0.70 :=:; o: < 7r/3). However, any trajectory starting 
in the vicinity of such a two-cluster state ends on the 
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one-cluster state, at variance with what is found above 
the transition . 

IV. DYNAMICS OF LARGE NETWORKS 

WITH SMALL NOISE 

In this section we investigate the effects of a small noise 
on the dynamics of large networks. For o: < 7r /3, the dy
namics is not much modified, as illustrated in Fig. 5 . 
The one-cluster state is now replaced by a highly coher
ent state: the distribution of the phases is peaked with 
a width of order 0(£T). This is in contrast with the sit
uation for 7r /3 < o: < 7r /2 where introducing a small 
noise changes dramatically the behavior of the system. 
To the overall periodic and global motion of the clus
ters at frequency 02, a slower motion is superimposed 
that exchanges the two clusters (see Fig. 6). We call 
this situation a switching state. A noticeable fact is that 
only one cluster is destroyed at a time. After complete 
destruction this cluster is rebuilt in such a way that the 
order of the clusters is inverted. The process then repeats 
itself but this time with the other cluster. 

840 

838 

836 

834 

832 

830 

828 

826 

824 

822 

820 

880 

1---------·-·-----------� 
!---------·-··-----·----------' _______ ·._...._ ... ·_......_... . .....__··---� 
-- . . . ·----·_....· .. _.... ....... : . .....__ · .... ·. . . . .. 
1---------.. -.... ............... .. ... .....__ · .. ·.__ . . . . .. . .· .. ... . . -------.... -.. ..... --.. ··- ... -.--..-.. ;·. 
r---------...:--·: . .......... · .. :: .... ....,._... · . ......_ 

-------··-:::::·�-:·=·.-:.::.::--:::::-
r----------· ....... : .. --.·-· ............................. . .. . . . -------................... _._ ........................... . 
t---------- · ..... . .. _ .. _ .. : ..... · ... ·· ... ··- ...... ·-- . . . . .. ... . 

0 20 40 60 80 100 

i-·-----·---............ ....--...-. .... -.......... ---
878 !�·-----------���--� 
876 

874 -------.....------
872 ·--------
870 

868 
. ....... __...... ........ __..._ __ 
....... ...-. .... ................. , _______ M _____ ___ 

866 • -· --· ... - .... ·-· .... __________ _ 
. . . 

864 ........ .. • • • • • ·------·--
862 

.:::: ... ::=::=::::::::::=------------·-: ... : .. ......... ·· ..... ·· .... -.-.-:·.·.·· __________ ...... .. 
860 

. .. 
0 20 40 60 80 100 

FIG. 6. Times at which the phase of each oscillator crosses 27r, for a 
displays the evolution during 20 units of time of the system. 

1.25 and O" 0.000 22. Each of the four frames 
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A good way to analyze the behavior of the system is 
to consider the two complex order parameters defined by 

1 N 
Z1(t) = 

N
L exp [i(<PJ - wt)], 
j=l 

(9) 

1 N 
Z2(t) = 

N
L exp [2i(<PJ - wt)], 
j=l 

(10) 

that can be used to rewrite the equations of motion. In 
Fig. 7 we have plotted the moduli, r1 and r2 of these two 
complex numbers. These two quantities display a peri
odic time evolution after the transients have died out, 
as confirmed by their Fourier spectra (not shown). The 
period of this collective effect depends essentially on the 
noise level. Fig. 8, that displays the switching period 
versus the noise variance, shows a clear logarithmic de
pendence. 

It is also important to note that the switching phe
nomenon disappears when the noise is increased past a 
critical value CF c· The system then reaches a stationary 
state characterized by a distribution of the phases with 
one broad peak. For a = 1.25 the transition occurs for 
CTc '.'.::::' 0.011. Finally, the switching state is also destroyed 
if a is increased too much. For a > O:c = 1f /2 the system 
reaches at large time the incoherent state. This can be 
checked by looking at the order parameter that eventu
ally decays to zero. 

Generalizing the picture of Sec. III B to the noisy case, 
one can understand the noise-induced switching. The 
noise perturbs constantly the system giving rise to a de
viation from the deterministic trajectory with a nonzero 
component along the unstable manifold. If the variance 
of the noise is CT2, this deviation will be of order CF. For fi
nite N, the switching between the two two-cluster states 
is aperiodic. However, for large N the fluctuations of 
the switching time are of order JN· This is due to the 

large dimension (of order N) of the unstable manifolds of 
the fixed points: a central limit theorem can be invoked 
for the norm of the deviation. Therefore, in the limit 

1.0 �-----------�---�---� 

r::=�v��r�r����w� 
1r · · · · ·· · · · 0.5 1: 
1 r1 
I r2 
I 

0.0 �---�---�---�-------� 0 200 400 600 800 1000 
FIG. 7. Order parameters r1 and r2 versus time for 

a = 1.25 and cr = 0.000 22. 

200 

180 

160 

140 
T 

120 

100 

80 

60 
-30 -25 -20 -15 -10 

In (cr) 
FIG. 8. Period T of a cycle versus ln cr for o: = 1.25. The 

line is a linear fitting of the data. 

N ---+ oo the switching becomes strictly periodic. Lin
earizing the dynamics around the fixed points, we find 
that the time it takes for the system to perform a cycle 
is given by 

T"' - (__!__ + �) lnCT. 
..\.,, Au 

(11) 

The value of the slope obtained for a = 1.25 is -6.54, 
in good agreement with the slope obtained from Fig. 8, 
that is approximately -6.6. 

V. CONCLUSIONS 

Most studies on networks of coupled phase oscillators 
have concentrated on cases where only one Fourier mode 
is included in the interaction. This situation is represen
tative of a large class of coupled oscillators at weak cou
pling, namely oscillators near a Hopf bifurcation. How
ever, more complicated interactions can be commonly 
found in other contexts. The model we have studied 
here involves an interaction with two Fourier compo
nents; it corresponds to a simplified model of interacting 
conductance-based neurons. At variance with the one
Fourier-mode case, that network can reach at large time 
many attractors. Among them we have been mostly in
terested in attractors of the cluster type. 

We have seen that, for a large range of the parameters, 
the asymptotic dynamics of the network is governed by 
a pair of two-cluster states, related by a symmetry, and 
connected by heteroclinic orbits. The system is strongly 
affected by the noise, which provokes the emergence of 
a slow dynamics through network effects. In large net
works, this dynamics takes the form of a periodic os
cillation, the frequency of which is proportional to the 
logarithm of the amplitude of the noise. This switch
ing phenomenon is also observed in small systems (from 
N = 4) but only in the limit of large N does it become 
really periodic. In the noiseless limit the period of the 
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oscillations increases exponentially with time. 
Several interesting questions remain to be solved or 

understood. 
(1) The system can display a great variety of clus

ter states. Numerical integration indicates that among 
these, two particular two-cluster states are selected at 
least far from the transitions at 7r /3 and 7r /2. Is there 
any simple argument that would allow us to understand 
this selection? 

(2) Heteroclinic orbits are a priori structurally unsta
ble. However, we have tested the robustness of the het
eroclinic structure with respect to small perturbations 
that preserve the symmetry of the global coupling. In all 
the cases considered we have found no qualitative changes 
of the dynamics. This apparent robustness of the hetero
clinic junction needs to be confirmed. One can think that 
it could be related to the high degree of symmetry of the 
interaction that constrains strongly the dynamics. It has 
been recently shown that some globally coupled phase 
oscillators can possess a large number of constants of mo
tion [of order O (N) ] and even can be fully integrable in
special cases [18]. Has the model we have studied O (N) 
constants of motion also? This could shed some light on 
the stability of heteroclinicity in our model. 

(3) A third question raised by the present work con
cerns the generality of the observed phenomena in the 
framework of globally coupled phase models beyond the 
one-parameter family of models studied here. The ex
istence of various stable clustering regimes is commonly 
expected as soon as one considers interactions with more 
than one-Fourier mode. The generality of the switching 
state is much less obvious. However, we have checked 
that adding additional Fourier components to the r func
tion, or even including in the dynamics terms that do not 
depend on the difference of phases, does not change the 
behavior qualitatively, as long as these changes are not 
too large [ 17]. 

(4) The phase model we have studied here corresponds 
to the weak-coupling limit of a network of Hodgkin
Huxley oscillators coupled synaptically. The dynamics 
of each of these oscillators is described by four highly 
nonlinear equations of motion. Moreover, the synap
tic form of the interaction makes the stability analysis 
of the possible asymptotic dynamics very difficult (even 
for the fully synchronized state). The phase reduction 
is much more convenient to study and one can wonder 
whether it can also give some insight into the dynam
ics of the original model beyond the weak coupling limit. 
We found by numerical integration that the original net
work of globally coupled Hodgkin-Huxley neurons dis
plays similar heteroclinic structures and noise-induced 
slow oscillations for coupling strength that are beyond 
the weak coupling limit. 
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APPENDIX 

We study here the existence and the stability of the 
incoherent state of the one-cluster and of the two-cluster 
states. States with n clusters can also exist, but they will 
not be considered. We assume that g = 1 and r = 1/4. 

Incoherent state. In the incoherent state the oscillators 
are uniformly distributed on [O, 27r]. This state exists for 
all a: and all intensity of the noise. Kuramoto [1] has
studied the stability of incoherent states for a general 
phase interaction. Applying his results to our case, one 
finds that it is unstable for 

u2 < coso:. (Al) 

In particular, at zero noise the incoherent state is un
stable for a: < 7r /2 and stable for a: > 7r /2. This is in
agreement with the fact that we did not observe a stable 
incoherent state except for a: > 7r /2. 

One-cluster state. The state in which the N oscillators 
are phase-locked with zero phase shift exists for any value 
of a. The frequency of the oscillation is 01 = w + r(O). 
One easily shows that it is stable for a: < 7r /3 and loses
stability at a: = 1f /3. This is in agreement with the
fact that random initial conditions lead to the one-cluster 
state for a: < 7r /3. 

Two-cluster state. We consider a two-cluster solution 
in which the two clusters contain, respectively, Np and 
N (l - p) units. Inside each group the oscillators are
fully phase locked and synchronized and the dephasing 
between the groups is constant in time and equal to l!... 
The relation between p and l!.. can be simply obtained
from the equation of motion: 
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FIG. 9. Eigenvalues of the two-cluster states as a function 

of b. for a = 1.25.
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(A2) 

For a given value of a, two-cluster states exist with p 
ranging from 1-Prnax to Prnax· For instance, for a = 1.25, 
Pmax = 0.68. For a given pin this interval, there are in 
general three solutions corresponding to three possible 
(p, �) states. In the frame rotating at frequency �h = 
pI'(O)+(l-p)r (�), the two-cluster state (p,�) becomes 
a fixed point and the stability analysis of this state can 
be performed straightforwardly for a general r (  </>). The 
eigenvalues of the stability matrix are 

..\1 = pI''(O) + (1 -p)r' (�), 
..\2 = (1 - p)I'' (O) + pI'1 (-�), 

(A3) 
(A4) 
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