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Abstract: In this work, three numerical necking criteria based on finite element (FE) simulations are 

proposed for the prediction of forming limit diagrams (FLDs) for sheet metals. An elastic–plastic 

constitutive model coupled with the Lemaitre continuum damage theory has been implemented 

into the ABAQUS/Explicit software to simulate simple sheet stretching tests as well as Erichsen 

deep drawing tests with various sheet specimen geometries. Three numerical criteria have been 

investigated in order to establish an appropriate necking criterion for the prediction of formability 

limits. The first numerical criterion is based on the analysis of the thickness strain evolution in the 

central part of the specimens. The second numerical criterion is based on the analysis of the second 

time derivative of the thickness strain. As to the third numerical criterion, it relies on a damage 

threshold associated with the occurrence of necking. The FLDs thus predicted by numerical 

simulation of simple sheet stretching with various specimen geometries and Erichsen deep 

drawing tests are compared with the experimental results. 

Keywords: modeling; simulation; sheet metal; necking; damage; forming limit diagrams; deep 

drawing test 

 

1. Introduction 

The formability of sheet metals is usually characterized by forming limit diagrams (FLDs) 

obtained by the Nakazima or Marciniak deep drawing tests. The concept of FLD was first 

introduced by Keeler and Backofen [1] and subsequently improved by Goodwin [2]. The FLD is a 

limiting curve that depicts the in-plane major and minor strains of the sheet at the onset of localized 

necking, which precedes the final fracture. The FLD determination was originally based on 

experimental measurements, which turned out to be difficult and time-consuming. To overcome 

these drawbacks, a number of alternative theoretical and numerical approaches have been 

developed in the literature for the prediction of FLDs. These approaches are based on the 

combination of necking criteria with constitutive models for the prediction of necking in sheet 

metals. Among the theoretical necking criteria that have been developed in the literature for the 

prediction of necking, Swift [3] proposed an extension to biaxial stretching to the Considère 

maximum load criterion [4], which was utilized to predict diffuse necking in the expansion domain 

of the FLD. For localized necking, Hill [5] proposed an alternative criterion based on the bifurcation 

theory, which states that localized necking occurs along the direction of zero extension. It is worth 

noting that Hill’s criterion is only applicable to the left-hand side of the FLD and, therefore, it was 

often combined with the Swift criterion to determine a complete FLD. Marciniak and Kuczynski [6] 

developed another approach for localized necking prediction, which is known as the M–K criterion. 

The latter is based on the introduction of an initial imperfection, which ultimately triggers the 

occurrence of localized necking. 

Concurrently with the above theoretical criteria, several numerical criteria for the prediction of 

necking and ductile fracture in sheet metals have been developed in the last few decades. Thanks to 
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the growing progress in computational resources, simulation of complex sheet metal forming 

processes, such as the Nakazima and Marciniak deep drawing tests, using the finite element method 

(FEM) has become an interesting alternative to the theoretical approaches. Indeed, the substantial 

amount of results provided by FEM allows a realistic prediction of necking and fracture as 

compared to experiments. Using the FEM approach, the evolution of strain fields during loading is 

analyzed for each finite element within the sheet to detect the onset of necking. Burn et al. [7] 

analyzed the thinning of sheet metals, by using the Nakazima deep drawing test, in order to predict 

the onset of necking. Based on the Marciniak deep drawing test, Petek et al. [8] proposed a numerical 

approach for the prediction of necking, which consists in analyzing the time evolution of thickness 

strain and its first and second time derivatives. Later, Situ et al. [9–11] applied the same strategy to 

the Nakazima deep drawing test in order to predict FLDs for sheet metals involving the whole range 

of strain paths. They have shown that the analysis based on major strain rate (i.e., first time 

derivative of major strain) predicts the onset of fracture, while the maximum of major strain 

acceleration (i.e., second time derivative of major strain) corresponds to the occurrence of localized 

necking. Furthermore, another class of numerical criteria for the prediction of ductile fracture has 

emerged (see, e.g., [12–16]). These numerical criteria are based on empirical relationships, which 

depend on the application, and require several parameter calibrations with respect to experiments. 

They are labeled ‘fracture criteria’, as the associated FLDs are higher than those predicted using 

necking criteria. 

The above numerical approaches for the prediction of necking and fracture are often combined 

with undamaged elastic–plastic constitutive models, which is not realistic from an experimental 

point of view. Indeed, the softening regime exhibited by the material behavior prior to fracture 

cannot be reproduced by elastic–plastic models alone, which requires the coupling of the 

constitutive equations with damage for a proper description of the material degradation and, thus, 

reliable prediction of final fracture. In this context, two well-established theories of ductile damage 

have been developed over the past few decades. The first theory is based on a micromechanical 

analysis of void growth, which describes the ductile damage mechanisms in porous materials. It was 

initiated by Gurson [17], modified by Tvergaard and Needleman [18], and subsequently improved 

by a number of contributors (see, e.g., [19–22]). The second theory, known as continuum damage 

mechanics (see, e.g., [23,24]), is based on the introduction of a damage variable, which represents the 

surface density of defects, and can be modeled as isotropic scalar variable (see, e.g., [23,25]), or 

tensor variable for anisotropic damage (see, e.g., [26–28]). 

In this work, numerical necking criteria, based on finite element (FE) simulations, are proposed 

for the prediction of forming limit diagram for a steel material. The material response is described by 

an elastic–plastic model coupled with the Lemaitre isotropic damage approach [23]. The resulting 

constitutive equations have been implemented into the ABAQUS/Explicit code, within the 

framework of large strain and a three-dimensional formulation. Several specimen geometries have 

been simulated in order to reproduce all of the strain paths that are typically encountered in sheet 

metal forming processes. Two different FE models are considered to predict the FLDs of the studied 

material. First, the FLDs are predicted using simple sheet stretching tests, applied to different 

specimen geometries, in which no contact with tools is considered. Then, the FE model based on the 

Erichsen deep drawing test (see, e.g., [29]) is used to predict the FLDs of the steel material. To 

determine these forming limit curves for the studied material, three numerical criteria are presented 

in this work to detect the occurrence of necking in the sheet specimens. In the first numerical 

criterion, necking is detected when a sudden change in the evolution of the thickness strain at the 

central area of the specimen is observed. The second numerical criterion is based on the evolution of 

the thickness strain acceleration, which is obtained by computing the second time derivative of the 

thickness strain. As to the third numerical criterion, it relies on a critical damage threshold, at which 

is associated the occurrence of necking. All points of the predicted FLDs, which are obtained using 

the FE simulations combined with the numerical necking criteria, are compared with the 

experimental results taken from [30]. 

2. Constitutive Equations of the Ductile Damage Model 
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In this section, the elastic–plastic behavior law coupled with a ductile damage model is briefly 

presented. The latter is based on the continuum damage mechanics and, more specifically, on the 

Lemaitre isotropic damage model [23]. Using the concept of effective stress σɶ , and the strain 

equivalence principle, the continuum damage is introduced via the scalar variable d  by the 

following expression: 

( ) ( )1 1 :d d− −= e
σ σ C εɶ = , (1) 

where σ  is the Cauchy stress tensor, C  is the fourth-order elasticity tensor, and 
e
ε  is the elastic 

strain tensor. The plastic yield function f  is written in the following form: 

( , ) 0Yf σ σ= − ≤σ Xɶ , (2) 

where ( , ) ( ) : : ( )σ ′ ′= − −σ X σ X M σ Xɶ ɶ ɶ  is the equivalent stress, and ′σɶ  is the deviatoric part of the 

effective stress. The fourth-order tensor M  contains the six anisotropy coefficients of the Hill 

quadratic yield criterion [31]. The isotropic hardening of the material is described by the size Yσ  of 

the yield surface, while kinematic hardening is represented by the back-stress tensor X . 

The plastic flow rule is given by the normality law, which defines the plastic strain rate PD  as 

P : ( )

1

f λ
λ

d σ

′∂ −=
∂ −

M σ X
D =

σ

ɺ ɶ
ɺ  (3) 

where λɺ  is the plastic multiplier, and f∂ ∂σ  is the flow direction, normal to the yield surface in 

the stress space. With a special choice of co-rotational frame, which is associated with the Jaumann 

objective derivative, the Cauchy stress rate is written in the following form: 

P(1 ) : ( )
1

d
d

d
= − − −

−
σ C D D σ

ɺ

ɺ . (4) 

The evolution law for the damage variable is expressed by the following equation: 

( )
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e eiβ

Y Y
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Sd d
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

ɺ
ɺ

otherwise

, (5) 

where eY  is the strain energy density release rate (see, e.g., [25,32]), and β , s , eiY  and S  are four 

damage parameters that need to be identified. The expression of the strain energy density release 

rate eY  is given (for linear isotropic elasticity) as follows: 

( ) ( )
2

2
vM

vM

2
1 3 1 2

2 3

s

e

σ σ
Y ν ν

E σ

  
 = + + −      

ɶ ɶ

ɶ
, (6) 

where vM 3 : 2σ ′ ′= σ σɶ ɶɶ  is the von Mises equivalent effective stress, : 3sσ = σ 1ɶɶ  is the hydrostatic 

effective stress (with 1  being the second-order identity tensor), while E  and ν  are, respectively, 

the Young’s modulus and Poisson’s ratio. 

The above constitutive equations are implemented into the finite element code 

ABAQUS/Explicit using a co-rotational frame. The fourth-order Runge–Kutta explicit time 

integration scheme is used to update the stress state and all internal variables. 
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3. Numerical Integration of the Model and Its Validation 

3.1. Time Integration Scheme 

A user-defined material (VUMAT) subroutine is used for the implementation of the above 

elastic–plastic–damage model into the commercial finite element code ABAQUS/Explicit (Dassault 

Systèmes, France). For each integration point of the FE model, the stress state and all internal 

variables of the fully coupled elastic‒plastic‒damage model are known at the beginning of the 

loading increment. These stress state and internal variables will be updated through the VUMAT 

subroutine at the end of the loading increment. In this work, the fourth-order Runge‒Kutta explicit 

time integration scheme is adopted to determine the updated stress state and all internal variables at 

the end of each loading increment. This straightforward integration algorithm represents a 

reasonable compromise in terms of computational efficiency, accuracy and convergence. Indeed, 

explicit time integration does not involve matrix inversion or iterative procedures for convergence, 

unlike implicit time integration. However, for explicit schemes, the time increment must be kept 

small enough to ensure accuracy and stability (see, e.g., [33,34]). 

The evolution equations of the fully coupled model, which were presented in the previous 

section, can easily be written in the following compact form of general differential equation: 

( )uu = h uɺ , (7) 

where vector u  encompasses all of the internal variables and stress state, while vector ( )uh u  

includes all evolution laws described in the previous section. The above condensed differential 

equation is then integrated over each loading increment, using the forward fourth-order 

Runge–Kutta explicit time integration scheme. The resulting algorithm is implemented into the 

finite element code ABAQUS/Explicit, via a VUMAT user-defined material subroutine, within the 

framework of large strains and a fully three-dimensional formulation. 

3.2. Numerical Validation 

In this section, the implementation of the fully coupled elastic–plastic–damage model described 

in the previous sections is validated through simulations of uniaxial tensile tests, which are then 

compared with reference solutions taken from the literature. 

The first numerical example is a simple tensile test, which allows for the numerical validation of 

the elastic–plastic implementation of the model, without taking into account the damage 

contribution. For this purpose, the undamaged elastic–plastic model is recovered by setting to zero 

all the damage parameters. In this test, the von Mises yield surface is considered along with the 

Ludwig isotropic hardening law, which is defined by the following expression: 

( )pl
0

n

Y kσ σ ε= + , (8) 

where Yσ  represents the size of the yield surface, and plε  is the equivalent plastic strain. In 

Equation (8), 0σ  is the initial yield stress, while k  and n  are hardening parameters. Three 

standard steel materials, with three different values for the hardening exponent (see Equation (8)), 

are considered for the simulation of the uniaxial tensile test. The associated elastic–plastic material 

parameters are summarized in Table 1. 

Table 1. Elastic–plastic properties for the studied materials. 

Material E (MPa) ν σ0 (MPa) K (MPa) n 

Steel 200,000 0.3 200 10,000 0.3–0.6–1.0 

Figure 1 shows the uniaxial stress–strain curves obtained with the elastic–plastic model 

implemented in the VUMAT subroutine, which are compared with the numerical results given by 

the built-in elastic–plastic model available in ABAQUS. From these results, one can observe that the 
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uniaxial stress–strain curves given by the VUMAT subroutine coincide with those provided by the 

built-in ABAQUS model, which demonstrates the successful implementation of the proposed model. 

 

Figure 1. Validation of the numerical implementation of the undamaged elastic–plastic model with 

respect to the built-in ABAQUS model. 

The second numerical test is intended to the validation of the proposed model when the 

damage behavior is taken into account. To this end, a uniaxial tensile test is simulated, according to 

the works of Doghri and Billardon [35], where a phenomenological elastic‒plastic model with a von 

Mises plastic yield surface and Ludwig’s isotropic hardening is coupled with the Lemaitre damage 

approach. The studied materials are the same as those used in the previous test (see Table 1 for the 

elastic and hardening parameters), while the damage parameters used in the simulations are the 

same for the three materials, and are summarized in Table 2 (see [35]). 

Table 2. Lemaitre damage parameters for the studied materials. 

Material β S (MPa) s Yei (MPa) 

Steel 1 0.5 1 0 

Figure 2 compares the stress–strain responses and the damage evolution obtained by the 

implemented fully coupled model with the reference solutions taken from [35]. It can be clearly 

observed that the simulated stress–strain curves and damage evolution coincide with their 

counterparts taken from the reference solutions, for the three materials investigated, which validates 

again the numerical implementation of the present elastic–plastic–damage model. 

 

(a) 

 

(b) 

Figure 2. Validation of the numerical implementation of the fully coupled elastic–plastic–damage 

model with respect to reference solutions taken from [35] for the three studied materials: (a) uniaxial 

tensile stress–strain curves; and (b) damage evolution. 
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4. Identification of the St14 Steel Material Parameters 

In this work, we investigate the occurrence of necking in a St14 steel material using the 

elastic–plastic–damage model described above in conjunction with numerical necking criteria. The 

mechanical behavior of the St14 steel is based on the Ludwig isotropic hardening law (see Equation 

(8)) and the von Mises yield surface, which are coupled with the Lemaitre isotropic damage 

approach. Standard tensile test experiments were performed by Aboutalebi et al. [36] for the 

investigated St14 steel. The corresponding experimental load–displacement curve is exploited in this 

work to identify the hardening and damage parameters for the studied St14 steel. 

The hardening parameters of the Ludwig isotropic hardening law are first identified in the 

range of uniform elongation of the uniaxial tensile test. In this range of small to moderate 

deformations, where the stress and strain fields in the central region of the specimen remain 

homogeneous, the hardening parameters are accurately identified using a simple regression of the 

experimental data with the Ludwig power-law. The corresponding elastic and hardening material 

parameters are summarized in Table 3. 

Table 3. Elastic–plastic properties for the St14 steel. 

Material E (MPa) ν σ0 (MPa) K (MPa) n 

St14 180,000 0.3 130 585 0.44 

Then, the above-identified elastic–plastic parameters are used for the simulation of the uniaxial 

tensile test until the final fracture of the specimen. The damage parameters of the Lemaitre model 

are identified based on the entire experimental load–displacement response of the tensile test using 

an inverse identification procedure. The latter is based on least-squares minimization of the 

difference between the experimental and numerical load–displacement response for the uniaxial 

tensile test. The corresponding identified values for the Lemaitre damage model are summarized in 

Table 4. 

Table 4. Identified damage parameters for the St14 steel. 

Material β S (MPa) s Yei (MPa) 

Steel 4.251 2.648 1.831 0.001 

Figure 3 compares the simulated load–displacement response, obtained using the identified 

material parameters of the Lemaitre damage model, with the experimental counterpart provided by 

Aboutalebi et al. [36]. This figure clearly shows that the simulated response using the present 

damage model is in very good agreement with the experimental curve and, in particular, 

demonstrates the ability of the implemented model to reproduce the sudden load drop that precedes 

the final fracture. 

 

Figure 3. Tensile load–displacement response simulated with the Lemaitre damage model, along 

with the experimental curve taken from Aboutalebi et al. [36]. 
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5. Description of the Finite Element Models 

5.1. Finite Element Simulations 

In this work, the predictions of the FLDs for the St14 steel material are carried out using the 

above elastic–plastic behavior model coupled with ductile damage. The numerical simulations are 

performed with the ABAQUS/explicit code. Ten specimens of the St14 sheet material with different 

geometries (a length of 120 mm, and a width varying from 12 mm to 120 mm, with a 12 mm 

increment in the width direction) are used in the simulations. Each specimen reproduces a particular 

strain path, which is typically encountered in sheet metal forming processes, and these strain paths 

range from uniaxial tension to equibiaxial expansion. 

Two FE models are used for predicting the FLDs of the studied material. First, simple sheet 

stretching simulations, based on the different specimens, are performed. Then, the simulation of the 

deep drawing process, according to the Erichsen test (see, e.g., [29,30]), is conducted with the same 

specimens described above. 

The schematic view of the Erichsen deep drawing test is illustrated in Figure 4. 

The geometric parameters used in the simulations are (see [37]): 

• Punch diameter Dp = 60 mm; 

• Initial sheet thickness t = 0.8 mm; 

• Die radius rd = 3 mm; 

• Die opening diameter Dd = 66 mm. 

 

Figure 4. Schematic view of the Erichsen deep drawing test. 

Due to the symmetry of the problem, only one quarter of the geometry is discretized for each 

specimen. Figure 5 provides an illustration of the finite element models for the simple sheet 

stretching test and the Erichsen deep drawing test. For the particular case of the simple sheet 

stretching test, two different types of boundary conditions are considered in the simulations in order 

to reproduce most of the strain paths encountered in the simulations of the Erichsen deep drawing 

test with the various specimen widths. The first type of boundary conditions corresponds to a simple 

uniaxial tension, and these boundary conditions are applied to the specimens having a width 

ranging from 12 mm to 60 mm (see Figure 5a for illustration on the specimen having a width of 12 

mm). The second type of boundary conditions corresponds to a proportional biaxial tension, and 

these boundary conditions are applied to the specimens having a width ranging from 72 mm to 120 

mm (see Figure 5b for illustration on the specimen having a width of 84 mm). 

The forming tools for the Erichsen deep drawing test are modeled as discrete rigid bodies. The 

friction coefficient between the tools and the specimen is taken to be equal to 0.15 [30]. 
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(a) 

 
(b) 

 
(c) 

Figure 5. FE models corresponding to (a) uniaxial tensile test; (b) biaxial tensile test; and (c) Erichsen 

deep drawing test. 
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5.2. Mesh Sensitivity 

For material behavior that exhibits damage-induced softening, it is well known that the 

numerical solution, and particularly the localization zone, is prone to mesh sensitivity when a local 

elastic–plastic–damage model is used, which is the case in this work (see, e.g., [18,38,39]). In this 

section, several finite element models are adopted for the simulation of the uniaxial tensile specimen 

and the Erichsen deep drawing test, using the specimen with 12 mm width, in order to analyze the 

mesh-sensitivity effects. In all of the simulations that follow, the specimens are modeled with the 

eight-node three-dimensional continuum finite element with reduced integration (C3D8R), which is 

available in the ABAQUS/Explicit software. This element has only one integration point, which 

means that by considering n layers of elements in the thickness direction, the sheet thickness will be 

modeled with a total of n integration points. 

The effect of the number of elements in the thickness direction is first analyzed by considering, 

successively, three, then four, and finally five element layers through the thickness. In these three FE 

models, the same in-plane mesh is used to discretize the useful region of the specimen, with an 

intermediate in-plane element size of 0.3 × 0.3 mm2. Then, the impact of the in-plane FE 

discretization is analyzed by adopting for the useful region of the specimen four layers of elements 

through the thickness and three different in-plane element sizes (0.4 × 0.4 mm2, 0.3 × 0.3 mm2, and 0.2 

× 0.2 mm2, respectively, as illustrated in Figure 6). 

 
(a) 

 
(b) 

 
(c) 

Figure 6. In-plane FE discretization for the central region of the specimen: (a) 0.4 × 0.4 mm2; (b) 0.3 × 

0.3 mm2; and (c) 0.2 × 0.2 mm2. 

Figures 7 and 8 reveal the influence of the number of elements in the thickness direction on the 

evolution of the thickness strain and the damage variable in the center of the specimen, as reflected 

by the simulation of the uniaxial tensile test and the Erichsen deep drawing test, respectively. It is 

clearly shown that only very small mesh dependence is observed, when varying the mesh 

refinement in the thickness direction, which suggests that four layers of elements are sufficient to 

describe the various nonlinear phenomena through the thickness. 
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(a) (b) 

Figure 7. Effect of the number of elements in the thickness direction on the evolution of (a) thickness 

strain and (b) damage, during the uniaxial tensile test for the specimen with 12 mm width. 

  
(a) (b) 

Figure 8. Effect of the number of elements in the thickness direction on the evolution of (a) thickness 

strain and (b) damage, during the Erichsen deep drawing test for the specimen with 12 mm width. 

Figures 9 and 10 show the evolution of the thickness strain and damage variable in the center of 

the specimen, as determined by the present constitutive model with three different in-plane mesh 

sizes, for the uniaxial tensile test and Erichsen deep drawing test, respectively. In contrast to the 

results obtained with different numbers of element layers, the predicted thickness strain and 

damage variable reveal more sensitivity to in-plane mesh refinement when the damage variable 

becomes significant (i.e., 0.3d > ). More specifically, the numerical results obtained with the 

intermediate and finer meshes (0.3 × 0.3 mm2 and 0.2 × 0.2 mm2, respectively) are close to each other, 

which prompted us to use the in-plane mesh of 0.3 × 0.3 mm2 in the subsequent simulations. Indeed, 

this intermediate mesh involves reasonable computational times for all specimen geometries. 

  
(a) (b) 

Figure 9. Effect of the in-plane mesh refinement on the evolution of (a) thickness strain and (b) damage, 

during the uniaxial tensile test for the specimen with 12 mm width. 
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(a) (b) 

Figure 10. Effect of the in-plane mesh refinement on the evolution of (a) thickness strain and (b) 

damage, during the Erichsen deep drawing test for the specimen with 12 mm width. 

6. Numerical Criteria for the Prediction of the Occurrence of Necking 

In this section, the numerical criteria used for the prediction of FLDs associated with the simple 

sheet stretching and the Erichsen simulations on various specimen geometries are presented. Three 

numerical criteria are adopted to predict the critical in-plane strains at the occurrence of necking. 

The first criterion is based on the analysis of the evolution of the thickness strain for each specimen. 

The occurrence of necking is detected when a sudden change in the evolution of the thickness strain 

in the central area is observed (see, e.g., [40]). The minor and major in-plane principal strains, 

corresponding to the occurrence of necking, are then reported into the FLD. To illustrate this 

procedure in the case of uniaxial tensile test, Figure 11 shows the evolution of the thickness strain in 

the central area of the specimen having a width of 12 mm. It is worth noting that, in the case of the 

Erichsen deep drawing test, the initiation of necking does not necessarily occur in the central area for 

all specimens. This feature, which depends on the specimen width and the contact between the 

punch and the specimen, is consistent with the experimental observations (see, e.g., [41]). 

The second numerical criterion is based on the analysis of the thickness strain acceleration, 

which is obtained by computing the second time derivative of thickness strain in the central region 

of the specimen (see, e.g., [11,40,42]). According to this criterion, the critical minor and major 

in-plane principal strains at the occurrence of necking are obtained when the second time derivative 

of the thickness strain, i.e., thickness strain acceleration, reaches a maximum. This is illustrated in 

Figure 12 for the uniaxial tensile test corresponding to the specimen having a width of 12 mm. Note 

that the occurrence of localized necking may also be predicted using the first time derivative of 

thickness strain, which represents the thickness strain rate. However, several works in the literature 

have shown that the numerical criterion based on the maximum of strain acceleration is more 

appropriate for the prediction of localized necking than the one based on the maximum of strain 

rate, as the latter rather indicates the onset of fracture (see, e.g., [8,9]). 

A third numerical criterion is analyzed in this work based on a critical damage threshold at 

which is associated the occurrence of necking. Unlike the numerical criteria described above, the 

same critical damage value is used here for all simulations using the various specimen geometries. 

This critical damage value was identified by Aboutalebi et al. [36] using the Vickers micro-hardness 

test. Using simple sheet stretching tests and Erichsen deep drawing tests, the simulations are 

performed until the critical damage value of 0.434 is reached at some finite element of the discretized 

model (see an illustration in Figure 13, in the case of uniaxial tensile test for the specimen with 12 

mm width). At this instant, the simulations are stopped and the minor and major in-plane principal 

strains of the corresponding finite element are plotted into the FLD. 
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Figure 11. Illustration of the prediction of the occurrence of necking when the thickness strain 

evolution is taken as indicator. 

 

Figure 12. Illustration of the prediction of the occurrence of necking when the second time derivative 

of thickness strain is taken as indicator. 

 

Figure 13. Illustration of the prediction of the occurrence of necking when the critical damage 

threshold is taken as indicator. 

7. Application to the Determination of FLDs 

The present numerical methodology, based on the three above-described numerical criteria, is 

applied in this section to both the simple sheet stretching and the Erichsen simulations with various 

specimen geometries in order to obtain complete FLDs for the studied material. 
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Once the simulations of the simple sheet stretching test and the Erichsen test performed for the 

various specimen geometries, the corresponding numerical load−displacement curves, which are 

obtained using the previously identified hardening and damage parameters, are plotted in Figure 

14. It can be observed that, for both the simple sheet stretching test and the Erichsen test, the fully 

coupled model reproduces satisfactorily the peak in the load−displacement curves, which is 

followed by the sudden load drop caused by the damage acceleration at the latest stages of loading. 

  
(a) (b) 

Figure 14. Numerical load−displacement curves for (a) the simple sheet stretching test and (b) the 

Erichsen deep drawing test with the various specimen widths. 

Moreover, Figures 15 and 16 show the distribution of the damage variable, at different stages of 

loading, as determined by the numerical simulation of the simple sheet stretching test on the 

specimen having a width of 12 mm and the Erichsen test on the specimen having a width of 24 mm, 

respectively. More specifically, for the simple sheet stretching test (i.e., Figure 15), the damage 

distribution in the central part of the specimen remains uniform until the applied loading reaches its 

maximum (see Figure 14a). Beyond this limit, the damage distribution becomes heterogeneous, and 

concentrates gradually in the middle of the specimen in the form of two localization bands (Figure 

15e). Finally, the accumulated damage in the narrow bands leads to highly localized necking, which 

ultimately results in a macrocrack (Figure 15f). 
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(a) Undeformed specimen (b) Prescribed displacement: 9.6 mm 

  
(c) Prescribed displacement: 13.38 mm (d) Prescribed displacement: 16.6 mm 

  

(e) Prescribed displacement: 17.35 mm (f) Prescribed displacement: 17.53 mm 

Figure 15. Distribution of the damage variable, at different stages of loading, as obtained by FE 

simulation of the simple sheet stretching test with the specimen having a width of 12 mm. 

For the Erichsen deep drawing test, the damage distribution is localized around the dome apex 

of the specimen (i.e., higher specimen point) in the early stages of the deep drawing process, with 

low damage levels (i.e., 0.001d < , see Figure 16a,b). As the punch moves down, a strong 

localization of damage distribution is observed far from the dome apex, which is due to the frictional 

contact between the punch and the specimen (see Figure 16d,e). Finally, the damage accumulation 

leads to localized necking followed by fracture, as shown in Figure 16f. 



Metals 2017, 7, x FOR PEER REVIEW  15 of 19 

 

  
(a) Punch displacement: 4.5 mm (b) Punch displacement: 9 mm 

  
(c) Punch displacement: 21 mm (d) Punch displacement: 24 mm 

  
(e) Punch displacement: 27 mm (f) Punch displacement: 27.96 mm 

Figure 16. Distribution of the damage variable, at different stages of loading, as obtained by FE 

simulation of the Erichsen deep drawing test with the specimen having a width of 24 mm. 

The strain paths generated by the simulations of the simple sheet stretching test and the 

Erichsen test for all specimen widths are reported in Figure 17. Similar trends for the strain-path 

evolution are observed between both tests. More specifically, the strain paths are almost linear for 

the specimens having widths ranging from 12 mm to 60 mm (i.e., corresponding to a negative minor 

strain), while they are clearly nonlinear for the specimens having widths ranging from 72 mm to 120 

mm (i.e., corresponding to a positive minor strain). In the latter case, the strain paths remain linear 

until a sudden transition to some plane-strain state, which indicates the onset of localized necking 

(see, e.g., [40,43]).  

 

 



Metals 2017, 7, x FOR PEER REVIEW  16 of 19 

 

  
(a) (b) 

Figure 17. Numerical strain paths predicted by FE simulation of (a) the simple sheet stretching test 

and (b) the Erichsen deep drawing test with the various specimen widths. 

Figure 18 compares the predicted FLDs for the studied material, based on the simulations of 

both simple sheet stretching and Erichsen tests, along with the experimental results provided by 

Aboutalebi et al. [30]. The FLDs based on the analyses of thickness strain, second time derivative of 

thickness strain, and critical damage threshold are presented in Figure 18a–c, respectively. 

Note that the experimental results given by Aboutalebi et al. [30] are obtained using the same 

Erichsen deep drawing test used in the simulations, which allows consistent comparison between 

the predicted FLDs and the experimental data. It can be noticed, in general, that the numerical 

predictions of the FLDs obtained by the Erichsen deep drawing tests are closer to the experimental 

results than those predicted by simple sheet stretching tests. The fact that the trends obtained by 

simulation of Erichsen deep drawing tests are more consistent with the experimental results may be 

explained by the similarity in the mechanical setups used in both cases (i.e., Erichsen deep drawing 

test), while no forming tools are considered in the simple sheet stretching tests. More specifically, in 

the left-hand side of the FLDs, the results predicted from Erichsen deep drawing tests using the 

numerical criteria based on the thickness strain evolution and the second time derivative of 

thickness strain are in reasonably good agreement with the experimental results, while the 

predictions overestimate the occurrence of necking when they are based on the critical damage 

threshold criterion. 

In the right-hand side of the FLDs (i.e., positive minor strains), the results predicted from the 

Erichsen deep drawing tests using the numerical criterion based on the second time derivative of 

thickness strain show the best agreement with respect to experiments (see Figure 18b). Note that the 

FLDs predicted from both Erichsen deep drawing tests and simple sheet stretching tests on the basis 

of the critical damage threshold criterion are overestimated for all strain paths, which proves that 

this numerical criterion is not suitable for the prediction of the occurrence of necking. Moreover, 

based on this critical damage threshold criterion, the shapes of the FLDs correspond rather to 

fracture limit diagrams, which are classically determined in the literature using numerical fracture 

criteria (see, e.g., [44]). The unsuitability of the latter numerical criterion may be explained by its 

consideration of a constant critical damage value for all strain paths, which is a strong assumption, 

since the damage value at the occurrence of necking depends on the stress triaxiality ratio and, 

therefore, on the loading path (see, e.g., [45]). 
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(a) (b) 

 
(c) 

Figure 18. Forming limit diagram predictions based on the analyses of (a) thickness strain evolution; 

(b) second time derivative of thickness strain; and (c) critical damage threshold. 

8. Conclusions 

In this paper, an elastic–plastic model has been coupled with the Lemaitre ductile damage 

approach in order to predict the occurrence of necking in sheet metal forming. The whole set of 

coupled constitutive equations has been implemented into the finite element code ABAQUS/Explicit 

in the framework of large strains and a fully three-dimensional formulation. Three numerical 

necking criteria have been considered for predicting the occurrence of necking in sheet metals. They 

are based on the analyses of the local thickness strain evolution and its second time derivative 

during the FE simulations, as well as on a fixed critical damage threshold at which is associated the 

occurrence of necking. For the FE simulations, simple sheet stretching tests as well as Erichsen deep 

drawing tests on various specimen geometries, covering all possible strain paths, were used in 

conjunction with the numerical necking criteria. The numerical results in terms of FLDs were 

compared to the experimental results taken from [30]. Good agreement between the predicted FLD 

and the experiments was observed using the Erichsen deep drawing test combined with the 

numerical criterion based on the second time derivative of thickness strain. Due to the low cost and 

computational efficiency of the numerical alternative for FLD prediction, as compared to the lengthy 

and expensive experimental procedures, the proposed numerical approach can be easily used with 

different forming setups and a large variety of materials for the prediction of the occurrence of 

necking in sheet metals. 
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