
HAL Id: hal-02382747
https://hal.science/hal-02382747

Preprint submitted on 27 Nov 2019

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Geometrization of Piecewise homeomorphisms of the
circle

Jérôme Los, Natalia a Viana Bedoya

To cite this version:
Jérôme Los, Natalia a Viana Bedoya. Geometrization of Piecewise homeomorphisms of the circle.
2019. �hal-02382747�

https://hal.science/hal-02382747
https://hal.archives-ouvertes.fr


Geometrization of Piecewise homeomorphisms of
the circle.

Jérôme Los and Natalia A. Viana Bedoya
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Abstract

In this work we study the following realization problem: given a piecewise
homeomorphism Φ : S1 → S1, which geometrical and dynamical conditions
on φ are sufficient to realize it as a Bowen-Series-like map associated to a
surface group, seen as a discrete subgroup of Homeo+(S1)?

1 Introduction

In a paper published in 1979, R. Bowen and C. Series [BS] introduced a surprising
object:

a dynamical system associated to the geometry of a Fuchsian group G,
i.e. a discrete subgroup of PSL(2,R).

This group is also understood as a discrete subgroup of Diff+(S1) by elements
satisfying strong additional properties like the Möbius property. The dynami-
cal system they obtained from G is a piecewise diffeomorphism with two strong
properties:

- the map is Markov and,
- it is orbit equivalent to the action of the group on S1.
More recently the construction has been revisited in [L] by considering less

structures: the group is a topological surface group G0 = π1(S) given by a presen-
tation in a particular class of presentations called “geometric”, meaning that the
Cayley two complex is homeomorphic to a plane. The dynamical system obtained
has less structures, it is a piecewise homeomorphism with the same two features:
the Markov property and the orbit equivalence to the group action on S1.
An additional property has been obtained, very much in the spirit of R. Bowen:
the topological entropy of the map is equal to the volume entropy of the group
presentation.
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In the present work we consider the reverse question: starting with a dynamical
system given by a piecewise homeomorphism Φ : S1 → S1 we want to find sufficient
dynamical conditions that allow to construct a group GΦ so that Φ is a Bowen-
Series-like (BSL) map for GΦ. Here a piecewise homeomorphism of S1 is called
BSL with a group G, acting on S1, if the G-action and the map action are orbit
equivalent.

The map, being a piecewise homeomorphism, is given by a partition of S1 into
a finite number of intervals. For reasons that will be clear soon, the number of
partition intervals is supposed to be even. A point at the boundary of two partition
intervals is called a cutting point.

We impose four kind of conditions on the map Φ (see section 2):

- A Strong Expansivity (SE) condition on each interval of the partition.

- An Eventual Coincidence (EC) condition for the left and right orbits of the
cutting points.

- A control for the left and right orbits of the cutting points before the coin-
cidence (E+) and (E-). This is a refinement of condition (SE).

Finally we do not require the map Φ to satisfy a Markov property (as in [BS] and
in [L]), we replace it by a weaker condition:

- The map is conjugated to a piecewise affine map with constant slope (CS).

Under this set of conditions we obtain:

Theorem 1. Let Φ : S1 → S1 be a piecewise orientation preserving homeomor-
phism satisfying the conditions: (SE), (EC), (E+), (E−), (CS). Then there exists a
discrete subgroup GΦ of Homeo+(S1) such that:

• GΦ is a surface group.

• GΦ and Φ are orbit equivalent.

The set of maps satisfying the above properties is not empty, they are satisfied
in particular by the maps obtained by the R. Bowen and C. Series construction
[BS] and by many of the maps obtained in [L], namely from the geometric pre-
sentations where all relations have even length. The strategy to prove this result
has several steps. The first one is to analyse the dynamical properties of the map
Φ. Then we construct a group GΦ as a subgroup of Homeo+(S1) by producing a
generating set XΦ from the map Φ. This step depends on many choices for the set
XΦ. The next step is to prove that the group obtained, GΦ is a hyperbolic group
in the sense of M. Gromov (see [Gr] or [GdlH]). We obtain this result by showing
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that GΦ acts geometrically on a hyperbolic metric space. This is the main techni-
cal step. It requires to define a “nice” hyperbolic space, to construct an action on
it and prove that this action is geometric. The hyperbolic space is obtained via a
dynamical construction inspired by one due to P. Haissinsky and K. Pilgrim [HP].
We adapt to our situation their ideas using the specific properties of the map Φ.
The main difficulty is to define an action and prove it is geometric. This is the
step where all the properties of the map are used.
At this point we have the ingredients to conclude that the group GΦ is hyperbolic
with boundary S1. Then, by a result of E. Freden [F], the group is a discrete
convergence group, as defined by F. Gehring and G. Martin [GM]. Then using
the famous geometrization result of P. Tukia [T], D. Gabai [G] and A. Casson-D.
Jungreis [CJ], we conclude that GΦ is virtually Fuschian. Proving that the group
GΦ and the map Φ are orbit equivalent is similar than in [BS] or in [L]. The last
point is to extract more properties on the group GΦ, in order to prove that in fact
it is a surface group. We use a result of H. Zieschang [Zi] to that end.

As it is clear from this introduction, there are many more to understand be-
tween group presentations for groups acting on the S1 and dynamics of piecewise
homeomorphisms of the circle. Even for surface groups, the conditions described
here are fare from being optimal.

It is interesting to notice that some of the conditions we use, in particular the
Eventual Coincidence condition, seems to appear for the first time here. The class
of maps satisfying this condition (EC) seems to be much larger and covers much
more than this application to surface groups. The relation between the growth
properties of the map and of the group have not been considered in this work.
This is clearly a direction for further works.

Aknowledgements: This work was partially supported by FAPESP (2016/24707-
4). We thanks the hospitality of our research institutes: I2M in Marseille and
DM-UFSCar in São Carlos, Brazil.

2 A class of piecewise homeomorphisms on the

circle

We first give the definitions and properties of the map Φ that is the main object
of this paper.

The map Φ : S1 → S1 is a piecewise homeomorphism of the circle S1, more
precisely, there is a partition of S1 with an even number of intervals such that:

(I) (a) S1 =
⋃2N
j=1 Ij, and
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(b) Φj := Φ|Ij is an orientation preserving homeomorphism.

In order to state the next properties we introduce some notations. Let ζ, ι, δ, γ be
permutations of {1, 2, . . . , 2N}, such that:

• ζ is a cyclic permutation of order 2N ,

• ι is a fixed point free involution, i.e. ι(j) 6= j and ι2 = id, such that:
ι(j) 6= ζ±1(j).
This property implies that N is large enough (larger than 3) and to avoid
special cases we assume for the rest of the paper that N > 4.

• γ := ζ−1ι

• δ := ζ ι.

Geometrically we consider ζ to be the permutation that realizes the adjacency
permutation of the intervals {I1 , . . . , I2N

} along a given positive orientation of S1.
By convention I

ζ(j)
is the interval that is adjacent to I

j
in the positive direction.

The interval I
ι(j)

is an interval that is not I
j

and is not adjacent to I
j
. The two

intervals I
γ(j)

and I
δ(j)

are the adjacent intervals to I
ι(j)

(see Figure 1).

I
ζ−1(j)

·
·
zj

Ij
·z
ζ(j)

I
ζ(j)

·

·
I
δ(j) ·

I
ι(j)

· I
γ(j)

·

Figure 1: The permutations and their realizations

Using the permutations above we consider the Strong Expansivity condition:

(SE) ∀j ∈ {1, . . . , 2N}, the map Φ satisfies: Φ(I
j
)
⋂
I
k
6= ∅,∀k 6= ι(j).

This condition has some immediate consequences:

(II) Φ(Ij)
⋂
Ik = Ik, ∀k 6= ι(j), γ(j), δ(j),
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Φj(zj )
Φj(zζ(j))

·
zj

I
j

·z
ζ(j)

·
I
δ(j) ·

I
ι(j)

· I
γ(j)

·

Φj(Ij )

Figure 2: Condition (SE)

(III) the map Φ has an expanding fixed point in the interior of each Ij.
This property is immediate by the definition of ι and the property (II), since
Ij ⊂ Φ(Ij).

Observe that if the map Φ satisfies the condition (SE) then all the permutations
above are given by the map. Indeed, the permutation ζ is simply the cyclic ordering
on S1 and the involution ι comes from condition (SE). The two other permutations
are obtained from ζ and ι.

In order to simplify some notations we write each interval as Ij := [zj, zζ(j)).
The points zj ∈ S1 are called the cutting points of Φ.

The next condition is the one that makes the map Φ really particular. It is
called the Eventual coincidence condition:

(EC) ∀j ∈ {1, . . . , 2N},∃k(j) ∈ N∗, k(j) ≥ 2, such that:
∀n ≥ k(j)− 1, Φn(Φζ−1(j)(zj)) = Φn(Φj(zj)).

In other words, each cutting point has a priori two different orbits, one from
the positive side and one from the negative side of the point. The condition (EC)
sais that after k(j) iterates these two orbits coincide.

The next set of conditions on the map are some control of the first k(j) − 1
iterates of the cutting points zj, namely:
For all j ∈ {1, . . . , 2N} and all 0 ≤ m ≤ k(j)− 2:

(E+) Φm(Φj(zj)) ∈ Iδm+1(j)
,
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(E-) Φm(Φζ−1(j)(zj)) ∈ Iγm+1(ζ−1(j))
.

Observe that the two conditions (E+), (E-) imply condition (SE), by using m = 0
(see Figure 2).

The last condition on the map is perhaps not absolutely necessary but simpli-
fies many arguments, it is called the Constant Slope condition:

(CS) Φ is conjugated to a piecewise affine map with constant slope λ > 1.

Remark 1. We do not require that Φ satisfies a Markov property as in the Bowen-
Series constructions in [BS] and in [L]. The constant slope condition (CS) is weaker
since the Markov property implies (CS), by an easy Perron-Frobenius argument.

Remark 2. The piecewise homeomorphisms constructed by Bowen and Series [BS]
from a Fuschian group action on H2 and those constructed in [L] from a geometric
presentation of a surface group satisfies all the above conditions when the presen-
tation has relations with even length. In other words the set of maps satisfying the
above conditions is not empty.

3 The combinatorics

Recall that ζ, ι, δ, γ are permutations of {1, 2, . . . , 2N}, for N ≥ 4, such that:
ζ is a cyclic permutation of order 2N ,
ι is a fixed point free involution such that ι(j) 6= ζ±1(j),
γ := ζ−1ι,
δ := ζ ι.

In this section we will point out some elementary properties of these permutations
that are fundamental for the rest of the work.

Lemma 1. The permutations γ and δ are conjugated, more precisely γ = ι−1δ−1ι.

Proof. Since δ and δ−1 are conjugated and

ι−1δ−1ι = ι(ιζ−1)ι = ζ−1ι = γ,

then δ and γ are conjugated.

To simplify the notation we put :

j := ι(j). (1)
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Remark 3. From basic permutation group theory and Lemma 1 we have that γ
and δ have the same cycle structure and we obtain γ from δ−1 by changing j to j
on its cycles. Hence the cycle of γ that contains j and the cycle of δ that contains
j have the same length. Denote this number by `[j].

Lemma 2. The integers ζ−1(j), j and δm−1(j) are in the same cycle of γ of length
`[j], for all j ∈ {1, ..., 2N} and 0 < m ≤ `[j].

Proof. Notice that the equalities

γ(j) = ζ−1ι(ι(j)) = ζ−1(j)

δm−1(j) = ι(δmδ−1(j)) = (ιδmι−1)ζ−1(j) = γ−m(ζ−1(j))

follow from (1), the definitions of ι, γ, δ and Lemma 1.

Lemma 3. If 1 ≤ m ≤ `[j], then ζ(γm(j)) = γm−1(j). In particular if `[j] is even
and k(j) = `[j]/2 then

ζ(δk(j)−1ζ(j)) = γk(j)−1(j).

Proof. Notice that ζ(γm(j)) = ζγ(γm−1(j)) = ζ(ζ−1ι)(γm−1(j)) = γm−1(j).
Now suppose that `[j] is even and k(j) = `[j]/2. From the first part of this

lemma, to obtain ζ(δk(j)−1ζ(j)) = γk(j)−1(j), it is enough to show that δk(j)−1ζ(j) =
γk(j)(j). In fact, by Lemma 1 and the definition of δ we have:

γk(j)(j) = ι−1δ−k(j)ι(j) = δ−k(j)−1δι(j) = δ−k(j)−1ζ(j) = δk(j)−1ζ(j).

Lemma 4. For m = 1, . . . , `[j] we have:

γ(δm(j)) = δm−1(j) and δ(γm(ζ−1(j))) = γm−1(ζ−1(j)).

Proof. In fact, by (1) and the definitions of ι, γ, δ:

γ(δm(j)) = ζ−1ι(ιδm(j)) = ζ−1δ(δm−1(j)) = ζ−1ζ(δm−1(j)) = δm−1(j),

and

δ(γm(ζ−1(j))) = ζι(ιγm(ζ−1(j))) = ζγ(γm−1(ζ−1(j))) = γm−1(ζ−1(j))).

From now on we assume that the permutations above satisfies :
`[j] is even, for all j ∈ {1, ..., 2N}.
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4 A group from the map Φ

From a particular map Φ, as defined above, we construct in this section a subgroup
of Homeo+(S1) by giving a set of generators.

Lemma 5. Assume Φ : S1 → S1 is a piecewise homeomorphism of S1 satisfying
the conditions (SE) and (CS) then, for each j ∈ {1, . . . , 2N}, there is a diffeomor-
phism ϕ

j
∈ Diff+(S1) such that:

(1) (ϕ
j
)|Ij = Φ̃|Ij and (ϕ

j
)−1
|Iι(j)

= Φ̃|Iι(j) ,

(2) ϕ
j

is a hyperbolic Möbius like diffeomorphism, i.e. with one attractive and
one repelling fixed point and one pair of neutral points (with derivative one).

(3) (ϕ
j
)−1 = ϕ

ι(j)
,

where Φ̃ is the piecewise affine map conjugated to Φ by condition (CS).

Proof. Using condition (CS) we replace our initial piecewise homeomorphism Φ

by the piecewise affine map Φ̃ with constant slope λ > 1, where Φ̃ = g−1 ◦ Φ ◦ g,
with g ∈ Homeo+(S1). The piecewise affine map Φ̃ is defined by a partition:

S1 =
⋃2N
j=1 Ĩj, where Ĩj = g−1(Ij) for all j ∈ {1, . . . , 2N}. We will often abuse

notation by identifying the intervals Ĩj with the original Ij.

The condition (1) of Lemma 5 has no constraints since the two intervals Ij and
Iι(j) are disjoint and satisfies the property: Φ(Ij)

⋂
Iι(j) = ∅ = Φ(Iι(j))

⋂
Ij by the

condition (SE). The same conditions are satisfied for the intervals Ĩj and Ĩι(j).

In addition, the slopes of Φ̃ being the same in Ĩj and Ĩι(j), by imposing condition
in (1) we obtain that (ϕ

j
)|
Ĩι(j)

is linear with slope λ−1.

Hence, the map ϕ
j

is defined when restricted to Ĩj
⋃
Ĩι(j), it remains to define

it on the complementary intervals:

S1 − (Ĩj
⋃

Ĩι(j)) = Lj
⋃

Rj,

where Lj := [z
δ(j)
, z

j
] and Rj := [z

ζ(j)
, z

j
]. The existence is a simple “differentiable

connect-the-dots” construction where the constraints are the images of the extreme
points:

ϕ
j
(∂Ĩj) = Φ̃j(∂Ĩj) and ϕ

j
(∂Ĩι(j)) = (Φ̃ι(j))

−1(∂Ĩι(j)),

together with the derivatives at these points being respectively λ and λ−1 (see
Figure 3).
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ϕ′
j
(z
j
) = λ

ϕj (Iι(j))

ϕ
j
(Lj) ϕ

j
(Rj)

·
z
j

I
j

·
z
ζ(j)

·
I
δ(j) ·z

δ(j) z
ι(j)

I
ι(j)

·

·

I
γ(j)

·

ϕj (Ij )RjLj

·
· ·
· ·

ϕ′
j
(z
δ(j)

) = λ−1

Figure 3: The connect-the-dot construction of ϕ
j
∈ Diff+(S1)

This connect the dot construction is simple enough not to be more explicit. We
define the map ϕj on the two intervals Lj and Rj with the image intervals given
by the two components of:

S1 − [Φ̃j(Ĩj)
⋃

(Φ̃ι(j))
−1(Ĩι(j))].

We have to control the derivative of ϕ
j

on Rj and Lj which varies continuously
from λ > 1 to λ−1 < 1 since ϕ

j
is required to be a diffeomorphism. The construc-

tion implies there is at least one neutral point, i.e. with derivative one, in each
interval Lj and Rj, by the intermediate value theorem. Clearly this construction
of ϕ

j
is non unique.

Condition (2) requires the existence of exactly one neutral point in each Rj

and Lj. This is the simplest situation which is realized by imposing the derivative
to vary monotonically in Rj and Lj.

By condition (SE), see (III), the map ϕ
j

has exactly two fixed points, one

expanding in Ĩj and one contracting in Ĩι(j). Therefore, with the above choices,
condition (2) is satisfied for ϕ

j
and ϕ

ι(j)
.
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Let us denote by {ϕ
j
} the subset of Diff+(S1) satisfying conditions (1) and

(2). Fixing ϕ
j
∈ {ϕ

j
}, by construction we have ϕ−1

j
∈ {ϕ

ι(j)
}. Therefore the pair

ϕ
j
, ϕ−1

j
satisfies the condition (3) of Lemma 5.

Let us denote by [ϕ
j
] the subset of Diff+(S1) satisfying the conditions (1), (2),

(3) of Lemma 5mark. By the above observation, this subset is non empty.

Definition 1. Given a piecewise homeomorphism Φ : S1 → S1 satisfying the
conditions (SE), (E+), (E−), (EC), (CS), we define a set XΦ :=

{
ϕ1, . . . , ϕ2N

}
of

elements in Diff+(S1), where for each j ∈ {1, . . . , 2N}, ϕj ∈ [ϕj] is a diffeomor-
phism given by Lemma 5. We define, for each choice of XΦ, the group GXΦ

as a
subgroup of Homeo+(S1) generated by XΦ.

This definition depends on the choice of the set XΦ obtained from Lemma 5.
One goal in the following is to prove that the group GXΦ

does not depends on all
these choices. The ultimate goal is to show that, under our assumptions on Φ, the
group is in fact a surface group.

From now on we assume that:

k(j) = `[j]/2, for j = 1, . . . , 2N, (2)

see Section §3. This means that all the cycles of γ, (and δ by Lemma 1) in its
cycle decomposition, have length that are even and larger than 2 by (EC).

Lemma 6. Given a set XΦ for a piecewise homeomorphism Φ : S1 → S1 as in
Definition 1, there exists an open neigborhood Uj of the cutting point zj, for all

j ∈ {1, . . . , 2N}, such that Φ̃k(j)|Uj is an affine diffeomorphism with slope λk(j),
where k(j) is the integer given by condition (EC) on Φ.

Proof. Let Z
k(j)
j be the point defined by condition (EC) for the cutting point zj,

i.e.
Z
k(j)
j = Φ̃k(j)−1(Φ̃ζ−1(j)(zj)) = Φ̃k(j)−1(Φ̃j(zj)),

and suppose that Z
k(j)
j ∈ Iaj , for some Iaj ∈ {I1, . . . , I2N} satisfying:

aj 6= γk(j)−1(ζ−1(j)), δk(j)−1(j),

by the condition (SE), (see (7)).

• If Z
k(j)
j ∈ Int(Iaj) then we write:

Iaj = [zaj , Z
k(j)
j ] ∪ [Z

k(j)
j , z

ζ(aj)
].

10



By the conditions (E+), (E-) and the continuity of Φ̃ at the right and the left
of the cutting point zj there is a right and a left neighborhood of zj, denoted
U−j ⊂ Iζ−1(j) and U+

j ⊂ Ij, such that for all 1 ≤ m ≤ k(j)− 1:

∀z ∈ U−j then Φ̃m(z) ∈ Iγm(ζ−1(j)) and, ∀z ∈ U+
j then Φ̃m(z) ∈ Iδm(j). (3)

The two half intervals U−j and U+
j are defined to satisfy:

Φ̃k(j)(U−j ) = (zaj , Z
k(j)
j ] and Φ̃k(j)(U+

j ) = [Z
k(j)
j , zζ(aj)).

In other words, U+
j and U−j are the right and the left Φ̃k(j) pre-image of Iaj along

the right and left orbits of the cutting point zj.

By condition (EC) then Φ̃k(j) is continuous at the cutting point zj and is an
affine diffeomorphism of slope λk(j) on the neighborhood Uj := U−j ∪ U+

j of the
cutting point zj. Indeed, it is a composition of k(j) affine diffeomorphisms, each
of slope λ.

In addition, by definition of the diffeomorphisms ϕj ∈ XΦ of Lemma 5 and the
condition (3) above we obtain:

∀z ∈ U+
j then : Φ̃k(j)(z) = ϕδk(j)−1(j) ◦ · · · ◦ ϕδ(j) ◦ ϕj(z) and ,

∀z ∈ U−j then : Φ̃k(j)(z) = ϕγk(j)−1(ζ−1(j)) ◦ · · · ◦ ϕγ(ζ−1(j)) ◦ ϕζ−1(j)(z).
(4)

This proves the Lemma in this case.

• If Z
k(j)
j ∈ ∂(Iaj), the construction above applies if we replace Iaj either by

Iζ−1(aj)∪Iaj or by Iaj ∪Iζ(aj), depending on wether Z
k(j)
j = zaj or Z

k(j)
j = zζ(aj).

Lemma 7. Given a set XΦ for a piecewise homeomorphism Φ : S1 → S1 as in
Definition 1, then there is an extension of Φ̃k(j)|Uj , where Uj is given in Lemma 6,
to a diffeomorphism of S1 that is topologically conjugated to a hyperbolic Möbius
diffeomorphism and is an element of the group GΦ.

Proof. From Lemma 6 we obtain a neighborhood of the cutting point zj so that

Φ̃k(j)|Uj is an affine diffeomorphism with slope λk(j). We now want to find a max-
imal interval Vj ⊃ Uj with the same property. For that we consider the pre-image

of the point Z
k(j)
j from the left and the right, along the orbits of the cutting point

zj, namely we consider the points:

Zδk(j)−1(j) = Φ̃k(j)−2(Φ̃j(zj)) ∈ Iδk(j)−1(j) and

Zγk(j)−1(ζ−1(j)) = Φ̃k(j)−2(Φ̃ζ−1(j)(zj)) ∈ Iγk(j)−1(ζ−1(j)).
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In order to simplify the notations let us define:

cj := γk(j)−1(ζ−1(j)), dj := δk(j)−1(j),
Jcj := [zcj , Zγk(j)−1(ζ−1(j))] ⊂ Icj , Jdj := [Zδk(j)−1(j), zζ(dj)] ⊂ Idj ,

(5)

(see Figure 4).
From the condition (EC) and the definitions above we obtain that:

Φ̃cj(Jcj) ∪ Φ̃dj(Jdj) = ϕcj(Jcj) ∪ ϕdj(Jdj) is connected, and

Φ̃cj(Jcj) ∩ Φ̃dj(Jdj) = Z
k(j)
j .

As in the proof of Lemma 6, we define the (Φ̃k(j)−1)- pre-images of Jcj and Jdj
along the orbit of zj, respectively in the intervals Ij and Iζ−1(j) and we obtain:

V
cj
j = [Φ̃−k(j)+1(zcj), zj] ⊂ Iζ−1(j) and V

dj
j = [zj, Φ̃

−k(j)+1(zζ(dj))] ⊂ Ij.

From the definition of the generators ϕj via Φ̃, we can rewrite these two intervals
as:

V
cj
j = ϕ−1

ζ−1(j)
◦ · · · ◦ ϕ−1

γk(j)−2(ζ−1(j))
(Jcj)

V
dj
j = ϕ−1

j
◦ ϕ−1

δ(j)
◦ · · · ◦ ϕ−1

δk(j)−2(j)
(Jdj).

(6)

We obtain thus that: Vj := Int(V
cj
j ∪ V

dj
j ) is an open neighborhood of zj (see

Figure 4) which satisfies: Uj ( Vj, where Uj is given by Lemma 6.
Moreover we observe that:

Φ̃k(j)(Vj) = Φ̃cj(Jcj) ∪ Φ̃dj(Jdj) = ϕcj(Jcj) ∪ ϕdj(Jdj) = [Φ̃cj(zcj), Φ̃dj(zζ(dj))],

and satisfies, by condition (SE) the following (see Figure 4):

Φ̃k(j)(Vj) ∩ Ik 6= ∅,∀k 6= cj, dj. (7)

The property (7) implies, in particular, that: Vj ⊂ Φ̃k(j)(Vj) and thus Φ̃k(j)|Vj has

a unique fixed point in Vj. And, as in Lemma 6, the map: Φ̃k(j)|Vj is an affine

diffeomorphism of slope λk(j).
Notice that, by Lemma 3, cj and dj are adjacent with ζ(dj) = cj and, from

Remark 3 the length of the cycles containing j and cj are the same and thus
k(cj) = k(j).

Therefore we can make the same construction for Φ̃k(j) around the cutting point zcj
and we obtain a neighborhood Vcj of zcj so that Φ̃k(j)|Vcj is an affine diffeomorphism
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Figure 4: Φ̃k(j)|Vj

of slope λk(j) and with a unique fixed point in Vcj (see Figure 5). By the same
arguments than in (4) we obtain:

(Φ̃k(j)|Vcj )(z) =

ϕγk(j)−1(dj)
◦ ϕ

γk(j)−2(dj)
◦ · · · ◦ ϕ

γ(dj)
◦ ϕ

dj
(z); z ∈ Idj ∩ Vcj

ϕ
δk(j)−1(cj)

◦ ϕ
δk(j)−2(cj)

◦ · · · ◦ ϕ
δ(cj)
◦ ϕ

cj
(z); z ∈ Icj ∩ Vcj .

(8)

−

−

.
.

.
.

− Vj
Ij

Φ̃k(j)|Vj−−−−→

Φ̃k(cj)|Vcj←−−−−−−

Φ̃k(cj)(Vcj )

?Zk(cj)cj

I
ζ−1(j) .

−
I
dj−

Icj−

Φ̃k(j)(Vj)

?Z
k(j)
j

.Vcj

Figure 5

Let us define
Gj : S1 → S1 by
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Gj(z) :=

{
ϕ
dj
◦ ϕ

δk(j)−2(j)
◦ · · · ◦ ϕ

δ(j)
◦ ϕ

j
(z), if z ∈ [z

j
, zcj ]

ϕcj ◦ ϕγk(j)−2(ζ−1(j))
◦ · · · ◦ ϕ

γ(ζ−1(j))
◦ ϕ

ζ−1(j)
(z), if z ∈ (zcj , zj ].

Observe that the two writings of Gj agrees at the cutting point zj by (4) and we
have:

Gj|Vj = Φ̃k(j)|Vj .
Recall that by (5), cj := γk(j)−1(ζ−1(j)) and dj := δk(j)−1(j) and, by Lemma 4 we

have: γi−1(dj) = δk(j)−i(j) and δi−1(cj) = γk(j)−i(ζ−1) for i = 2, ..., k(j).
The inverse of Gj is given by:

(Gj)
−1(z) =

{
ϕ−1
j ◦ ϕ−1

δ(j)
◦ · · · ◦ ϕ−1

dj
, if z ∈ [z

j
, zcj ]

ϕ−1

ζ−1(j))
◦ ϕ

γ(ζ−1(j))
◦ · · · ◦ ϕ−1

cj
(z), if z ∈ (zcj , zj ].

(9)

Recall also that the definition of the diffeomorphisms ϕj given by Lemma 5
implies that: ∀j ∈ {1, . . . , 2N} then ϕ−1

j = ϕj. Therefore by comparing (8) and
(9) we obtain that:

Gj|Vcj = (Φ̃k(j)|Vcj )
−1.

This implies, in particular, that Gj is well defined and continuous, at each extreme
point zj and zcj and thus is a diffeomorphism. We also obtain that Gj is an affine

diffeomorphism of constant slope λk(j), when restricted to Vj and of slope 1/λk(j)

in Vcj . This imply that Gj has one repelling fixed point in Vj and one attracting
fixed point in Vcj .

Claim: Gj has exactly two fixed points.

Proof of the Claim. The proof is the same than in Lemma 5. Indeed, by con-
struction the interval Vj is a strict sub-interval of Ij ∪ Iζ−1(j) and Vcj is a strict
sub-interval of Icj ∪ Idj . In addition the length of the cycle containing j satisfies

k(j) ≥ 2 and by Lemma 3 the two intervals Ij ∪ Iζ−1(j) and Icj ∪ Idj have disjoint

interior and thus Vj ∩ Vcj = ∅. The proof that Gj has exactly two fixed points is
thus the same than for Lemma 5. This completes the proof of the Claim.

Then, by [T] Theorem 2A, Gj is topologically conjugated to a hyperbolic
Möbius diffeomorphism. By definition of Gj, it is a composition of generators
in XΦ and is thus an element of GΦ.

Proposition 2. For each cutting point zj, j ∈ {1, . . . , 2N} the following equality
holds in S1:

ϕ
γk(j)−1(ζ−1(j))

◦ · · · ◦ ϕ
γ(ζ−1(j))

◦ ϕ
ζ−1(j)

= ϕ
δk(j)−1(j)

◦ · · · ◦ ϕ
δ(j)
◦ ϕ

j
.

14



Proof. By Lemma 7, Φ̃k(j)|Uj is the restriction to the neighborhood Uj, given by
Lemma 6, of the diffeomorphism Gj which is conjugated to a hyperbolic Möbius
diffeomorphism hj by f ∈ Homeo+(S1). By [T] this Möbius diffeomorphism is
unique by analytic properties.
Therefore we have: Φ̃k(j)|Uj = Gj|Uj and Gj = f ◦ hj ◦ f−1. On the other hand, by

definition of Φ̃k(j)|Uj we have that:

Gj|Uj(z) = ϕ
δk(j)−1(j)

◦ · · · ◦ ϕ
δ(j)
◦ ϕj(z) for z ∈ Uj ∩ Ij, and

Gj|Uj(z) = ϕ
γk(j)−1(ζ−1(j))

◦ · · · ◦ ϕ
γ(ζ−1(j))

◦ ϕ
ζ−1(j)

(z) for z ∈ Uj ∩ Iζ−1(j).

Therefore the Möbius diffeomorphism hj has two writings in the neighborhood
f−1(Uj) and, by uniqueness, these two writings are the same.

This completes the proof.

The relation given by Proposition 2 will be called a cutting point relation for
zj.

5 Some geometries associated to a piecewise

homeomorphism of S1

The group GXΦ
is defined via a generating set obtained from the map Φ. This

group depends on many choices made during the construction in Lemma 5. We
have to prove that the group does not depends on these choices. The idea is to
construct a geometric action of the group on a metric space, i.e. an action by
isometries that is co-compact and properly discontinuous.

In this section we associate, to the dynamics of Φ, two geometrical spaces with
the aim of defining a geometric action. In the following we will not distinguish
between Φ and Φ̃ as well as between the partition intervals Ij and Ĩj.

5.1 A first dynamical graph: Γ0
Φ

The first space we consider is directly inspired by one given by P. Haissinsky and
K. Pilgrim [HP] in the context of coarse expanding conformal maps. In [HP]
the authors uses the dynamics of a map F on a compact metric space Y . They
construct a graph out of a sequence of coverings of the space Y by open sets
obtained from one covering and by the sequence of pre-image coverings. A related
construction can be found in [H18].

We use here the same idea where the space is S1 and the dynamics is given
by our map Φ. We replace their coverings by our partition and their sequence of
pre-image coverings by the sequence of pre-image partitions. In order to fit with
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this description we use a partition by closed intervals, in order for the different
pieces to have very simple intersections (points). With our previous description
we consider the initial partition:

S1 =
2N⋃
j=1

Ij, with Ij = [zj, zζ(j)].

Thus, each interval Ij intersects the two adjacent intervals Iζ±1(j) exactly at a
cutting points.

We define the graph Γ0
Φ by an iterative process (see Figure 6):

Level 0: A base vertex v0 is defined.
Level 1:

a) To each interval Ij of the partition is associated a vertex vj.

b) v0 is connected to vj by an edge.

c) vj is connected to vk if Ij 6= Ik and Ij ∩ Ik 6= ∅.

Level 2:

a) A vertex vj1,j2 is defined for each non empty connected component of

Ij1,j2 := Ij1 ∩ Φ−1(Ij2).

This notation is unambiguous since Φ−1(Ij2) has several connected compo-
nents but only one in Ij1 .

b) vj1 is connected to vj1,j2 by an edge.

c) vj1,j2 is connected to vj′1,j′2 if Ij1,j2 6= Ij′1,j′2 and Ij1,j2 ∩ Ij′1,j′2 6= ∅.

Level k:

a) We repeat level 2 by iteration, i.e. we consider a sequence of intervals
{Ij1 ; Ij1,j2 ; . . . ; Ij1,j2,...,jk ; . . . } such that:

Ij1,j2,...,jk := Ij1,j2,...,jk−1
∩ Φ−k+1(Ijk) 6= ∅,

It is important to note that when the sequence j1, j2, . . . , jk defines an interval
of level k then ji+1 6= ji, for 1 ≤ i ≤ k − 1, because of the condition (SE).

b) A vertex vj1,j2,...,jk is associated to the interval Ij1,j2,...,jk ,
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v0

vζ−1(j)
vj

vζ(j)

vj,m

Figure 6: The first levels of the graph Γ0
Φ.

c) vj1,j2,...,jk is connected to vj1,j2,...,jk−1
by an edge,

d) vj1,j2,...,jk is connected to vj′1,j′2,...,j′k if Ij′1,j′2,...,j′k 6= Ij1,j2,...,jk and Ij1,j2,...,jk ∩
Ij′1,j′2,...,j′k 6= ∅.

Lemma 8. If Φ is a piecewise homeomorphism of S1 satisfying the condition (SE)
then the graph Γ0

Φ, endowed with the combinatorial metric (each edge has length
one), is Gromov hyperbolic with boundary S1.

Proof. We adapt word for word the proof in [HP]. Indeed, the essential ingredients
in the proof in [HP] are the facts that each vertex is associated to a connected
component of the pre-image cover with two properties:

- each component has a uniformly bounded number of pre-images,
- the size of each connected component goes to zero when the level goes to

infinity.
These two properties are verified here:

- each interval has at most 2N − 1 pre-images,
- the size of the intervals Ij1,j2,...,jk in the sequence of pre-images goes to zero

when k goes to infinity by the expansivity property.
In fact a much weaker expansivity property than our condition (SE) would

be enough to obtain the conclusion that the graph is hyperbolic. Observe that
the distance of any vertex to the base vertex is simply the level k and the edges
connecting vj1,j2,...,jk to vj′1,j′2,...,j′k belongs to the sphere of radius k centered at the
based vertex. By this observation and our definition of the edges, each sphere of
radius k centered at the based vertex is homeomorphic to S1. Therefore the limit
space when k goes to infinity is homeomorphic to S1 and the Gromov boundary
∂Γ0

Φ is homeomorphic to S1.
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5.2 Dynamical graph ΓΦ

In this part we define another graph with a similar iterative process from the map
Φ. The main difference is that we do not consider edges on the spheres. We re-
place them by an equivalence relation that identifies some vertices on some of the
spheres using the specific properties of the map Φ, namely condition (EC).

We use the definitions in Level 0, Level 1: a), b), Level 2: a), b) and Level k:
a), b), c) of Γ0

Φ, in §5.1.

Labeling the edges: we label the edge connecting vj1,j2,...,jk−1
to vj1,j2,...,jk by

a symbol Ψjk .

The graph obtained at this stage has a tree structure and is denoted by TΦ.

We define now a quotient map: two vertices of TΦ are identified if they belongs
to the same level k > 1, i.e. we write them vj1,j2,...,jk and vl1,l2,...,lk , and:

(a) There is an integer 0 ≤ r < k − 1 such that:

(a1) Ij1 = Il1 ; . . . ; Ij1,...,jr = Il1,...,lr as intervals in S1 (if r = 0 the vertex is
v0),

(a2) Ij1,...,jr,jr+1 and Il1,...,lr,lr+1 are adjacent in the cyclique ordering of S1,
and Ij1,...,jr+p 6= Il1,...,lr+p for all 1 ≤ p < k − r.

(b) At level k:

(b1) Φk(Ij1,...,jk)
⋂

Φk(Il1,...,lk) = one point,

(b2) Φk(Ij1,...,jk)
⋃

Φk(Il1,...,lk) = a non degenerate interval.

Definition 2. The dynamical graph is defined by ΓΦ := TΦ/ ∼Φ, where ∼Φ is the
following relation:
(i) Two vertices vj1,j2,...,jk and vl1,l2,...,lk of TΦ are identified if the conditions (a)
and (b) above are satisfied.
(ii) Two edges with the same label and starting from an identified vertex are iden-
tified.

Remark 4. It could happens that the point in the condition (b1) is a cutting
point, i.e. a boundary point of an interval. In this case the edges starting from
the identified vertex have all different labels and the identification (ii) is vacuous
in this case.
It is interesting to notice that the identification operation is essentially a Stallings
folding [Sta].
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Lemma 9. If Φ is a piecewise homeomorphism of S1 satisfying the conditions
(SE) and (EC) then the dynamical graph ΓΦ is well defined.

Proof. Let us start the study of the relation ∼Φ when r = 0 in condition (a).
Condition (a2) means that the two intervals Ij1 and Il1 are adjacent, then they
have a cutting point z in common. By condition (a2) the k − 1 first intervals in
the sequence, up to Ij1,...,jk−1

and Il1,...,lk−1
are different. Condition (b1) says that

the Φk image of Ij1,...,jk and Il1,...,lk have one point in common. This point has to
be the Φk image of a cutting point z. By the Eventual coincidence condition (EC)
on Φ, there is indeed an integer k(z) for each cutting point, so that the two orbits
of z coincides after k(z) iterates. Therefore condition (b1) is satisfied for this
iterate k(z) and such a condition is satisfied for each cutting point and therefore
for each pair of adjacent intervals. Since Φ is a piecewise orientation preserving
homeomorphism then condition (b2) is also satisfied for the same iterate k(z).

When r > 0, for each pair of adjacent intervals Ij1,...,jr,jr+1 and Il1,...,lr,lr+1 as in
condition (a2), the Φr image of these intervals is as above, i.e. adjacent of level 1,
and thus there is an integer k for which conditions (b1) and (b2) are satisfied. The
identification in Definition 2 (i) is well defined and occurs at each level after some
minimal level k0 = min{k(j)|j = 1, . . . , 2N}, where the k(j)’s are the integers
given by condition (EC).
If the point w = Φk(Ij1,...,jk)

⋂
Φk(Il1,...,lk) in condition (b1) belongs to the interior

of a sub-interval Iα then there is a sub-interval Ij1,...,jk,α of Ij1,...,jk and an edge
labeled Ψα connecting vj1,...,jk to vj1,...,jk,α and similarly an edge, labeled Ψα, con-
necting vl1,...,lk to vl1,...,lk,α in TΦ. The identification of these two vertices by ∼Φ

implies that two edges labelled Ψα starts from the new vertex ṽ. The identification
in Definition 2 (ii) is simply an identification of these two edges with the label Ψα.
This identification is well defined and the dynamical graph ΓΦ is well defined.

Observe that condition (EC) on the dynamics of Φ is essential for the definition
of the dynamical graph ΓΦ.

Lemma 10. Every vertex w 6= v0 in the dynamical graph ΓΦ of Definition 2 is
identified with an interval Iw of S1, this interval could be of the following types:

(i) Iw = Ij1,...,jk ,

(ii) Iw = Ij1,...,jk
⋃
Il1,...,lk , where Ij1,...,jk and Il1,...,lk are of the same level and

adjacent on S1.

Proof. If w is a vertex of ΓΦ that comes from a single vertex in TΦ then the result
is clear, the associated interval is of the form Ij1,...,jk , this is an interval of type (i).
If w comes from two vertices vj1,j2,...,jk and vl1,l2,...,lk satisfying conditions (a) and
(b) in TΦ then the associated interval is of the form Iw := Ij1,...,jk

⋃
Il1,...,lk . This is
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indeed an interval since, by the condition (EC) and the proof above, Ij1,...,jk and
Il1,...,lk are adjacent on S1, this is an interval of type (ii).

Lemma 11. The two graphs ΓΦ and Γ0
Φ, endowed with the combinatorial metric

(every edge has length one), are quasi-isometric.

Proof. We observe that the two sets of vertices V (Γ0
Φ) and V (ΓΦ) are related by

a map V : V (Γ0
Φ) → V (ΓΦ) which is induced by the equivalence relation ∼Φ of

Definition 2. Indeed each vertex v ∈ V (Γ0
Φ) \ {v0} is identified with an interval

Iv := Ij1,...,jk and thus with a vertex of the tree TΦ. The map V is either one to one
or two to one. Two vertices of Γ0

Φ with the same V -image corresponds to adjacent
intervals at the same level k and are thus at distance one in Γ0

Φ.
Let us denote by dΓ0

Φ
and dΓΦ

the combinatorial distances in Γ0
Φ and ΓΦ, re-

spectively. Two vertices connected by an edge along a sphere S0
p centered at the

base vertex v0 and of radius p of Γ0
Φ are mapped either to a single vertex in the

sphere Sp of radius p and centered at v0 of ΓΦ or to two distinct vertices. These
two vertices also belongs to Sp of ΓΦ and are connected in ΓΦ by a path of length
at most k(j), for some j ∈ {1, . . . , 2N}, given by the relation ∼Φ via the condition
(EC) on the map Φ.

If we let KΦ := max{k(j)|j = 1, . . . , 2N} then we obtain that:

dΓΦ
(V (v0

α),V (v0
β)) ≤ KΦ.dΓ0

Φ
(v0
α, v

0
β),

for any two vertices (v0
α, v

0
β) in V (Γ0

Φ) × V (Γ0
Φ). Indeed a minimal length path

between v0
α and v0

β is a concatenation of some paths along the spheres centered at
v0 and some paths along rays starting at v0. The length of the paths along the
rays are preserved by the map V and the length of the paths along the spheres are
expanded by a factor bounded by KΦ. On the other direction, the same observation
implies that:

dΓΦ
(V (v0

α),V (v0
β)) ≥ 1

KΦ

dΓ0
Φ
(v0
α, v

0
β) + 1.

Since a metric space which is quasi-isometric to a Gromov hyperbolic space is
Gromov hyperbolic with the same boundary [GdlH], the following is an immediate
consequence of Lemma 8 and Lemma 11:

Corollary 3. The graph ΓΦ, with the combinatorial distance, is hyperbolic with
boundary homeomorphic to S1.
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6 An action of GXΦ
on ΓΦ

One way to understand the group GXΦ
is to define a “geometric” action on a “nice

metric space”. Recall that a geometric action of a group on a metric space is an
action by isometries that is co-compact and properly discontinuous. Our candidate
to be such a nice space is the dynamical graph ΓΦ of Definition 2. It is defined
only by the dynamics of Φ, just as the group GXΦ

.
Before defining an action on ΓΦ, let us describe how the generators ϕj ∈ XΦ

of the group, given by Lemma 5, do act on the partition intervals Im for all
m ∈ {1, . . . , 2N}, i.e. on the intervals of level 1.

Lemma 12. If Φ is piecewise homeomorphism of S1 satisfying the conditions (SE),
(E-), (E+), (EC) and (CS), let ϕj ∈ XΦ be a generator of the group GXΦ

given by
Lemma 5. If Im is a partition interval, m ∈ {1, . . . , 2N} then ϕj(Im) satisfies one
of the following conditions:

(a) if m = j then: ϕj(Ij) ∩ Ik 6= ∅ for all k 6= ι(j).

(b) For all m 6= j, ζ±1(j) then: ϕj(Im) = Iι(j),m.

(c) ϕj(Iζ(j)) = Iι(j),ζ(j) ∪ Aγ(j) (resp. ϕj(Iζ−1(j)) = Iι(j),ζ−1(j) ∪ Aδ(j)),
where Aγ(j) (resp. Aδ(j)) is a sub-interval of Iγ(j) (resp. Iδ(j)) which does not
contains any sub-interval Iγ(j),r, (resp. Iδ(j),p) of level 2.

(c’) More precisely the interval Aγ(j) (resp. Aδ(j)) satisfies:
Aγ(j) ( Iγ(j),γ2(j),...,γk(ζ(j))−1(j) (resp. Aδ(j) ( Iδ(j),δ2(j),...,δk(j)−1(j)),
where the integers k(j) and k(ζ(j)) are given by the condition (EC).

Proof. The proof is a case by case study.

(a) This is simply the condition (SE) on the map Φ.

(b) By Lemma 5 we have that (ϕj)
−1
|Iι(j)

= Φ̃ι(j). The condition (SE) implies

that Φ̃ι(j)(Iι(j)) ∩ Im = Im for all m 6= j, ζ±1(j). Therefore we obtain that:

Iι(j) ∩ Φ̃−1
|Iι(j)

(Im) = Φ̃−1
|Iι(j)

(Im) which reads: Iι(j),m = ϕj(Im) (see Figure 7).

(c) The two situations in this case requires more work and are symmetric, we
restrict to one of them, for instance ϕj(Iζ(j)). By condition (SE), applied to
Ij and Iι(j), we have:

(i) ϕj(Ij) ∩ Iγ(j) ( Iγ(j),

(ii) ϕι(j)(Iι(j)) ∩ Iζ(j) ( Iζ(j).
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Iδ(j)

Iι(j)

Iγ(j)

ϕj(Ij)

ϕj(Iζ−1(j))

ϕj(Im)

ϕj(Iι(j)) ϕj(Iζ(j))
ϕj(Ij)

Figure 7: Image of the intervals Im under ϕj.

These two inclusions imply, by the definition of ϕj given by Lemma 5, that:

Iι(j) ∩ ϕ−1
ι(j)(Iζ(j)) = Iι(j),ζ(j) = Iι(j) ∩ ϕj(Iζ(j)) by (ii)

and
ϕj(Iζ(j)) ∩ Iγ(j) = Aγ(j) 6= ∅ by (i) and the continuity of ϕj,

see Figures 7 and 8.

In order to complete the proof we need to verify that the interval Aγ(j) is
strictly contained in the “last” sub-interval Iγ(j),l of level 2 of Iγ(j), where
last means with respect to the orientation of S1. With our notations of the
cutting points, this interval is written as:

Aγ(j) = [ϕj(zζ(j)), zι(j)] (see Figure 8).

Recall that condition (E+), at the cutting point zζ(j), is the following:

∀i, 0 ≤ i ≤ k(ζ(j))− 2 : Φi(Φj(zζ(j))) ∈ Iγi+1(j).

Hence, for i = 0 : Φj(zζ(j)) = ϕj(zζ(j)) ∈ Iγ(j), for i = 1 : Φ(Φj(zζ(j))) ∈ Iγ2(j)

which reads: ϕγ(j)(ϕj(zζ(j))) ∈ Iγ2(j).

This last condition means that the ϕγ(j) image of the point ϕj(zζ(j)) ∈ Iγ(j)

belongs to the same partition interval than the ϕγ(j) image of the cutting
point zι(j), because of the condition (SE), applied to the interval Iγ(j). There-
fore the point ϕj(zζ(j)) belongs to the interior of the last sub-interval of level
2 of the partition interval Iγ(j) which is Iγ(j),γ2(j). This completes the proof of
statement (c) in this case since ϕj(zζ(j)) is the extreme point of the interval
Aγ(j) (see Figure 8).

For the symmetric situation, in the case (c), the arguments are exactly the
same where ζ is replaced by ζ−1, γ is replaced by δ and the condition (E+)
is replaced by (E-).
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Iι(j) Iγ(j)

ϕj(Iζ(j))

ϕj(Ij)

zι(j)

Aγ(j)

ϕj(zζ(j))

Iι(j),ζ(j) Iγ(j),γ2(j)

Figure 8: Details of the image around the cutting point zι(j).

(c’) The above argument implies that: Aγ(j) ( Iγ(j),γ2(j) which is part of state-
ment (c’). At this point only the first iterate i = 1 in the conditions (E+)
has been used. In order to complete the proof of (c’) we apply exactly the
same arguments for all iterates: i ≤ k(ζ(j))− 2 given by the condition (E+)
and we obtain:

Aγ(j) ( Iγ(j),γ2(j),...,γk(ζ(j))−1(j).

The symmetric situation is obtained, as above, by replacing ζ by ζ−1, γ by
δ and the condition (E+) by (E-).

Lemma 12 is a guide line for the definition of an action of GXΦ
on the graph

ΓΦ. It describes how the generators act on the first level intervals.
Our goal is to define a map Ag : ΓΦ → ΓΦ for all g ∈ GXΦ

. From Lemma 10, each
vertex v 6= v0 of ΓΦ is identified with an interval Iv of S1. Each element g ∈ GXΦ

is, in particular, a homeomorphism of S1 and g(Iv) is an interval of S1. All we
have to understand is how the intervals g(Iv) are related to some interval Iw, for
some vertex w of ΓΦ.

Definition 3. Let GXΦ
be the group of Definition 1 and ΓΦ be the dynamical graph

of Definition 2. Each vertex v ∈ V (ΓΦ), v 6= v0 is identified with an interval Iv of
S1 which could be of type (i) or (ii) according to Lemma 10. For any g ∈ GXΦ

, let
Ag : ΓΦ → ΓΦ be a map defined on the vertices v ∈ V (ΓΦ), v 6= v0 as follows:

(1) If g(Iv) intersects more than 3 partition intervals Ij (first level), then we set
Ag(v) = v0, where v0 is the base vertex of ΓΦ.

(2) If there is w ∈ V (ΓΦ) such that g(Iv) ⊆ Iw and g(Iv) is not contained in any
Iw′ ⊂ Iw of higher level than w, then we set Ag(v) = w.
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(3) (i) If there is w ∈ V (ΓΦ) a vertex of type (i) such that Iw ⊂ g(Iv) and no
other Iw′, for w′ of the same level as w is contained in g(Iv) then we
set Ag(v) = w.

(ii) If there is w ∈ V (ΓΦ) a vertex of type (ii) such that Iw ⊂ g(Iv) and
g(Iv) does not contain Iw′ for w′ of level one less that w then we set
Ag(v) = w.

Remark 5. This definition does not covers the image of the based vertex v0, this
image will be given in Proposition 6.

The definition of the action A is tricky and, as a warm up, let us check it is
well defined for the generators ϕj on each vertex of level 1. We consider ϕj(Im)
for all m ∈ {1, . . . , 2N} and Lemma 12 gives all the possibilities:

- If m = j then, by case (a) in Lemma 12 and case (1) of Definition 3,
Aϕj(vj) = v0.

- If m 6= j, ζ±1(j) then, by case (b) of Lemma 12 and case (2) of Definition 3,
Aϕj(vm) = vι(j),m.

- If m = ζ±1(j) then, by case (c) of Lemma 12 and case (3-i) of Definition 3,
Aϕj(vm) = vι(j),m.

The goal is to show that, with the above notations and definitions, for any
g ∈ GXΦ

, the map Ag : ΓΦ → ΓΦ is well defined and is an isometry.
That the map Ag is well defined means that for any g ∈ GXΦ

, it sends a vertex
to a vertex. In order to prove that A is an isometry we have to check that it has
a well defined extension to the edges and it sends an edge to an edge and the link
at a vertex to the link at the image vertex.
By Lemma 10 each vertex v 6= v0 ∈ V (ΓΦ) is identified with a sub-interval Iv
which is of the following form:

(i) Ij1,...,jk or (ii) Ij1,...,jk ∪ Il1,...,lk .

Since the group GXΦ
is generated by the ϕj ∈ XΦ we only have to check that the

action is well defined for each ϕj.
For the intervals of type (i), we consider the three situations:

(a) Iv ⊂ Ij,

(b) Iv ⊂ Im for m 6= j, ζ±1(j),

(c) Iv ⊂ Im for m = ζ±1(j).
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By the proof of Lemma 12 the difficult situations, for the action of ϕj, are when
the interval Iv contains the cutting points zj or zζ(j). The cutting point could be
in the boundary of the interval in case (i) or in the interior in case (ii).

Proposition 4. With the above definitions and notations the image, under ϕj, of
the intervals of level less than k(j)− 1 or k(ζ(j))− 1 of condition (EC), are given
by the following cases:

1) If the interval Ij1,...,jr does not contains a cutting point zj (resp. zζ(j)) in its
boundary and:

(a) if j1 = j then ϕj(Ij,j2,...,jr) = Ij2,...,jr .

(b) if j1 6= j then ϕj(Ij1,j2,...,jr) = Iι(j),j1,j2,...,jr .

2) If the interval Ij1,...,jr contains a cutting point, say zj, in its boundary, then
it has the form:

Ij,δ(j),δ2(j),...,δm(j) or Iζ−1(j),γ(ζ−1(j)),γ2(ζ−1(j)),...,γm(ζ−1(j)),

for 1 ≤ m ≤ k(j)− 2. These two sets of intervals have the following image,
under ϕj :

(a) ϕj(Ij,δ(j),...,δm(j)) ⊆ Iδ(j),...,δm(j) and ϕj(Ij,δ(j),...,δm(j)) ∩ Iδ(j),...,δm(j),α 6= ∅,
for all possible such α ∈ {1, 2, . . . , 2N}.

(b) ϕj(Iζ−1(j),γ(ζ−1(j)),...,γm(ζ−1(j))) = Iι(j),ζ−1(j),γ(ζ−1(j)),...,γm(ζ−1(j)) ∪ Aδ(j),
where Aδ(j) is a sub-interval of Iδ(j) such that Aδ(j) ( Iδ(j),δ2(j),...,δk(j)−1(j).

Proof. 1. We start by assuming that the cutting points zj and zζ(j) are not
boundary points of Ij1,...,jk .

(a) If j1 = j then Ij1,j2,...,jk = Ij,j2,...,jk . Thus by the definition of ϕj, and
Lemma 12(a) we obtain that: ϕj(Ij,j2,...,jk) = Ij2,...,jk .

(b) If j1 6= j, by Lemma 12(b), we have that: ϕj(Ij1,j2,...,jk) = Iι(j),j1,j2,...,jk .

2. When a cutting point of the interval Ij = [z
j
, z

ζ(j)
] belongs to the boundary of

an interval Iv then, with our notations, Iv corresponds to one of the following
intervals (for the first levels):

- Ij,δ(j),δ2(j),...,δm(j) or Iζ−1(j),γ(ζ−1(j)),γ2(ζ−1(j)),...,γm(ζ−1(j)), if z
j
∈ Iv,

- Ij,γ(j),γ2(j),...,γm(j) or Iζ(j),δ(ζ(j)),δ2(ζ(j)),...,δm(ζ(j)), if z
ζ(j)
∈ Iv.
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Let us consider the sequence of intervals around the cutting point zj.

Recall that condition (E+), at the cutting point zj is:

Φm(ϕj(zj)) ∈ Iδm+1(j) for all 0 ≤ m ≤ k(j)− 2.

For m = 0, the argument used in the proof of Lemma 12 implies that
ϕj(Ij,δ(j)) ⊂ Iδ(j) and ϕj(Ij,δ(j)) ∩ Iδ(j),α 6= ∅ for all such possible α.

The same argument applies for all 1 ≤ m ≤ k(j) − 2, and it implies the
statement 2(a) of the proposition.

In order to prove statement 2(b), we apply condition (E-) at the cutting
point zj:

Φm(ϕζ−1(j)(zj)) ∈ Iγm+1(ζ−1(j)) for all 0 ≤ m ≤ k(j)− 2.

Around the cutting point zj we consider the image of the following intervals:

ϕj(Iζ−1(j),γ(ζ−1(j)),...,γm(ζ−1(j))),

this is a situation where the case (c) in Lemma 12 applies. From Lemma
12(c) we have that:

ϕj(Iζ−1(j)) = Iι(j),ζ−1(j) ∪ Aδ(j),

where Aδ(j) satisfies, by Lemma 12(c’):

Aδ(j) ( Iδ(j),δ2(j),...,δk(j)−1(j).

With the same arguments and for all 1 ≤ m ≤ k(j)− 2 we obtain:

ϕj(Iζ−1(j),γ(ζ−1(j)),γ2(ζ−1(j)),...,γm(ζ−1(j))) = Iι(j),ζ−1(j),γ(ζ−1(j)),...,γm(ζ−1(j)) ∪ Aδ(j),

where Aδ(j) is as above.
This completes the proof of the proposition.

Proposition 4 describes the possible action of a generator on the intervals Iv
of level less than k(j)− 1 and of type (i) in Lemma 10, i.e. corresponding to the
intervals where the equivalence relation ∼Φ of Definition 2 is one to one. We now
consider the action on the intervals of type (ii) according to Lemma 10. These
intervals are of the form: Ij1,...,jk ∪ Il1,...,lk . The first such non trivial equivalence
arises, around the cutting point zj, at level k(j) as observed during the proof of
Lemma 10.

Remark 6. With the notations above the following properties are satisfied:
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1. By the item 2 of Proposition 4 and using the conditions (E-) and (E+), the
intervals of level k(j) around the cutting point zj in the tree TΦ are:

Ij,δ(j),δ2(j),...,δk(j)−1(j) and Iζ−1(j),γ(ζ−1(j)),γ2(ζ−1(j)),...,γk(j)−1(ζ−1(j)).

2. The conditions (EC), (E-) and Lemma 12(c’), applied to the cutting point
zj, imply:

ϕj(zj) ∈ Iδ(j),δ2(j),...,δk(j)−1(j).

3. The Eventual Coincidence condition (EC) on Φ at zj is:

Φk(j)−1(Φζ−1(j)(zj)) = Φk(j)−1(Φj(zj)) = Z
k(j)
j .

Assume that Z
k(j)
j ∈ Iα, for some interval Iα ∈ {I1, . . . , I2N} with α 6=

γk(j)−1(ζ−1(j)), δk(j)−1(j), by (SE). Then the two intervals of level k(j) + 1
in TΦ around zj are:

Iζ−1(j),γ(ζ−1(j)),...,γk(j)−1(ζ−1(j)),α and Ij,δ(j),...,δk(j)−1(j),α,

the extreme (“right”) interval of level k(j) + 1 of Iζ−1(j) and the extreme
(“left”) interval of level k(j) + 1 of Ij, respectively. These two intervals have
the cutting point z

j
in common (see Figure 9).

4. The interval Iṽ of Lemma 10, corresponding to the vertex ṽ obtained by the
equivalence relation of Definition 2 at level k(j) is:

Iṽ = Iζ−1(j),γ(ζ−1(j)),...,γk(j)−1(ζ−1(j)) ∪ Ij,δ(j),...,δk(j)−1(j).

This interval contains, as a sub-interval of level k(j) + 1, the interval:

Iṽ,α = Iζ−1(j),γ(ζ−1(j)),...,γk(j)−1(ζ−1(j)),α ∪ Ij,δ(j),...,δk(j)−1(j),α,

which contains the cutting point z
j

in its interior (see Figure 9).

Proposition 5. With the notations above, we have:

1. ϕj(Iṽ,α) = Iδ(j),...,δk(j)−1(j),α.

2. ϕj(Iṽ) ⊂ Iδ(j),δ2(j),...,δk(j)−1(j) and is not contained in any sub-interval of higher
level.

2’. More precisely:
ϕj(Iṽ) ∩ Iδ(j),δ2(j),...,δk(j)−1(j),m 6= ∅

for all m 6= δk(j)(j).
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zj

Iṽ,α
ϕ−1(zδ(j))

Iζ−1(j),γ(..),γ2(..),γ3(..) Ij,δ(j),δ2(j),δ3(j)

Iζ−1(j),γ(..),γ2(..) Ij,δ(j),δ2(j)

Iṽ

Figure 9: The intervals around the cutting point zj, k(j) = 4.

Iδ(j),δ2(j),δ3(j)

Iι(j),ζ−1(j),γ(ζ−1(j)),γ2(ζ−1(j))

Iι(j),ζ−1(j),γ(ζ−1(j))

Iδ(j),δ2(j),δ3(j),δ4(j)

Iδ,δ2,δ3,α

zδ(j)

Iω̃

ϕj(Iζ−1(j),γ(ζ−1(j)),γ2(ζ−1(j)))

ϕj(Iζ−1(j),γ(ζ−1(j)),γ2(..),γ3(..))

ϕj(Ij,δ(j),δ2(..),δ3(..))

ϕj(Iṽ)

ϕj(Iṽ,α)

Figure 10: Image of the intervals around the cutting point zδ(j)
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Proof. 1. Notice that ϕj(Ij,δ(j),δ2(j),...,δk(j)−1(j),α) ⊂ Iδ(j),δ2(j),...,δk(j)−1(j),α up to the
point ϕj(zj). By continuity of ϕj at z

j
, the interval ϕj(Iζ−1(j)) starts at ϕj(zj)

up to the extreme point of Iι(j),ζ−1(j). The very beginning of this interval thus
covers the part of Iδ(j),δ2(j),...,δk(j)−1(j),α starting at ϕj(zj) (see Figure 10). This
implies that ϕj(Iṽ,α) = Iδ(j),δ2(j),...,δk(j)−1(j),α.

2. Observe that for the cyclic ordering of S1, along the subinterval:
Iδ(j),...,δk(j)−1(j), of level k(j) − 1 the following subintervals of level k(j) are
ordered as follows, with an obvious abuse of notations (see Figure 10):

Iδ(j),...,δk(j)−1(j),α > Iδ(j),...,δk(j)−1(j),β > Iδ(j),...,δk(j)−1(j),δk(j) .

Where Iδ(j),...,δk(j)−1(j),α is the subinterval described above and containing the
point ϕj(zj) and Iδ(j),...,δk(j)−1(j),β is the subinterval containing the neutral

point N+
ι(j) of ϕι(j) = ϕ−1

j . Indeed, by Lemma 5 and Definition 1, ϕj is

expanding at zj and is neutral at N−j and thus: N−j < zj. For the image

under ϕj we have: N+
ι(j) = ϕj(N

−
j ) since ϕι(j) = ϕ−1

j and by the chain

rule. Since ϕj is orientation preserving then ϕj(zj) > ϕj(N
−
j ). By the same

arguments we obtain (see Figure 10):

Iζ−1(j),γ(ζ−1(j)),...,γk(j)−2(ζ−1(j)),α′ ≤ Iζ−1(j),γ(ζ−1(j)),...,γk(j)−2(ζ−1(j)),β′ ≤
Iζ−1(j),γ(ζ−1(j)),...,γk(j)−2(ζ−1(j)),γk(j)−1(ζ−1(j)).

Where Iζ−1(j),γ(ζ−1(j)),...,γk(j)−2(ζ−1(j)),α′ is the subinterval containing the point
ϕι(j)(zδ(j)) and Iζ−1(j),γ(ζ−1(j)),...,γk(j)−2(ζ−1(j)),β′ is the subinterval containing

the neutral point N−j .

By the above argument we obtain:

ϕj(Iζ−1(j)),γ(ζ−1(j)),...,γk(j)−1(ζ−1(j))) ⊂ Iδ(j),δ2(j),...,δk(j)−1(j)

and does not intersects Iδ(j),δ2(j),...,δk(j)(j). We also obtain that:
ϕj(Ij,δ(j)),δ2(j),...,δk(j)−1(j)) ⊂ Iδ(j),δ2(j),...,δk(j)−1(j) from the point ϕj(zj) up to the
extreme point of Iδ(j),δ2(j),...,δk(j)−1(j) by a direct application of Lemma 12.

With these observations we have:

ϕj(Iṽ) ( Iδ(j),δ2(j),...,δk(j)−1(j),

and, by item 1, ϕj(Iṽ) is not contained in any sub-interval of level k(j) + 1
since the subinterval Iδ(j),...,δk(j)−1(j),α is contained in ϕj(Iṽ).
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2’. Recall that the cutting point zj defines, via Proposition 2 the relation:

ϕδk(j)−1(j) ◦ · · · ◦ ϕδ(j) ◦ ϕj = ϕγk(j)−1(ζ−1(j)) ◦ · · · ◦ ϕγ(ζ−1(j)) ◦ ϕζ−1(j).

Applying this relation to the interval Iṽ gives:

ϕδk(j)−1(j) ◦ · · · ◦ ϕδ(j)[ϕj(Iṽ)] = ϕγk(j)−1(ζ−1(j)) ◦ · · · ◦ ϕγ(ζ−1(j))[ϕζ−1(j)(Iṽ)].

Condition 2 above, for ϕj and ϕζ−1(j), in the last equality implies that:

Φ̃k(j)−1[ϕj(Iṽ)] = Φ̃k(j)−1[ϕζ−1(j)(Iṽ)]. (10)

Each side of this equality is a union of two intervals with the Φ̃k image
of the cutting point in common, i.e. the point Z

k(j)
j ∈ Iα. The union of

these intervals intersects all possible intervals Im except two (see the proof
of Proposition 2). The equality (10) thus implies that the interval ϕj(Iṽ)
intersects all sub-intervals of level k(j) of the interval Iδ(j),...,δk(j)−1(j), except
the “first” one, i.e. Iδ(j),...,δk(j)−1(j),δk(j)(j).

This completes the proof of the proposition.

We can now check how the action given by Definition 3 applies to the first level
vertices.

Proposition 6. The action Aϕj of Definition 3, for all vertices v 6= v0, together
with the setting: Aϕj(v0) := vι(j), is well defined for all vertices at distance less
than k(j) or k(ζ(j)) of the based vertex v0 for all j ∈ {1, . . . , 2N}.

Proof. By Lemma 12 and Definition 3, we checked that all vertices at distance
one of v0 are mapped by Aϕj to a vertex at distance one from vι(j). By adding
the definition above : Aϕj(v0) := vι(j) then the action Aϕj is well defined for all
vertices in the ball of radius one centered at v0 and it is mapped one to one to the
ball of radius one centered at vι(j).

For intervals of level less than k(j)− 1 or k(ζ(j))− 1 , Proposition 4 gives the
following cases:

(1) Aϕj(vj,j2,...,jr) = vj2,...,jr , by Proposition 4 case 1) and Definition 3 case (2).

(2) Aϕj(vj1,j2,...,jr) = vι(j),j1,...,jr , if j1 6= j, ζ±1(j), by Proposition 4 case 2) and
Definition 3 case (2).

(3) Aϕj(vj,δ(j),...,δm(j)) = vδ(j),...,δm(j), for all 1 ≤ m ≤ k(j) − 2 by Proposition 4
case 2(a) and Definition 3 case (2).

(4) Aϕj(vζ−1(j),γ(ζ−1(j)),...,γm(ζ−1(j))) = vι(j),ζ−1(j),γ(ζ−1(j)),...,γm(ζ−1(j)) for all 0 ≤ m ≤
k(j)− 3, by Proposition 4 case 2(b) and Definition 3 case 3(i).
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The cases (3) and (4) correspond to the vertices associated to intervals around the
cutting point zj. The same arguments apply, by symmetry, to the corresponding
intervals around the cutting point zζ(j).

The cases above correspond to vertices of type (i) according to Lemma 10, they
are mapped to vertices of type (i).
We have to check the cases where ṽ ∈ V (ΓΦ) is of type (ii). This is covered by
Proposition 5 case (2) and it gives:

(5) Aϕj(ṽ) = vδ(j),...,δk(j)−1(j), where ṽ is given by Remark 6 case 4. This situation,
for the action, is given by Definition 3 case (2).

The last cases are when an interval of type (i) is mapped to an interval of type
(ii). This happens for the following interval of level k(j)− 1 around zj:

Iζ−1(j),γ(ζ−1(j)),...,γk(j)−2(ζ−1(j)).

Indeed, by Proposition 4 case 2(b), the ϕj image is:

ϕj(Iζ−1(j),γ(ζ−1(j)),...,γk(j)−2(ζ−1(j))) = Iι(j),ζ−1(j),γ(ζ−1(j)),...,γk(j)−2(ζ−1(j)) ∪ Aδ(j),

where Aδ(j) ( Iδ(j),...,δk(j)−1(j). By Remark 6 case 4, the interval of type (ii) con-
taining the cutting point zδ(j) is:

Iw̃ = Iι(j),ζ−1(j),γ(ζ−1(j)),...,γk(j)−2(ζ−1(j)) ∪ Iδ(j),...,δk(j)(j).

By the property of the interval Aδ(j) given above we observe that:

Iδ(j),...,δk(j)(j) ⊂ Aδ(j),

see the proof of case (2) in Proposition 5.
Hence, we obtain that:

Iw̃ ⊂ ϕj(Iζ−1(j),γ(ζ−1(j)),...,γk(j)−2(ζ−1(j))),

and is not contained in any interval of level k(j) − 1. Therefore, by Definition 3
case 3(ii), we obtain that:

(6) Aϕj(vζ−1(j),γ(ζ−1(j)),...,γk(j)−2(ζ−1(j))) = Iw̃.

Thus the action is well defined for all vertices at distance less or equal to k(j)
or k(ζ(j)) if the cutting point zj is replaced by zζ(j).

Before going further observe that the map Φ do act on the intervals Iv defining
the graph ΓΦ. The proof bellow makes this action explicit.
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Proposition 7. For any vertex v ∈ V (ΓΦ) \ {v0} let Iv be the corresponding
interval given by Lemma 10, then:
There is an integer n(v) ∈ N so that Φn(v)(Iv) is an interval of level at most
K = max{k(j)|j = 1, . . . , 2N}, where k(j) is given by the condition (EC).

Proof. This statement is a consequence of the strong expansion condition (SE).
More precisely, if Iv = Ij1,j2,...,jm is an interval of type (i) then Φ(Iv) = ϕj1(Iv). By
the argument of Proposition 4 case 1(a), it gives : ϕj1(Iv) = Ij2,...,jm and the level
has decreased by one. By iterating L times for m − L ≤ K the resulting interval
has level less than K.

For a vertex of type (ii), the Definition 2 of the equivalence relation ∼Φ (cases
(a1), (a2) ) implies that iterating r times, 0 ≤ r < k(j) − 1, the map Φ on this
interval gives the same conclusion: Φr(Iv) is an interval of level less or equal to
some k(j).

Corollary 8. For any vertex v ∈ V (ΓΦ) there is a group element g ∈ GΦ so that
the action Ag : ΓΦ → ΓΦ satisfies: Ag(v) = w ∈ Ball(v0, K), for some integer K.

Proof. For any vertex v, Proposition 7 gives an iterate Φn(v) applied to the interval
Iv so that Φn(v)(Iv) is of level less than K. This iterate is written as a composition:
Φn(v)(Iv) = ϕjn ◦ϕjn−1 ◦ · · · ◦ϕj1(Iv), by definition of the map Φ and the generators
of the group GΦ. There is thus a group element g ∈ GΦ so that g(Iv) is an interval
Iw of level less than K and thus Ag(v) = w so that w is at a distance less than K
to the based vertex v0.

Corollary 9. The action Ag : ΓΦ → ΓΦ is well defined for any vertex and any
g ∈ GΦ and is co-compact.

Proof. By Corollary 8, any vertex of ΓΦ is mapped, by some g ∈ GΦ, to a vertex in
the ball of radius K centered at v0 and by Proposition 6 the action is well defined
in this ball. Thus the action is well defined on ΓΦ and is co-compact.

Proposition 10. The action Ag : ΓΦ → ΓΦ extends to a well defined map on
edges and satisfies: Ag(one edge) = one edge. The action Ag is an isometry of ΓΦ

for the combinatorial metric.

Proof. Since the action A is well defined and co-compact on the vertices, we can
restrict the study to the compact ball of radius K given by Corollary 8, and to
the action by the generators ϕj of the group GΦ. So we can use the Propositions
4 and 5. Observe that the action being an isometry is obtained by Proposition 6
for the ball of radius one. A vertex v 6= v0 of type (i), according to Lemma 10, is
identified with an interval of the form: Iv = Ij1,...,jm . This vertex is connected by
an edge to w if Iw = Ij1,...,jm,jm+1 . In all cases of Proposition 4 if Aϕj(v) = v′ and
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Aϕj(w) = w′ then Propositions 4 implies that Iw′ is a sub-interval of Iv′ of level
one more than Iv′ . For an interval of type (ii) in Lemma 10, we apply Proposition
5, with the same conclusion. This proves that the action Aϕj extends to an action
on edges and sends one edge to one edge. In addition no two edges are mapped to
the same one.

Lemma 13. The action Ag of Definition 3 of the group GΦ on the graph ΓΦ is
geometric.

Proof. At this point there is one missing property for the action to be geometric.
We need to prove that the action Ag of GΦ on ΓΦ is properly discontinuous.
Since we already know, from the above results that the action is by isometries
(Proposition 10) and is co-compact (Corollary 9).

The graph ΓΦ is locally finite so a compact C in ΓΦ is contained in a finite
ball. We consider two compact sets K1 and K2. By the action of the group we
can assume for instance that K1 is contained in a ball of radius R centered at the
base vertex v0.
By Corollary 8 there are elements g ∈ GΦ so that Ag(K2) ∩ K1 6= ∅. These
elements g have finite length (in the generators XΦ) which is bounded by the
maximum distance between K1 and K2. Therefore the number of elements in:
{g ∈ GΦ so that Ag(K2) ∩ K1 6= ∅} is finite. This completes the proof that the
action is properly discontinuous.

There is an alternative way to prove the same fact. The set of vertices v 6= v0

in K1 (say) is identified with a set of intervals in the circle. If we normalise S1

to have length 1. The set of intervals {Iv; v ∈ K2} is finite and the set of lengths
{l(Iv); v ∈ K2} is uniformly bounded, above and below by say L2 and L′2. On
the group side, each element of GΦ have bounded expansion and contraction rates
(slopes) between λg and λ−1

g . There are thus finitely many elements in GΦ so that
the set of lengths in {l(g(Iw));w ∈ K1} intersect the interval [L′2, L2].

As a consequence of the above properties we obtain the following result.

Theorem 11. Let Φ be a piecewise homeomorphism on the circle satisfying the
properties: (SE), (E+), (E-), (EC), (CS). Let GΦ be the group given in Definition
1 for one choice of generating set XΦ then:

(1) The group GΦ is discrete and does not depends on the choices in the gener-
ating set XΦ from Definition 1.

(2) The group GΦ is a Gromov-hyperbolic group with boundary S1.

(3) The group GΦ is a surface group.
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Proof. (1) The group acts geometrically on a discrete metric space by Lemma 13
and so it is a discrete group. The graph ΓΦ and the action of Definition 3 on
it does not depends on the particular generating set obtained from Lemma
5.

(2) By Lemma 13 and Corollary 3 the group acts geometrically on a Gromov hy-
perbolic space with boundary S1. Therefore the group is Gromov hyperbolic
with boundary S1 by the Milnor-Swarc Lemma (see for instance §3 [GdlH]).

(3) The group is a convergence group by a result of E. Freden [F]. Therefore by
[G], [T] and [CJ] the group GΦ is virtually a surface group.

In order to complete the proof of the Theorem it suffices to check:

Claim. The group GΦ is torsion free.

Proof of the Claim. We already observed that each g ∈ GΦ has bounded ex-
pansion and contraction factors. This implies, in particular, that the action Ag is
free. Indeed any vertex v 6= v0 of ΓΦ is associated to an interval Iv. We observe
that for any g ∈ GΦ and any v , g(Iv) satisfies either: (a) g(Iv) ∩ Iv = ∅ , or
(b) Iv ⊂ g(Iv).
In the last case g(Iv) intersects at least 3 intervals of the same level than Iv by
Lemma 12. The Definition 3 of the action imply it is free.
We also obtain, by this observation, that each element g ∈ GΦ is associated to an
interval Iv as above on which g is expanding. This expansion property also implies
that gn 6= id for all g ∈ GΦ and all n. �

To complete the proof we observe that a virtual surface group which is torsion
free is a surface group by [Zi].

7 Orbit equivalence

In this section we complete the proof of the main theorem. Let us first recall the
definition of orbit equivalence:

Definition 4. A map Φ : S1 → S1 and a group G acting on the circle S1 are orbit
equivalent if, except for a finite number of pairs of points (x, y) ∈ S1 × S1 :
∃γ ∈ G so that y = γ(x) if and only if ∃(m,n) ∈ N× N so that Φn(x) = Φm(y).

Lemma 14. If Φ : S1 → S1 is a piecewise homeomorphism of the circle satisfying
the conditions (SE), (EC), (E-), (E+) and (CS) and the group GΦ of Definition 1
are orbit equivalent.
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Proof. One direction of the orbit equivalence is direct from the definition of the
map and the group.
The first step is, as in the previous paragraphs, to replace the map Φ by the
piecewise affine map Φ̃ to which Φ is conjugated by the condition (CS).

Indeed, if Φ̃n(x) = Φ̃m(y) then there are two sequences of integers {j1, ..., jn} and
{l1, . . . , lm} such that:

ϕjn ◦ · · · ◦ ϕj1(x) = ϕlm ◦ · · · ◦ ϕl1(y).

This implies that x = γ(y) with γ = (ϕjn ◦ · · · ◦ ϕj1)−1 ◦ ϕlm ◦ · · · ◦ ϕl1(y) ∈ GΦ.

For the other direction we assume y = γ(x) and, since XΦ = {ϕ1, . . . , ϕ2N} is
generating GΦ, it is sufficient to restrict to γ = ϕj ∈ XΦ.

Recall that each generator ϕj ∈ XΦ is, by Lemma 5, a Möbius like diffeomor-
phism with exactly two neutral points, N+

j and N−j , i.e. two points with derivative
one. By construction, each interval of the partition satisfies:
Ij = [zj, zζ(j)] ⊂ (N−j , N

+
j ) since (ϕj)|Ij is expanding. By definition of ϕj and by

the chain rule we have:

ϕι(j)(N
−
ι(j)) = N+

j and ϕι(j)(N
+
ι(j)) = N−j (11)

Let us assume that x is not a neutral point for ϕj and so either:

ϕ′j(x) > 1 or ϕ′j(x) < 1.

In the second case we have that x = ϕ−1
j (y) and (ϕ−1

j )′(y) > 1. By this symmetry
we can assume that y = ϕj(x) and ϕ′j(x) > 1. In other words we assume that
x ∈ (N−j , N

+
j ). Two cases can arise:

(a) x ∈ Ij or (b) x ∈ (N−j , N
+
j )− Ij.

In case (a) ϕj(x) = Φ̃(x) and thus y = Φ̃(x) and (x, y) are in the same Φ̃-orbit
and thus in the same Φ-orbit.

In case (b) there is another symmetry: x ∈ (N−j , zj) or x ∈ (zζ(j), N
+
j ). We

assume that x ∈ (N−j , zj). By definition of ϕj the derivative of ϕι(j) = ϕ−1
j is larger

than one at any points in Iι(j). In particular ϕ′ι(j)(zδ(j)) > 1 and by the chain rule

we have ϕ′j(ϕι(j)(zδ(j))) < 1. This implies:

N−j ∈ (ϕι(j)(zδ(j)), zj). (12)

With the notations of Lemma 12 we obtain:

N−j ∈ Aζ−1(j) and, by symmetry N+
j ∈ Aζ(j). (13)
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By Lemma 12 (c’) we obtain a precise localization of the interval Aζ−1(j), namely:

Aζ−1(j) ⊂ Iζ−1(j),γ(ζ−1(j)),...,γk(j)−2(ζ−1(j)).

By definition of these intervals we obtain the following property:

∀u ∈ Iζ−1(j),γ(ζ−1(j)),...,γk(j)−2(ζ−1(j)) : Φ̃i(u) ∈ Iγi(ζ−1(j)),∀i ∈ {0, . . . , k(j)− 2}.

In particular, condition (b) above implies:

Φ̃i(x) ∈ Iγi(ζ−1(j)),∀i ∈ {0, . . . , k(j)− 2}. (14)

With a similar argument we obtain, by property (11) that

y = ϕj(x) ∈ (N+
ι(j), ϕj(zj)) ⊂ Aδ(j)

with Aδ(j) ⊂ Iδ(j),...,δk(j)−1(j) which implies:

Φ̃i(y) ∈ Iδi+1(j), ∀i ∈ {1, . . . , k(j)− 2}. (15)

These two orbits are written as:

Φ̃k(j)−1(y) = ϕδk(j)−1(j) ◦ · · · ◦ ϕδ(j)(y) (16)

and

Φ̃k(j)−1(x) = ϕγk(j)−2(ζ−1(j)) ◦ · · · ◦ ϕγ(ζ−1(j)) ◦ ϕζ−1(j)(x). (17)

Recall that each cutting point zj defines a relation Rzj in the group GΦ, by Propo-
sition 2, this relation has the form:

ϕδk(j)−1(j) ◦ · · · ◦ ϕδ(j) ◦ ϕj = ϕγk(j)−1(ζ−1(j)) ◦ · · · ◦ ϕγ(ζ−1(j)) ◦ ϕζ−1(j). (18)

If the relation Rzj is applied to the point x we obtain:

Φ̃k(j)−1(y) = ϕγk(j)−1(ζ−1(j))[Φ̃
k(j)−1(x)]. (19)

Indeed, when we replace y = ϕj(x) in the left hand side of (18) we obtain the
equality (16) which is the left hand side of (19). The right hand side of (19) is
obtained by replacing, in the right hand side of (18) the equality (17).

Let j1 := γk(j)−1(ζ−1(j)) ∈ {1, . . . , 2N}, x1 := Φ̃k(j)−1(x) and y1 := ϕj1(x1).
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The equality (19) implies that an alternative, similar to (a) or (b) above applies
again, more precisely:

(a1) x1 ∈ Ij1 or (b1) x1 /∈ Ij1 .

In case (a1) the relation (19) gives:

Φ̃k(j)−1(y) = Φ̃[Φ̃k(j)−1(x)] = Φ̃k(j)(x),

and the orbit equivalence is proved in this case.
In case (b1), by derivation, the relation (19) gives:

[Φ̃k(j)−1(ϕj(x))]′ = [Φ̃k(j)−1]′(ϕj(x)).[ϕj]
′(x) = [ϕj1 ]′(Φ̃k(j)−1(x)).[Φ̃k(j)−1]′(x) (20)

Recall that Φ̃ is an affine map of constant slope λ > 1 and therefore the equality
(20) implies:

λ > (ϕj)
′(x) = (ϕj1)′(x1) > 1.

This means that the alternative (b1) is exactly the same at the point x1 than (b)
at the point x. This implies, in particular that: x1 ∈ Iζ−1(j1) and, more precisely:

x1 ∈ Iζ−1(j1),γ(ζ−1(j1)),...,γk(j1)−2(ζ−1(j1)) and y1 = ϕj1(x1) ∈ Iδ(j1),...,δk(j1)−1 ,

by the same arguments than for the points x and y.
The previous arguments then produce:

• a sequence of integers: {j, j1, . . . , jn, . . . } where each jm ∈ {1, . . . , 2N},

• a sequence of points: xn := Φ̃k(jn−1)−1(xn−1) and yn := ϕjn(xn), with the
following alternative:

(an) xn ∈ Ijn or (bn) xn /∈ Ijn .
Lemma 15. With the above notations, if x ∈ [N−j , zj] is such that there is an

integer n0 so that xn0 ∈ Ijn0
then yn0 = ϕn0(xn0) = Φ̃(xn0) and there is an integer

K(n0) such that Φ̃K(n0)(y) = Φ̃K(n0)+1(x).

Proof. The situation is the alternative (an0), similar to the initial alternative (a),
for the iterate K(n0) = (k(jn0)− 1) + (k(jn0−1)− 1) + · · ·+ (k(j)− 1).

It remains to consider the situation where the alternative (bn) occurs for all
n ∈ N. Let us observe the following:

Lemma 16. Assume that x and x̃ are two points in [N−j , zj] such that there is
n0 > 1 so that xn0 satisfies (an0) and x̃n0 satisfies (bn0) but x̃n0+1 satisfies (an0+1)
then the following inequalities are satisfied:

1 < (ϕj)
′(x̃) < (ϕj)

′(x) < λ.
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Proof. By the definition of ϕj given by Lemma 5, (ϕj)
′ is strictly increasing in

[N−j , zj] between 1 and λ > 1. It remains to prove that:

N−j < x̃ < x < zj.

From the hypothesis on x̃ and x, we have:

xn0 = Φ̃k(jn0−1 )−1(xn0−1) ∈ Ijn0
by (an0), and

x̃n0 = Φ̃k(jn0−1 )−1(x̃n0−1) ∈ Iζ−1(jn0 ) by (bn0).

Therefore x̃n0 < xn0 since Iζ−1(jn0 ) occurs before Ijn0
along the cyclic ordering of

S1 and thus x̃ < x since the map Φ̃ is orientation preserving.

Lemma 17. If the point x ∈ [N−j , zj] is such that the alternative (bn) occurs for
all n ∈ N then x is a neutral point, i.e. x = N−j .

Proof. The point x so that the alternative (bn) is satisfied for all n is an accumu-
lation of the point x̃n0 given by Lemma 16 when n0 goes to infinity. This sequence
is decreasing by Lemma 16 and the derivative is strictly decreasing in [1, λ]. The
accumulation point of this sequence is such that the derivative of ϕj is 1 and thus
x = N−j .

This completes the proof of Lemma 14 and thus of the main Theorem 1.
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[CJ] A. Casson and D. Jungreis, Convergence groups and Seifert fibered 3-
manifolds. Invent. Math. 118, no. 3, 441-456 (1994)

[F] E. Freden, Negatively curved groups have the convergence prperty I, Ann.
Aca. Sci. Fen. Series A. 20, 333-348 (1995)

[G] D. Gabai, Convergence groups are Fuchsian groups. Ann. of Math. (2) 136,
no. 3, 447-510. (1992)

[Gr] M. Gromov, Hyperbolic Groups, Essays in group theory, Math. Sci. Res. Inst.
Publ., 8, 75-263, Springer, New York, (1987)

38



[GdlH] E. Ghys and de la Harpe, Pierre, Sur les groupes hyperboliques d’après
Mikhael Gromov (Bern, 1988), 1-25, Progr. Math., 83, Birkhaäuser Boston,
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