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Welcome to CMMR 2019!

We are happy to welcome you to the 14th edition of CMMR in Marseille. This is
the second CMMR event that takes place in Marseille, but in a slightly different
context than in 2013, since the present edition is organized by the new interdis-
ciplinary art-science laboratory, PRISM (Perception, Representations, Image,
Sound, Music), which very much reflects the spirit of the CMMR conference
cycle. PRISM hosts researchers within a large variety of fields, spanning from
physics and signal processing, art and aesthetic sciences to medicine and neuro-
science that all have a common interest in the perception and representation of
image, sound and music. The scientific challenge of PRISM is to reveal how the
audible, the visible and their interactions generate new forms of sensitive and/or
formal representations of the contemporary world.

CMMR2019 will be the occasion to celebrate the creation of the PRISM and
at the same time honor one of its co-founders, researcher, composer and computer
music pioneer Jean-Claude Risset who sadly passed away in November 2016, only
two months before the laboratory was officially acknowledged. A scientific session
followed by an evening concert will be dedicated to him on the first day of the
conference.

From the first announcement of the CMMR2019 we received a large response
from both scientists and artists who wanted to participate in the conference, ei-
ther by organizing special sessions, presenting demos or installations or propos-
ing workshops and concerts. Among the 15 scientific sessions that will take place
during the conference, eight special sessions that deal with various subjects from
sound design, immersive media and mobile devices to music and deafness, em-
bodied musical interaction and phenomenology of the conscious experience are
scheduled. We are also lucky to have three internationally renowned keynote
speakers with us during this edition: John Chowning, Professor Emeritus at
Stanford University who will talk about his friend and colleague Jean-Claude
Risset, Geoffroy Peeters, Professor at Télécom ParisTech who will talk about
past and present research within Music Information Research and Josh McDer-
mott, Associate Professor in the Department of Brain and Cognitive Sciences at
MIT who will present classic and recent approaches to auditory scene analysis.



The artistic program that has been elaborated in collaboration with “n+n
corsino” and GMEM includes a tribute concert to Jean-Claude Risset, scheduled
on Monday evening, a virtual/augmented concert on Tuesday evening and a
contemporary music concert on Wednesday evening. During the last evening, an
interactive music concert will take place under the direction of Christophe Héral.
Sound installations and a videomusic presentation are also scheduled during the
conference.

Finally, in addition to the scientific paper, poster and demo sessions and
the artistic program, five satellite workshops are programmed right after the
conference on Friday October 18th.

We hope that CMMR2019 will be an unforgettable event for all of you, and
wish you a pleasant stay in Marseille.

R. Kronland-Martinet, S. Ystad and M. Aramaki
The CMMR2019 symposium chairs
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Modal Logic for Tonal Music

Satoshi Tojo*

Japan Advanced Institute of Science and Technology
tojo@jaist.ac. jp

Abstract. It is generally accepted that the origin of music and language
is one and the same. Thus far, many syntactic theories of music have been
proposed, however, all these efforts mainly concern generative syntax. Al-
though such syntax is advantageous in constructing hierarchical tree, it
is weak in representing mutual references in the tree. In this research, we
propose the annotation of tree with modal logic, by which the reference
from each pitch event to regions with harmonic functions are clarified. In
addition, while the generative syntax constructs the tree in the top-down
way, the modal interpretation gives the incremental construction accord-
ing to the progression of music. Therefore, we can naturally interpret our
theory as the expectation-realization model that is more familiar to our
human recognition of music.

Keywords: Generative Syntax, Modal Logic, Kripke semantics

1 Introduction

What is the semantics of music? In general, the semantics is distinguished be-
tween the reference to the internal structure and that to the outer worlds. Even
though we could somewhat guess what the external references mean,' still re-
mains the question what is the internal semantics. Meyer [13] argued that we
could define an innate meaning independent of the external references. Although
there should be a big discussion more for this, we contend that we could devise
a formal method to clarify the internal references.

Assuming that the origin of music and language is one and the same [18],
we consider incorporating Montagovian semantics [6], as a parallelism between
syntactic structure and logical forms, into music.?

In this work, we propose to employ the modal logic to represent internal
references in music. Such modal operators as

* This work is supported by JSPS kaken 16H01744.

! Koelsch [12] further distinguished the three levels of the reference to the outer worlds;
(i) the simple imitation of sounds by instruments, (ii) the implication of human
emotions, and (iii) the artificial connection to our social behavior.

2 We need to take care of the ambiguity of what semantics means. In Montagovian
theory, the syntax of natural language is those written by categorial grammar and
the semantics is written by logical formuale, while in mathematical logic the formal
language (logic) has its own syntax and its semantics is given by set theory or by
algebra.
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[0 - .. For all the time points in some neighborhood region
¢ -+ A time point exists in any neighborhood region

denote the accessibility from each pitch event in music to specified regions, and
thus, we can clarify the inter-region relationship in a piece.

Thus far, many linguistic approaches have been made to analyze the music
structure, however, almost all these efforts concern the generative syntax, based
on Context-free Grammar (CFG) by Chomsky [1,2]. However, the non-terminal
symbols in the production rules, which appear as nodes in the tree, are often
vague in music; in some cases they may represent the saliency among pitch events
and in other cases overlaying relations of functional regions. Also, the hierarchical
construction of tree is weak in representing mutual phrasal relationship. In this
work, we reinterpret those generative grammar rules in the X-bar theory [3], and
show their heads explicitly. Then, we define the annotations of rules in logical
formulae, and give a rigorous semantics by modal logic.

This reinterpretation accompanies one more significant aspect. The tree struc-
ture is constructed by production rules in the top-down way. However, when we
listen to or compose music, we recognize it in the chronological order according
to the progression of time. With our method, those rules would be transformed
to construct a tree in the incremental way.

This paper is organized as follows. In the following section, we survey the
syntactic studies in music. Next, we introduce the modal logic as formal lan-
guage to represent the internal structure of music, regarding its neighborhood
semantics as the inclusion and the order of time intervals, and then, we give a
concrete example of analysis by modal logic. In the final section, we summarize
our contribution and discuss our future tasks.

2 Syntactic Theory of Music

Thus far, many linguists and musicologists have achieved to implement the mu-
sic parser, beginning from Winograd [19]. Some works were based on specific
grammar theories; Tojo [17] employed Head-driven Phrase Structure Grammar
(HPSG) and Steedman et al. [8] Combinatory Categorial Grammar (CCG). In
recent years, furthermore, two distinguished works are shown; one is exGTTM
by Hamanaka et al. [11] based on Generative Theory of Tonal Music (GTTM)
[10] and the other is Generative Syntax Model (GSM) by Rohmeier [16].

2.1 Brief Introduction of GSM

We briefly introduce GSM with its abridged grammar for convenience. First we
introduce the basic sets

R={TR,SR,DR} (region)
F={t,s,d,tp,sp,dp,tep} (function)

as well as K: a set of key names and O: a set of chord names.

14
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The P (piece) is the start symbol of production rules. It introduces TR (tonic
region)
P — TR,

In the next level, TR generates DR (dominant region) and SR (subdominant
region), and in the further downward level they result in ¢ (tonic), d (dominant),
s (subdominant).

TR — DRt TR — t
DR — SR d DR — d
TR — TR DR SR — s

Also, each of t,d, s may result in ¢p (tonic parallel), tep (tonic counter-parallel),
dp (dominant parallel), sp (subdominant parallel) of Hugo Riemann [9].

t—tp|tep, s— sp, d—dp

where the vertical bar (‘|”) shows the ‘or’ alternatives. In addition, there are
scale-dgree rules, which maps function names to degrees, e.g.,

t—1, tp— VI|II, s =1V, d — V| VII, and so on.

Furthermore, [16] employed the rules of secondary dominant, and that of mod-
ulation.
However, the formalism of GSM is partially inconvenient since the interpre-
tation of
XR — XR XR (XR € R)

is ambiguous as to which is the head. Rather, we prefer to rigorously define
heads, distinguishing region rules from harmonic function rules.

2.2 X-barred GSM

Here, we introduce the notion of head, employing the X-bar theory [3].> A binary
production in Chomsky Normal Form (CNF) should be rewritten with the parent
category X’ and the head daughter category X, as follows.

X' — Spec X
X' — X Comp

where Spec stands for specifier and Comp for complement.* When X in the
right-hand side already includes a prime (), X’ in the left-hand side becomes
doubly primed (") recursively.

3 The latest Chomskian school has abandoned X-bar theory, and instead they explain
every syntactic phenomena only by merge and recursion [4].

* Note that notion of head resides also in Combinatory Categorial Grammar (CCG),
as X — X/Z Z implies that X/Z is the principle constituent of X.
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Since we do not use those degree rules, our simplified GSM rules becomes as
follows, where F = {tnc, dom, sub}.

TR — DR TR TR — tne
DR — SR DR DR — dom
TR" — TR' TR SR — sub

TR" — TR TR’

We show an example of syntactic tree by our rules in Fig. 1.

TR//

T el
s oo

é '

s 1IN

Fig. 1. J. S. Bach: “Liebster Jesu, Wir Sind Hier”, BWV731

3 Semantics in Logic

3.1 Modal Logic
A modal logic consists of such syntax as follows.
o:=p|-¢|oVe|Os

where [J¢ represents, intuitively, ‘necessarily ¢.” In order to give a formal seman-
tics to modal logic, we provide a Kripke frame which is a triplet M = (W, R, V).
W is a set of possible worlds and R is an accessibility relation among worlds, and
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when w’ is accessible from w we write wRw'. V' is a valuation for each atomic
proposition. Employing the negation connective, we also introduce®

PN =—(20V9), ¢ Dp==¢ VY, and O¢p = ~[-¢.

Now, we give the semantics of ‘]’ operator, and its dual operator ‘¢’, as
follows.

M,w = O¢ iff for all w'(wRw') € W, M,w' = ¢
M,w | Q¢ iff there exists w’'(wRw') € W and M, v’ = ¢

that is, O¢ holds in w if and only if ¢ holds in all the accessible worlds w’ from
w, and Q¢ holds in w if and only if there exists an accessible world w’ where ¢
holds.

We also read ‘¢’ as ‘(a certain agent) knows ¢’ in epistemic logic since the
knowledge of agent is a part of propositions which are true to her after consid-
ering (accessing) every possibility. In deontic logic ‘C]¢’ means ‘¢ is obligatory.’
In our study, this formula means ¢ persists for a certain extent of time.

Topological Semantics In Kripke semantics, we have presupposed that a set of
possible worlds is a finite number of discrete ones, however, we can naturally
extend the notion to a continuous space. Given a mother set X, let P(X) be the
powerset of X and let 7 C P(X). We call T is a topology if it satisfies

1. for 01,05 € T, O1NO;eT.
2. for any (possibly infinite) index set A, if each O;(i € A) € T, U;caO; € T.
3. X,0eT.

A topological semantics of modal logic adopts a topology 7T instead of ac-
cessibility relation R, rereading possible worlds as geometric points in a more
general way. A member of T is an open set that does not have intuitively hard
boundaries in a metric space, or an open ball.

M,w = O¢ iff there exists O € T(w € O), forallw’ € O,M,w' E¢ (1)
M, w = O iff for all O € T(w € O), there exists w' € O, M, w' =¢  (2)

that is, ¢ holds if and only if there is a set in 7 in which at all the points ¢
holds, while {¢ holds if and only if in any set in 7 there is a point at which ¢
holds.

Among various arbitrary topologies, the discrete topology consists of all the
subset of mother set X, that is, T = P(X). Then, every point is distinguished
from each other.

When w |= ¢, in any O including w, w = ¢, so that Axiom

$>0¢  (T7)
inevitably holds.®

5 Note that ‘D’ is not a set inclusion but a logical implication.
% Axiom T is ¢ D ¢ and T* is its dual form.
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Neighborhood Semantics We call N(w) is a set of neighborhoods of w. When we
are given neighborhoods as a set of open balls for each point, we can construct
a topology by a technique called filtration.” The semantics of modal operators
are defined as follows.

M, w =T iff [¢] € N(w)
M, w = 06 iff [¢]° & N(w)

where [¢] = {w | M,w = ¢}, and [¢]¢ = W \ [¢] is the complement set of W.

3.2 Temporal Logic
Now we translate modal logic to temporal logic.

— Let a point (a world in Kripke semantics) be a time point.
— Let an open ball be an open time interval.

Here, we provide two different relations among intervals.

71 = T9: 71 temporally precedes T

71 C 19: 711 is temporally included in 7

However, this formalism is confusing since our intuitive interpretation of the
precedence relation is for time points while the inclusion relation refers to in-
tervals. In order to treat points and intervals impartially, we employ topological
semantics, as follows.

Let ‘<’ be the total order of 7;’s. Then, the convex open ball is such that for
7,7 € O any 7" (1 < 7" < 7) € O. Then, let T< be

T2 ={0 € T | O is convex}.

From now on, we regard a convex open ball is a time interval. In short, we write
(7i,7j) to represent the minimum convex open ball including 7; and 7;; if an
open ball consists of a single pitch event 7; we write (7;). Meanwhile, {7;, 7;}
represents a set consists of two time points and we write {T,7,---} E ¢ for

nE®(1=12--).

4 Logical Annotation in Music

Our task in this paper is to annotate the syntactic tree by such formulae and to
identify the harmonic regions among the time intervals. To be precise, according
to a pitch event found at each time point 7, we aim at fixing the neighborhood
N(7) to validate the formula at 7, and name those intervals as regions.

" N(w) is a filter when N(w) is a set of neighborhoods of w, and for any U € N(w)
there exists V(C U) € N(w) and for all w’ € V,U € N(w’).
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4.1 Logical Formula for Syntactic Rule

Now we give the syntax of logical formulae as follows.

¢ = f(x) [ fle) [~ | oV e|Vaeg|Ds

where f € I, ¢ € O supplemented with chord name variables. We provide other
logical connectives A and D as before, as well as modal operator { and Jx¢ =
—Vz—¢. We often write 7 = ¢ when ¢ holds at time 7 omitting the frame M
for simplicity; notice that ¢ is not a pitch event itself but a proposition with
function name as predicate.

In order to implement a progression model instead of a generation model,
we employ Earley’s algorithm [7]. Let us consider a generative (production) rule
A — B C'. Then the rule is evoked and executed in the following process.

1. Observe an pitch event with a harmonic function.

2. Find such generative rule(s) that the first item of the right-hand side B
matches the observation.

3. To complete the upper category A residing at the left-hand side of ‘—’,
expect the second item in the right-hand side C' of the rule.

We provide logical formulae with variables, corresponding to each syntactic
rule, including

Of(xz) --- There is a pitch event x with function f in the neighborhood.
OO f(x) --- Anywhere in some region (‘0J°), we can access (‘0’) f(x).

Tentatively instead of F = {tnc, dom, sub}, let head, spc, cmp € F, standing
for X, Spec, and Comp, respectively, in X-bar rules. The syntactic head must
exist while specifiers and complements may arbitrarily be accompanied. Then,
to annotate each X-bar rule with logical formula, we propose the following quan-
tifications.

dx[head(x) A - -]
Va[spe(z) D - -]
Va[emp(x) D -+ -]

Here, we combine the above components, considering spc and cmp appear
before and after the head, respectively, in accordance with the usual dual relation
of Vz[¢ D 1] versus Jz[p A 1],8 as follows.

— For X' — Spec X with X — head and Spec — spc,
Vlspe(x) D Jy[Ohead(y) A OOhead(y)]]. (3)
— For X' — X Comp with X — head and Comp — cmp,

Jz[head(x) A Vy[Oemp(y) D OChead(x)]]. (4)

8 If we negate the whole Va[¢p D 9] as =Va[p D 1] we obtain Jz[¢ A —2], and vice
versa.
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The intuitive reading is that if we observe spc(x) there exists a head event
head(y) in the neighborhood as Qhead(y). The combined events could form a
region (a temporal extent), that is a neighborhood O and 7(€ O) = Ohead(y),
that is 7 = OQhead(y). If we observe head(x) first it is possibly accompanied
by e¢mp(y) in the neighborhood, that is Ocmp(y). Then, there should be a wider
region in which OQhead(x) holds.

Example 1 For DR’ — SR DR, since d is the head, we expect that the
following formula according to (3) would be satisfied.

Vae[sub(z) D Jy[Odom(y) A OOdom(y)]].

Let C be a subdominant in G,,,; found at 7 as 7 = sub(C). Though
To = Odom(y) y is not bound yet. Next, we envisage we find dominant
in the neighborhood of 5. Let 73 |= dom/(D). This meets the expectation
at 7 as 7o = Odom(D). Also by T*, 13 |= Odom(D) and thus {2, 73} E
O0dom(D). To be reminiscent of original region names, (72) is SR and
(12,73) is DR, respectively. [ ]

Example 2 For TR" — TR’ TR, we expect
Ax[tne(z) A Vy[Otne(y) D O0tne(x)]]
would be satisfied according to (4). Let 77 = tnc(G). If 7y |= tne(En,)

we can consider E,, is a complement of head G, and {77,753, 79} =
O0tne(G). Then, (77, 79) becomes TR. [ |

We summarize our logical formulae corresponding to abridged X-bar syntac-
tic rules in Table 1.

TR — DR TR Vz[dom(z) D Jy[Otne(y) A OOtne(y)]]
DR’ — SR DR Vz[sub(z) D Jy[Odom(y) A OOdom(y)]]
TR" — TR' TR Fz[tne(z) A Vy[Otne(y) D OOtne(z)]]
TR" — TR TR' Vzltne(z) D Jy[Otne(y) A OOtne(y)]]
TR — tnc Fz[tne(z) A OOtne(z)]

DR — dom Fz[dom(z) A OOdom(x)]

SR — sub Fz[sub(z) A OOsub(x)]

Table 1. Logical formulae for X-barred GSM
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4.2 Valuation with Key

In general, a logical formula ¢ in modal logic is evaluated, that is to decide true
or false, given a Kripke frame or simply model M with possible world w as
follows.

M,w E ¢.

In our case, a possible world is a time point 7 and the frame M is either topology
T or the neighborhoods, thus

M, T = ¢.

Especially, when ¢ includes modal operators, our task has been to fix N(7) so
as to validate ¢.

Besides, we need key information in our context of music on the left-hand
side of ‘=’. When we observe a set of notes {D, Ef, A} at a certain time point
in a music piece, we recognize the pitch event as chord D, though we may not
yet be aware of the scale degree and its key. A chord in @ possesses a function
in F dependent on a key. If the context is G major, we can assign the dominant
function to this D. That is, tne(G), dom(D), sub(C) all hold in G major while
not in C major.

Since we have provided a topology or a neighborhood, we need to detail the
left-hand side of ‘E’, as

Gmaj, M, 7 |= dom(D).

Or, in general, K.M,7 &= ¢ where K € K. For simplicity, in the remaining
discussion we omit such key information as long as there is no confusion.

4.3 Detailed Analysis

As an example, we detail the analysis for the beginning part of “Liebster Jesu,
Wir Sind Hier” of Fig. 1, in Table 2.

Fig. 2 shows the bottom half of the processes in Table 2, (i) the recognition
of subdominant C evokes the expectation of dominant, (ii) the expectation to
detect a dominant, (iii) The detection of dominant D satisfies the DR and evokes
another expectation of tonic, (iv) the expectation towards the tonic, and (v) The
final G satisfies the tonic function and the completion of the tree. In Fig. 3, we
show the suggested regions by our analysis.

5 Discussion

In this paper, we have proposed the logical semantics of music. We employed
the X-bar theory and reinterpreted the existing grammar rules according to the
notation. Thereafter, we have shown the principles of producing logical formulae.
Finally, we have shown the analysis example based on Generative Syntax Model.

Our contributions are two-fold. First, we have given a clear accessibility re-
lations, from each pitch event to regions in the tree structure, in terms of logical
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(1)7—2 = O0sub(C), (12): SR

It 72 = Osub(C)

1 72 | sub(C)

1 C

(iii){h, 73} | O0dom(D), (12,73): DR

N

T2 = Odom(D) 13 |= Odom(D)

(12): SR 1} 73 = dom(D)

+D

T2 = sub(C)

C

(i) T2 = OO0dom(z)

N

72 E Odom(x) I Odom(x)

(m2): SR

T3 = sub(C)

C

(iv) 73 = O0tnc(y)

73 | Otne(y) 4 Otne(y)
(12,73): DR

(t2): SR 73 = dom(D)

T2 = sub(C) D

C

) (a7, ma}: D0tne(G), TR: (72, 72)
75 | Otne(G) 7 = Otne(G)
(r2,73): DR i 74 = tne(G)
(72)®0m(D) e
7 Esub(C) D
C

Fig. 2. Expectation-based Tree Construction of the bottom half of Table 2. The up-
ward arrows mean the observation of pitch events in the bottom-up process and the
downward arrows show the expectation. SR, DR, TR represent regions.
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71 E tne(Gr) We observe chord G1 at m; as tonic.
Otne(Gy1) By T*.
Qtne(x) Still another tonic events may follow.
O0tnc(G1) Gi is the head.
T2 = sub(C) We observe C at 72 as subdominant. (i)
as a result, 7 £ Otne(x) and (1) becomes TR.
Osub(C) By T*.
O0sub(C) (72) becomes SR.
Odom(y) We expect a dominant coming. (ii)
T3 |= dom(D)  We observe D as dominant at 7. (iii)
Odom(D) By T*.
T2 E Odom(D) by y = D.
Qtne(z) Also, we expect a tonic follows. (iv)
O0dom(D) D is the head.
(72,73) becomes DR.
T4 = tnc(G2)  We observe Gg as tonic. (v)
Otnc(G2) By T*.
T3 ': OtnC(Gz) by z = GQ.
O0tnc(Gz) Ge is the head.
(T2,74) becomes TR.
Combining (71) TR, (71, 74) becomes TR.

Table 2. Chronological recognition of pitch events; two G’s at the beginning and at
the end are distinguished by indices. (i)—(v) correspond to the subtrees in Fig. 2. We
have omitted the key as well as M on the left-hand side of ‘&=’ for simplicity.

formulae. Therefore, we can annotate each node (branching point) in the tree
with formulae and can clarify what has been expected at that time. As a result,
we have distinguished the time points and regions in a rigorous way.

Second, the top-down procedure of generation, consisting of a chaining of
multiple generative rules can be reinterpreted to the progressive model. When
we listen to music, or compose a music, we construct the music score in our mind
from in the sequential way. By our reinterpretation, now each rule works as an
expectation-realization model.

Finally, we discuss various future tasks. (a) We have divided a music piece
in a disjoint, hierarchical regions in accordance with GTTM’s grouping analysis
[10], however, a short passage, e.g., pivot chords, may be interpreted multiple
ways. We need to equip our theory with flexible overlapping regions. (b) Though
we have considered the semantics by topology, this might be unnecessarily com-
plicated. We may simply need a future branching model with the necessary ex-
pectation G and the possible expectation F in Computational Tree Logic (CTL)
[5]. (¢) We need also to consider how such expectation corresponds to the ex-
isting implication-realization model (I-R model) [15], or to tension-relaxation
structure in GTTM [10] in general.
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TR ASRJ e ,
TRH R

Fig. 3. Time points and regions in the beginning of BWV731
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Abstract. Conceptual musical works that lead to a multitude of realizations are
of special interest. One can’t talk about a performance without considering the
rules that lead to the existence of that version. After dealing with similar works
of open form by Iannis Xenakis, Pierre Boulez and Karlheinz Stockhausen, the
interest in John Cage’s music is evident. His works are “so free” that one can
play any part of the material; even a void set is welcomed. The freedom is
maximal and still there are decisions to consider in order to make the piece
playable. Our research was initially intended to develop a set of conceptual and
software tools that generates a representation of the work as an assistance to
performance. We deal here with the Number Pieces Cage composed in the last
years of his life. Over time, we realized that the shape used to represent time
brackets, brought important information for the interpretation and musical
analysis. In the present text, we propose a general geometric study of these time
brackets representations, while trying to make the link with their musical
properties to improve the performance.

Keywords: Computer Aided Performance, Notation, Musical Graphic
Representation

1 Introduction

The interpreter who approaches the music of John Cage composed after the middle
of the 20th century is often disconcerted by a great freedom of execution, associated
with a set of precise instructions. The result is that, each time, the musician is led to
determine “a version,” and to decide on a choice among the free elements proposed by
the piece. A fixed score is thus created, which can be used several times. The musician
interprets “his version” while thinking that it conforms to the composer’s intentions.
But in fact, most works of Cage composed after the 1950s should not be preconceived,
prepared, “pre-generated” for several executions. Each interpretation should be unique
and “undetermined.” It is in this sense that the use of the computer can help the
performer: a program will allow the latter to discover without being able to anticipate
what and when he plays. The performance of the work thus escapes the intention of the
musician to organize the musical text.
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2 John Cage's Number Pieces

The corpus of John Cage’s late compositions (composed between 1987 and 1992) is
known today as Number Pieces. Each work is named after the number of musicians
involved; and the exponent indicates the order of the piece among the other
compositions containing the same number of musicians [1].

Silence and Indeterminacy

In the course of his creative research as a composer, Cage has laid down essential
structural elements. Thus, silence has been posited as an element of structure to be
thought of in a new and positive way; not as an absence of sound, but as a diachronic
element, a presence, an acoustic space. This innovative work concerning silence has
itself evolved: at first it was conceived as giving the work its cohesion by alternating
with sound, then Cage extended the reflection to a spatial conception: the silence is
composed of all the ambient sounds which, together, form a musical structure. Finally,
silence was understood as “unintentional,” sound and silence being two modes of
nature’s being unintentional [2].

Moreover, in this desire to give existence to music by itself, Cage has resorted to
various techniques of chance in the act of composition and principles of performance.

The principles of indetermination and unintentionality go in that direction. The
principle of indetermination leads the musician to work independently from the others,
thus introducing something unexpected in what the musical ensemble achieves. The
performer, unaware of the production of his fellow musicians, concentrates on his own
part and on the set of instructions. This requires great attention, even if the degree of
freedom of the playing is high [3].

Time Brackets
In Cage’s Number Pieces each individual part contains musical events with fime

brackets. Generally, an event consists of a score endowed with two pairs of numbers:
time brackets (Fig. 1).

13'05" <> 13'20" 13'15" «> 13'30"
Al
(A=
1 - L ”

9

D)
(=

Fig. 1. John Cage’s Two’, piano, 9th event

This gives the interpreter lower and upper-time bounds to begin and end each event.
The composition has a defined total duration and the events are placed inside a pair of

26



Proc. of the 14th International Symposium on CMMR, Marseille, France, Oct. 14-18, 2019

the time brackets. Although there are only individual parts, a score for the group is
implicitly present and leads to a form.

Earlier research

In previous work [8] we modeled these time brackets by parallelograms (see Figures
2 and 3) to build computer interfaces for interpretation assistance in the context of
Cage’s Two’ (Fig. 2).

Lol o Twa, jmertace main, 140

AN N\ ¥ AL AL N N N s Sy SN N w- &)1
NN E S VI HIEL S S VLRSS RN SN S N N\ L\ N
T T R s e U 2

BTSN s e P oo ST ", S0t bogia =

o

e

wenw e ’3.' - i
- —— +2
+1
i L ) fhirgions Rt et d -1
e &= 2
RN 3 B
=t

Fig. 2. Cage’s Two’ main computer interface

Over time ([9], [10], [11]), we realized that the shape used to represent time brackets,
brought important information for the interpretation and musical analysis. The
unusually long duration of this piece, 40 minutes, and the use of time brackets show
that the temporal question, and its representation, is essential in the Number Pieces, in
general, and in Two’ in particular.

The computer interface whose use has become obvious, has created for us a climate
of confidence in our relationship to the piece. Random encounters of synchronicity as
well as intervals bring unexpected situations.. [12]

In the present text, we propose a general geometric study of these time brackets
representations, while trying to make the link with their musical properties to improve
the performance.
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3 The Geometry of Time Bracket

The first step in the process was to model a graphic representation of each part as a
succession of musical events in time. For this purpose, the temporal structure of the
piece has been represented as quadruples on a timeline. (s;(k), s, (k), e;(k), e, (k) ).

In order to place an event k on the timeline, time brackets are defined as quadruples
to indicate the time span allocated to it. Each quadruple consists of two pairs. More
precisely, each pair gives the interpreter lower and upper time bounds to start
(s;(k), s,(k)) and to end (e;(k), e, (k) ). Theses closed time intervals give to the
performer, a choice of the pair (s(k), e(k) ), where (s;(k) < s(k) < s,(k)) and
(e;(k) < e(k) < ey (k)). One could choose the starting time (s(k)), while
performing and, then accordingly, the end time (e(k)). This is the way one would
employ when actually performing the work.

To obtain a graphic representation of each event in time we consider the quadruple:

(Sl (k)' Su (k)' € (k)! ey (k) )
where (s;(k), s, (k)) is the Starting Time Zone and (e,(k), e, (k) ) the Ending Time
Zone. As the two intervals have, in our case, a designed superposition, we prefer to
distinguish starting and ending zones by using two parallel lines (Fig. 3).

Starting Time Zone

Ending Time Zone

Time

si(k) ei(k) su(k) eu(k) )
Fig. 3. Graphic representation for a generic time event

The graphic event obtained by connecting the four points has a quadrilateral shape.
The height has no particular meaning. The starting duration §(k) is defined as the
difference: (s, (k) — s;(k)), which is the time span the performer has to start the
event. In the same way the ending duration &,(k) will be the time span given to end
the event (e, (k) — e;(k) ). In the general case, these values are not the same, and the
form we get is asymmetrical. When dealing with Cage’s Number Pieces, one generally
has: §,(k) = 8,(k), both durations are the same, and the figure to represent an event
is a trapezoid (Fig. 4). This is the case in the majority of the corpus we are treating.
Special cases will be mentioned later on.
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Starting Time Zone

Ending Time Zone

Time

si(k) eifk) su(k) euk) >

Fig. 4. Graphic representation for a time event in Cage's Number Pieces

There is mostly an overlapping of the two time zonmes, (s;(k), s,(k)) and
(e;(k), e, (k)) but it can happen that those are disjoined. We can define a variable
y (k) where: s;(k) + y(k) = e;(k). In Cage's Number Pieces, y (k) depends generally
on the event duration. Thus, we don't have a big variety of forms. For example, in Five?,
we have only 4 different time brackets sorts, for a total number of 131 events for the
five instruments and y (k) = 26 (k) for all quadruples.

We make a distinction between a generic musical event and a real (or determined)
musical event. A real musical event is the one whose starting points (s) and end points
(e) are defined, that is, where there is a concretization of choice. One could represent
this by a straight line from s(k) to e(k) (Fig. 5).

Starting Time Zone

N

Ending Time Zone

Time

.\'v.(/\') stk) (’:‘//\'l su(k) e(k) t’,,.(/\') >

Fig. 5. A real music event represented by a straight line, joining the starting
to ending time zones

There are certain properties of a generic event that can easily be deduced from the
trapezoidal graphic representation:

1. The starting or ending durations: 64(k) or 6, (k) are a kind of a nominal duration
that Cage gives to an event.

2. The maximum duration, e, (k) — s;(k) = 8,4, (k), is the maximum length
(duration) an event can have.

3. The fact that, s,, (k) > e;(k) means that we can choose a starting point s(k) placed
after the end, which leads to an empty musical event @ (an important idea of Cage: he
often indicates that the artist can choose, all of, a part of, or nothing of the material
placed at its disposal). In this case, s(k) > e(k).
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4. An alternative way to present a quadruple will be: (s;(k), 6,(k), 8.(k), y(k))
where y(k) is the value previously discussed. This representation can easily display
the regularity in the time brackets construction (Fig. 6). It is easy to see that

(05 (k) + 8. (k)
B () = 5 2SR,
Os(k)
Sel(k)
v Time
3 ) i H
.\',"I/\') )

Fig. 6. An event represented as (s;(k), 84(k), 8.(k), y(k) )

5. An implicit parameter that is important is the straight line’s slope of the concrete
event (Fig. 5). This value is inversely proportional to the concrete event duration. The
slope is strongly related to performance: it shows how much time the performer has for
a particular event k. In regard to a wind instrument part, often only composed by held
notes, knowledge of this parameter allows the artist to better manage his air capacity,
in order to respect the composer’s indications. As far as the pianist is concerned, the
slope gives some information that allows him to manage his interpretation with
reference to the time indications. When the straight line of a concrete event is close to
the vertical, the event will be short and concentrated.

The relationships of the generic events
Concerning the placement of two contiguous events k and k+/ we can define a

variable €(k), the gap between the elements k and k+ 1 where:
e(k) = s;(k + 1) — e, (k) (Fig. 7).

k k+1

) Time

3

si(k) su(k) sitk+1) su(k+1) )
ei(k) eu(k) ei(k+1) e (k+1)

Fig. 7. £(k), The gap between the elements k and k+1
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We will observe five typical placements of two contiguous events.

1.&>0.

The two events are separated on the timeline. There is a minimum length of silence
between the two events, which will probably be longer according to the choice of
e(k) and s(k + 1). In Five’ for example, we have events 1 and 2 of violin 2 separated
by more than 8 minutes, or 3 minutes between events 6 and 7 of violin 1. Here the piece
could also be considered from the point of view of the relative density of the musical
elements. One should mention the global statistical approach done elsewhere [4] [5].

2.=0.
The two events are adjacent (Fig. 8).

k k+1

Time
e=0 )
eu(k)

si(k+1)

Fig.8.£=0

Again, a gap may occur between the two events as the actual ending of event k:
e(k), and/or the actual starting of event k+1, s(k + 1) will differ from e, (k), and
s;(k + 1) correspondingly. For example, Two’, trombone, events 21 and 22 (Fig. 9),
events 27 and 28.

19'10” <> 19'40” 1 19'30” <> 20'00"

1L o
21
20'00" <> 20'30" 20'20" <> 20'50"
22 r—=

Y
S
AU

Fig. 9. Two’, trombone, events 21 and 22
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3.e<0.

In this case, the performer’s opinion and attitude can determine the performance.
There are many remarkable cases of interest in this situation; we could mention some
cases that presently occur in Cage’s Number Pieces (Fig. 10). For example, Two’,
trombone events 28 and 29, and piano events 6 and 7.

k k+1

Time

su(k)
si(k+1)

Fig. 10. £< 0, s;(k + 1) = s, (k)
While performing event k, the player could start the event k+/ when not yet ending

event k. We can encounter a superposition as shown in Fig. 11. For example, Two’,
trombone events 37 and 38; piano events 9 and 10, events 12 and 13.

k k+1

Time

sitk+1) su(k) )

Fig. 11. £< 0, 5;(k + 1) < 5, (k)

And even the same starting time for the two events: s;(k + 1) = s;(k) (Fig. 12). For
example, Two’, piano, events 14 and 15 (Fig. 13).

Nﬂ
k

si(k)
sitk+1)

Time

Fig. 12. £< 0, s;(k + 1) = s;(k)
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16'45" <> 17'00" 16'55" <> 17'10"
%
14{° :
(=N
16'45" «» 18'00" 17'35" «»> 18'50'
Py »m ’ I, P ”
8 3 ey 3 174
# t =t s i T
r ) L § LA | 1 1 159
Ve T L4
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s t } = ¥
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Fig. 13. Two’, piano, events 14 and 15

As the events have an order given by Cage, one may assume that the sequence of
events is to be respected. But the performer may consider mixing the two events and
choosing the respective ending times, e(k) and e(k + 1).

In some case one has the configuration shown in Fig. 14. For example, Two’,
trombone events 31 and 32, events 39 and 40.

k+1
k

Time

>

sik+1) si(k)
Fig. 14. £< 0, s;(k + 1) < s;(k)

This may be a mistake, in calculation or in printing. Again, without change the order
of events, one could start with the event &, and continue with the event k+/, mixing or
separating. Starting with the event k+/ would mean that mixing has to happen, or the
event k, should be skipped, that an idea dear to Cage: the event k wouldn’t be performed.

The presentation of the time brackets as geometric figures and the variables we have
defined lead to calculate some constants related to each of the instruments involved.
The average filling rate (Fr) gives an indication of how much a particular instrument
is present during the piece. This value will be the ratio of the sum of all the events’
duration by the overall length of the work (A), where the event duration, §(k), is the
arithmetic mean between &, (k) and 6, (k) (1).

_ 2160k

Fr= n ()]

In the analog way, if we set: £(0) be the gap before the first event, and (1) the gap
after the last event n, the average silence rate (Sr) will be the ratio of the sum of all the
gaps between the events by the overall length of the work (2).
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0&(k)
A

These interesting values are based on the lengths of events, the gaps between them
and their number, independent of the contents of the events.

Sr = 2)

If instead of using & (k), the event duration, we consider §,,,4, (k), then:

i S () + i e(k) =A 3)
0

k=1

4 Musical Analysis Application

Table 1 shows the values for the 21 events of violin 1 in Five®, and the constants we
just defined. The time values, onsets and durations, are defined in seconds.

Table 1. Data for Five’, first violin

s1(k) ds(k) de(k) yk ek
110 45 45 30 10 A= 2400
2150 45 45 30 65
3 215 30 30 20 -10 n
4 290 45 45 30 25 Zs(k) = 810
5 405 45 45 30 40 =1
6 465 45 45 30 -15 n
7 740 45 45 30 200 Zf(k)= 1030
8 1225 45 45 30 410 =0
9 1315 15 15 10 15
10 1325 45 45 30 15 Fr = 03375
11 1475 15 15 10 75
121570 30 30 20 0 Sy = 0,4292
13 1625 45 45 30 5
14 1685 45 45 30 -15
15 1865 30 30 20 105
16 1900 45 45 30 -15
17 2060 45 45 30 85
18 2165 45 45 30 30
19 2235 15 15 10 5
20 2245 45 45 30 -15
21 2305 45 45 30 -15

The following Table 2, compares these constants for the five instruments. We can
observe how these two constants (Fr and Sr ) are strongly related to the presence of the
instruments. For example, trombone will be more present, more active than the string
instruments. One can see that St may be negative. This occurs when many of the events
are superposed (All cases with € < 0).
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Table 2. Comparison values in Five’

#Events Fr Sr
Violin 1 21 0.34 0.43
Violin 2 12 0.16 0.74
Viola 26 0.34 0.44
Violoncello 25 0.23 0.5
Trombone 47 0.74 -0.24

These values are clearly reflected in the form of the piece seen in the upper part of Fig.
15. We had implemented several models, some offline in “OpenMusic” computer
aided composition software, and in a real-time “Max” software [8]. Fig. 15 presents a
generic computer interface we are exploring, to perform most part of Cage’s Number

Pieces.
= :
- -— W . - \‘
AT THA Ye ) - T - “ Ay “ . - “‘ - “ -
. L AN -\ WL A S AR S - -
“_“‘““_\‘\“““‘“““““m““““
preglages oid || | o 30
R sec

010" «» 0'55" 040" > 1'25"

Fig. 15. Computer interface used for performing Five’

The medium part of this figure, displays one of the instruments chosen (here violin 1)
and bottom part displays the musical score corresponding to the time (here 30 seconds
after beginning). The global view displays a presentation of the entire duration of Five?,
using the trapezoidal event representation. It allows the performer to have a global view
of the piece at a glance. As Cage mention about the context-specific character of his
time-bracket notation:
Then, we can foresee the nature of what will happen in the performance, but we
can’t have the details of the experience until we do have it. [6]

This global representation enables another perspective of the piece. The printed
score orients a natural local view. More than being a graphic representation for each
time bracket, it allows us to identify similarities between generic musical events. Fig.

16, a detail from Fig. 15, presents the first ten minutes of the global representation of
Five’.

! “OpenMusic” is a software developed by Ircam by Gerard Assayag, Carlos Augusto Agon
and Jean Bresson. See: http://recherche.ircam.fr/equipes/repmus/OpenMusic/.
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Fig. 16. The first ten minutes of the global representation in Cage’s Five®

In an analog way Table 3 presents Fr and Sr constants for Two’®, and Fig. 17 shows
the global structure of the piece. One can clearly distinguish the difference in the
presence of the two instruments.

Table 3. Comparison values in Two’

#Events Fr Sr
Piano 29 0.33 0.15
Trombone 40 0.46 -0.14

800 0 Two_interface_main_140
AN \ Y WRIRR I P P L LY AN NV NN
P‘\““‘“\\\‘\\\\‘\\\\\\\\\\\‘\\“ L\, N

Fig. 17. Two’ global structure

5 Conclusions

At the present time we work to offer the musicians a way to approach other pieces
from the same family, constructing a generic interface. The task may be somewhat
complicated. The works called Number Pieces, share the same principal described
earlier, but often contain particularities and exceptions in the instructions for
performance. The interface then has to be adapted to cover these.

The interface is a substitute to the printed score. It reveals the structure of the work
and provides the performer with the tool to achieve the “meditative concentration”
needed. The few instructions given by Cage are integrated in the interface.

Considering the graphic representation, we presented above, our main goal was to
find geometric properties and strategies to enhance the performance of these pieces
through computer interfaces. John Cage’s works have been the target of our work for
several years now. We have developed computer tools for the interface, and used it in
practice. Both concerts and recordings have been the tests for the usefulness of the
approach towards performance. The modeling process is transformed in a pragmatic
analysis of the musical phenomena that leads us, step by step, to model some of Cage’s
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concepts. Mentioning first the Concert for Piano and Orchestra (1957), an earlier work
that has become important step of his output [7]. Followed by two of his number pieces
for a small number of performers [8]. These works were also the object of a recording
and performance sessions ([9], [10], [11]).
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Abstract. The question of how to arrange harmonically related pitches
in space is a historical research topic of computational musicology. The
primitive of note arrangement is linear in 1-D, in which ordered as-
cending pitches in one direction correspond to increasing frequencies.
Euler represented harmonic relationships between notes with a mathe-
matical lattice named Tonnetz, which extends the 1-D arrangement into
2-D space by reflecting consonances. Since then, mathematicians, musi-
cians, and psychologists have studied this topic for hundreds of years.
Recently, pitch-space modelling has expanded to mapping musical notes
into higher-dimensional spaces. This paper aims to investigate existing
tonal pitch space models, and to explore a new approach of building a
pitch hyperspace by using the Hopf fibration.

Keywords: Tonal Pitch Space - Hopf Fibration - Human Pitch Percep-
tion

1 Introduction

Pitch represents the logarithmic value of the fundamental frequency, which is
used by humans to distinguish different sounds [10]. The distance between pitches
p and ¢, which has a measurement with the usual metric on R with an absolute
value of the difference, | ¢ — p |, shows the degree of relatedness, with closely
related pitches near to each other, and less closely ones far apart. A collection
of distances between pitches is denoted as a scale, which consists of a number
of pitches and their order of the organization [24]. For example, the western 12-
tone equal tempered (12-TET) scale, also called the chromatic scale, has twelve
pitches. Each pitch has a semitone distance higher or lower than its adjacent
one. In the R Euclidean space, a musical scale could be visualized with a line
segment connecting all 12 pitches, since a line segment indicates the range of the
collection as well as the increment of all values upon it.

In addition to being logarithmic, human pitch perception is also periodic [11].
The distance between one pitch and its double-frequency pitch is called an octave
or perfect octave, and this distance can be considered a unit distance in a periodic
scale. In different octaves, the denotation of a pitch class — a set of all pitches
with a whole number of octaves apart (in 12-TET, a pitch class is presented
by a set of points in the quotient space R/12Z) — is repeatable with the same
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Fig. 1. Circular chroma of a western 12-tone equal tempered scale [13]

symbols or characters but different subscripts, which allows visualization in the
R™ space to show a periodic relationship regardless the hierarchy of tone heights.
For example, Fig. 1 shows a chroma, an attribute of pitch referring its quality
in human pitch-perception, just like hue is an attribute of color, in 1-sphere (S*
that can be embedded in R? Euclidean space) that is the inherent circularity of
the chromatic scale in an arbitrary octave. A 12-TET chromatic scale can begin
on any note, and proceed through all others before returning to the same note,
one octave further in tone height.

In spite of the fact that variations of frequencies describe the interval — a phys-
ical distance between pitches — some special collections of pitches or pitch-class
sets show “closer” distance (pitches sound more consonant) in perception [9]. For
instance, a pair of pitches that have the Perfect fifth relationship sounds more
harmonious than a pair of two adjacent pitches in chromatic scales, even though
the frequency distance between the notes of a Perfect fifth is much larger than
the frequency distance between two adjacent pitches [20]. The physical cause
of this perception of consonance relates to the alignment of harmonics in the
harmonic series. In a Perfect fifth, every second harmonic of the higher note
aligns closely with every third harmonic of the lower note, since the frequency
ratio of the two notes is close to 3:2. Dissonant intervals have larger denomina-
tor ratios (e.g. 16:15 for a just-tuned semitone, 1 : 22 for an equal tempered
semitone), with fewer aligned harmonics and more harmonics interfering with
each other. Thus, intervals with frequencies close to a small whole-number ratio
contain pairs of notes that are somehow “closer together” in terms of perceptual
harmonic relationships. In this way, we can imagine a collection of “distance”
metrics besides linear frequency distance, in an attempt to indicate the harmonic
or musical “closeness” of a pair of notes, relating to the interval between them
rather than the distance between them.

Since any two non-identical intervals are independent to each other, the per-
ceptual distance of harmonic closeness can be represented by orthogonal vectors
representing the intervals between them. Mathematically, the selective combi-
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Fig. 2. Euler’s Tonnetz (1737) [5]

nation of these vectors can be bundled into groups. To visualize these groups,
researchers have modeled the relationships between notes using graphs, tilings,
lattices and geometrical figures such as helices. All models like these, which may
be multidimensional, are named pitch spaces or tonal pitch spaces [13]. To model
an n-dimensional pitch space, an R” pitch space is needed due to the orthogo-
nality of the groups whose order (the number of elements in its set) is n. Each
relationship between a set of pitches is represented as a vector in R™ pitch space,
and the distance along that vector corresponds to an accumulated number of the
indicated interval (a distance of 3 Minor thirds, for example).

Tonal pitch space research relating to groups in R™ lies at the intersection
of two seemingly independent disciplines: human pitch perception and algebra
topology. Human pitch perception is a part of psychoacoustics that studies the
psychological and physiological responses associated with sound. Algebra topol-
ogy leverages tools of abstract algebra to study topological spaces. In this paper,
existing tonal pitch space lattices and human pitch perception models will be
reviewed in section 2 to section 4. An exploration of modelling tonal pitch spaces
in R* space with Hopf fibration, which associates with all the lattices and mod-
els mentioned in previous sections, will be described in section 5, before the
conclusion in section 6.

2 Tonnetz in R? space and its Isomorphism

A Swiss mathematician, Leonhard Euler, introduced a conceptual R? lattice di-
agram named Tonnetz (Tone-network in German) representing 2-dimensional
tonal pitch spaces in 1737 [5]. Euler’s Tonnetz (Fig. 2) shows the triadic rela-
tionships of the Perfect fifth and the Major third. Proceeding from the top of the
figure, between note F' and note C, there is a Perfect fifth (marked as Roman
numeral “V”); while from F to A there is a Major third (marked as “III").

In 1858, the R? pitch space was rediscovered by Ernst Naumann. Later in
1866, it was disseminated in Arthur von Oettingen and Hugo Riemann’s pub-
lication of exploration to chart harmonic motion between chords [4]. Oettin-
gen and Riemann show that the relationships in the chart can be extended
through Just intonation (requiring strict whole number frequency ratios between
notes) to form a never-ending sequence in every direction without repeating any
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pitches [21]. Modern music theorists generally construct the Tonnetz with an
equilateral triangular lattice based on Neo—Riemannian theory. As shown in
Fig. 3, the equilateral triangular lattice demonstrates the equal temperament of
triads since a minor third (C—Eb) followed by a major third (Eb—G) is equivalent
to a Perfect fifth (C—G)

IJ—

\/\/\/\/\/
/\/\/\/\/\/
/\/\/\/\/\

ANANYAN /\ \

Fig. 3. Modern rendering of the Tonnetz with equilateral triangular lattice [21]

The musical relationships in the lattice can be explained by using group and
set theory. The collection of notes along each direction can be considered as a
subgroup (a subset of a group which is also a group) of a chromatic scale denoted
as R/12Z under the operation of addition denoted as 4. For example, the Major
third relationship exists as four subsets of the complete chromatic scale: {0, 4, 8},
{1,5,9}, {2,6,10} and {3,7,11}. In each of these instances, a collection of notes
selected from a chromatic scale are all related as major thirds. for example, for
the chromatic scale starting at C, the subset {0, 4,8} corresponds to the notes C,
E, Ab, which appear aligned in Fig. 3 (note than in 12-TET, Fb is an enharmonic
spelling of the note E and thus equivalent in pitch).

Similarly, the Minor third relationship exists as three subsets of the chro-
matic scale, as {0,3,6,9}, {1,4,7,10} and {2,5,8,11}. The Perfect fifth has the
same collection of notes with chromatic scale but in different order of arrange-
ment, which is {0,7,2,9,4,11,6,1,8,3,10,5}, and this is also considered as a
subgroup [6,17]. In this way, although only some notes can be reached by any
combination of jumps of Major Thirds, all notes can be reached by some number
of jumps of Perfect Fifths.

In abstract algebra, a group isomorphism presents a one-to-one correspon-
dence between two groups when a group operation is given. The general definition
of group isomorphism is:

Considering two groups G and H, where G is under the operation of ©® and H
is under the operation of &, where ® and { can only be the operations of addition
(denoted as +) or multiplication (denoted as x). G and H are isomorphic when
there exists a function f : G — H that fulfills the equation f(z)0f(y) = f(xOy)
where x,y € G, and also they are bijection [1].
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where bijection corresponds to a one-to-one mapping from one group to the
other. Applied to tonal pitch spaces, the additive group is sufficient for the
consideration of isomorphism. It is easy to show that two subgroups of R/12Z
are isomorphic under the operation of + in a certain collection of relationships
such as Major third, Minor third and Perfect fifth. For example, there are two
subgroups under the operation of + from Major third: the subgroup A:{0,4, 8}
and the subgroup B:{1,5,9}. A and B are isomorphic if two requirements are
fulfilled:

1. A function f(z) can be found, which fulfills the equation

f{0,4,8}) + f({1,5,9}) = f({0,4,8} +{1,5,9})
2. The two subgroups are a bijection.

The Major third relationship, which spans four semitones, requires the target
function f(x) = « &4 to generate the subgroup. In addition, the elements from
{0,4,8} and the elements from {1,5,9} are a bijection (one-on-one correspon-
dence) as 0+ 1, 4 — 5, and 8 — 9 respectively. Therefore, these two subgroups
are isomorphic.

This group isomorphism is directly manifest in music theory as transposition
invariance (where changing the degree of the starting note of a musical con-
struct does not change the perception of the musical construct, notwithstanding
perfect pitch perception) and tuning invariance (where changing the frequency
of the starting note of a musical construct does not change the perception of
the musical construct, notwithstanding perfect pitch perception) [15]. More-
over, the isomorphism of the equilateral triangular lattice in Fig. 3 is useful of
building musical keyboards since the dual of equilateral triangle is the hexagon
which is a regular polygon of the dihedral group that is a unified tile capable of
implementing transpositional invariance [8].

3 Shepard’s Double Helix model in R? and its winding
Torus in R*

In addition to mathematicians and musicians trying to chart the relationships of
pitches, psychologists also explore ways to depict the psychological responses of
musical sounds. In human pitch perception, Shepard introduced a double helix
model of visualizing ascending chroma and Perfect fifth relationship simultane-
ously. [22]

Fig. 4 (a) shows an equilateral triangular lattice in R? space. The arrange-
ment in vertical direction represents the whole-tone relationship such as C to D,
and the zigzag between the two vertical edges depicts the semi-tone relationship
such as C to Cf. As shown in Fig.4 (b), when twisting the lattice along the
vertical direction which indicates the ascending (or descending) of octave, the
lattice of equilateral triangles form a double helix structure. If this double helix
structure is mapped onto a cylinder in R? space, the resulting cylindrical lattice
is as shown in Fig.4 (c).
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Fig. 4. Shepard’s Double Helix model of human pitch perception. [22] (a) the flat strip
of equilateral triangles in R?; (b) the strip of triangles given one complete twist per
octave; (c) the resulting double helix shown as a winding around a cylinder in R®.

The cylindrical double helix structure can collapse vertically so as to con-
tinuously vary the structure that representing the pitches between the double
helix with the rectilinear axis in Fig. 4 (c), and eventually becomes the variant
with a completely circular axis in Fig. 5. This new structure is a torus in R*
space, and it embeds the cylindrical lattice. In addition, the pair of edges in Fig.
4 (a) becomes two circles linked together in the torus, which actually is a “Hopf
link” [12]. In Fig. 5, one circle consists of notes C, D, E, F{, G} and Af, and the
other circle includes notes CY, D, F, G, A and B respectively.

4 Multidimensional Pitch Space Torus and Phases of
Pitch-Class Sets

In the last two decades, the exploration of modelling higher dimensional tonal
pitch space shown solid results, such as Dmitri Tymoczko in 2006 exploited non-
Euclidean geometry space to represent a musical chord, and pointed out that
the structure is an n-orbifold [23]. In 2013, Gilles Baroin introduced a model in
R* space which derived from two planar graphs: Triangle (C3) and Square (C4).
There are two axes in the model which indicate the rotation directions. The two
axes in Fig. 6 are represented by straight lines. However, if a straight line was
considered as the special case of an infinite circle S! mapped into a R space, the
Cartesian product of these two perpendicular circles is represented by a torus
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Fig. 5. Double Helix winding a torus in R* [22]

Fig. 6. Major Axes of the 4D model [3]
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(T? = S' x S') in R* space. Conclusively, it turns out the traditional Tonnetz
can be embedded into a 4-dimensional hypersphere [3].

Besides leveraging algebraic topological structures to extend dimensions, an-
other approach is mapping pitches from real space into complex space. In 2012
Emmanuel Amiot decomposed the phases of the pitch-class sets with Fourier co-
efficients, which delivered an even finer result on mapping chromatic scale notes
onto a 4-dimensional torus surface [2].

5 Villarceau Circles and Hopf Fibration

Before introducing Villarceau Circles and Hopf Fibration, it is necessary to have
a review of the 4-dimensional torus T2 as used in human pitch perception models.

Since a pitch class from the 12-tone equal tempered scale is presented by
a set of points in the quotient space R/127Z, n pitch classes can be denoted as
R™/12Z™. Hence, an n-torus can be represented by the equation T" = R"/12Z".
Whereas a chromatic scale is represented by a circle which is denoted as S!
in algebraic topology, there is the other equation S = R/12Z. Combining two
equations together, it is easy to have T" = (R/12Z)" = (S')". When n equals 2,
the equation becomes T? = (Sl)2 = S! x S!. This indicates a torus in R* space
could be represented by the Cartesian product of two circles S! in R? space.
One of the circles is around its axis of rotational symmetry and the other one is
around a circle in the interior of the torus.

Pitch Axis

Fig. 7. Two axes for mapping Neo-Riemann Tonnetz

Comparing to the torus in Fig. 5, the toroidal model makes sense in human
pitch perception when the circle around its axis of rotational symmetry (or
a.k.a. along “Toroidal” direction) represents chroma, and the circle around a
circle in the interior of the torus (along the “Poloidal” direction) represent the
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repetition of pitches. According to [19], the repetition of the pitch direction is
named “Isotone Axis”, and the ascending chroma direction is named “Pitch
axis” respectively. The torus in Fig. 7 can be used to map the Neo-Riemann
Tonnetz onto the surface. It should be noted that this arrangement (chroma /
pitch in the torodial direction, isotone in the polodial direction) may be reversed
without losing generality of the model, but most researchers have used this first
arrangement and we maintain that approach.

In geometry, cutting a torus with a plane bitangent to two symmetrical
poloidal circles results in a pair of Villarceau circles. This can be seen in Fig.8
where the bitangent plane € is shown in pink and the coplanar pair of Villarceau
circles (M1 and M2, marked in red and blue) are produced by this cutting. These
two Villarceau circles are linked to each other [16]. Since the torus has symmetry
of its centre, a pair of mirrored villarceau circles can easily be generated by ro-
tating the torus along toroidal direction with 180 degrees. Each Villarceau circle
and its 180-degree mirrored circle are also linked together. This link is a Hopf
link, and the circle of a Hopf link is a Hopf fiber [14].

The Hopf Fibration (also known as the Hopf bundle or Hopf map), named
after German geometer and topologist Heinz Hopf [7] is a foundation stone in
the theory of Lie Groups. The Hopf Fibration describes a hypersphere (called a
3-sphere in R* space) in terms of circles (the “fiber”) and an ordinary sphere [14].

The denotation of fiber bundle (bundle of linked circles) is:

St §* & §?

which means a circle S! is embedded in the hypersphere S3, and the Hopf map
p:S? = S? projects S® onto an ordinary 2-sphere S2.

Theoretically, an R? space can be filled with nested tori made of linking
Villarceau Circles, which is induced by Stereographic projection of the Hopf
fibration [14]. As shown in Fig. 9, the same type of Villarceau Circles (or Hopf
fibers) are considered “parallel”.

Because these fibers are parallel, we can apply any of the original pitch-class
mappings onto this fibration, and specifically, the New-Riemann Tonnetz can
be mapped onto a torus. Along each direction of Fig.3’s equilateral triangular
lattice, the subgroups representing a relationship of pitches are always parallel.
Therefore, to model a 4-dimensional tonal pitch space with Hopf fibers, two
subgroups of the pitches (in R/127Z space) need to be selected to map onto the
a Hopf link (including two types of Hopf fibers). For example, the Perfect fifth
is mapped onto one type of Hopf fiber, and the Major third is mapped onto the
other type of Hopf fiber, where two Hopf fibers combine to make a Hopf link.

However, the poloidal direction of the torus may not always show the par-
tition of same pitch in a single octave. Instead, it could show the partition of
the pitch that is several octaves when the poloidal circle of the torus gets larger.
To force the poloidal circle to show a relationship of pitches in a single octave,
the paralleled Villarceau Circles have to vary to non-round closed curves but
still keep parallel structure. For example, in Fig. 10, the Perfect fifth (in blue)
and the Major third (in red) represent two relationship of pitches individually,
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Fig. 9. Torus with two types (original and mirrored) of Villarceau circles [25]
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Fig. 10. One toroidal view of the neo-Riemannian Tonnetz [26]

the Minor third (in green) has been laid along the poloidal direction. Because
the Minor third poloidal circle represents a subgroup of pitches in R/12Z space
rather than Minor third pitches with partition in R space, it is obvious that the
paralleled red curves and blue curves are not, in fact, circles anymore.

6 Conclusion and future work

In this paper, the existing human pitch perception models and tonal pitch spaces
lattices are well studied. Through the line segments in R space, the circular
chromatic scale in R? space, the double helix model in R3 space, and the torus
in R* space, we attempted to find a generic way of modelling the tonal pitch
space onto manifolds. After exploring the approaches in the interaction of two
seemingly independent disciplines human pitch perception and algebra topology,
a new method of modelling 4-dimensional tonal pitch spaces is presented, which
leverages the knowledge of Hopf fibration.

In the future, one possible research could be the torus knots which presenting
the sinusoidal phases of the musical notes on a Hopf fibers bundled torus. Topo-
logically, a knot is a continuous looped path that may be intertwined with itself
in one or more ways. When a knot lies on the surface of a torus in R? space, it is
called torus knot. This torus knot is denoted with two numbers: (p, q), where p
indicates the number of times the knot’s path goes around its axis of rotational
symmetry, and ¢ indicates the number of times the knot’s path goes around a cir-
cle in the interior of the torus [18]. For example, Fig. 11 shows a torus knot that
could be applied to a Neo-Riemann Tonnetz mapping torus. The 12 black dots
indicate the 12 notes within a chromatic scale with different phases in complex
space [2]. Tt is easy to count the number of rounding the rotational symmetrical
axis and the number of rounding circle of interior of the torus. Apparently, in
this example, this torus knot is a (3, 4) knot.

Knots can represent the path of a subgroup different from the subgroups
used to construct the original tonnetz mapping. In other words, the different
combinations of p and ¢, in the example, reflect how a group of chromatic scale
can be divided into subgroups. No matter which combination is used, in order
to map the chromatic scale which has 12 notes, the torus knot (p,q) would
need to fulfil the equation p - ¢ = 12. Though the mathematical model for the
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Fig. 11. Torus knot (3,4) shows the continuous orbits of all pitches of the chromatic
scale in a T? Torus [3]

torus knots can easily be created, more exploration and research are needed to
study the position of musical notes on the surface of the knot, which potentially
presents the sinusoidal phases of the musical notes. In addition, the torus knots
can be further utilized in the research of human pitch perception.
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Abstract. This work focuses on automatic Dastgah recognition of mono-
phonic audio recordings of Iranian music using Markov Models. We
present an automatic recognition system that models the sequence of
intervals computed from quantized pitch data (estimated from audio)
with Markov processes. Classification of an audio file is performed by
finding the closest match between the Markov matrix of the file and the
(template) matrices computed from the database for each Dastgah. Ap-
plying a leave-one-out evaluation strategy on a dataset comprised of 73
files, an accuracy of 0.986 has been observed for one of the four tested
distance calculation methods.

Keywords: mode recognition, dastgah recognition, iranian music

1 Introduction

The presented study represents the first attempt in applying Markov Model to a
non-western musical mode recognition task. The proposed approach focuses on
Persian musical modes which are called Dastgah. Several different approaches
to the same task have already been documented. In 2011 Abdoli [3] achieved
an overall accuracy of 0.85 on a 5 Dastgahs classification task by computing
similarity measures between Interval Type 2 Fuzzy Sets. In 2016 Heydarian
[5] compared the performances of different methods including chroma features,
spectral average, pitch histograms and the use of symbolic data. He reported an
accuracy of 0.9 using spectral average and Manhattan metric as a distance cal-
culation method between a signal and a set of templates. Another contribution
to the field comes from research works in Turkish music [11] and [4] from which
this work inherit some analysis techniques [8]. None of these previous works
use Markov models for their classification purposes while for western music sev-
eral applications has been explored [12][13] although only for chord progression
thus under the point of view of music harmony. The presented work, instead,
investigates the music melodic aspect developing a mathematical model able to
encode the typical melodic interval progression of Persian Dastgahs in the form
of Markov Transition Probabilities Matrices (section 3.2). A subsequent distance
evaluation method between matrices has been applied in order to carry out the
classification task (section 3.3). Finally, standard machine learning evaluation
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has been carried to measure system performances. An accuracy of 0.98 has been
reached on a database of 73 audio files belonging to the seven main Persian
Dastgahs. The complete algorithm has been publicly shared on a github repos-
itory[7] for the sake of reproducibility. In the final part of the presented paper
future developments of this research have been identified.

2 Persian Traditional Music

Persian music is based on a set of seven principal Dastgahs: shur, homayun,
segah, chahargah, mahour, rast-panjgah and nava. The seven main modes and
their five derivatives (abu ata, bayat-e tork, afshari, dashti and bayat-e esfehan)
are collectively called the twelve dastgahs, they cover most of the structures in
Persian music [3] [5].

Traditional Persian music has the octave concept and one octave always
contains seven principal notes. The tuning system of Persian music applies 24
quarter tones per octave[2] and does not rely on equal temperament. The most
authentic definition has been given by Farhat [1] who teaches that Persian music
has very characteristic intervals, one of them is the neutral second. This is a
flexible interval but in all its variations it is noticeably larger then the minor
second (western semitone) and smaller then the major second (western whole
tone). Another typical interval [1] is an interval which is larger then the major
second (western whole tone) but smaller then the western minor third. Rhythmic
structure of Persian music is generally strictly connected to voice and speech,
often music is conceived as accompaniment for singers. Each Dastgah consists
of some partial melodies called Gushe, the arrangement of Gushes during the
performance is called Radif. Conceptually Persian music is conceived like melodic
motives around a central tone and modulation is conceived as changing the
central tone.

3 Methodology

The presented Dastgah recognition system applies a sequence of three processes:
pitch estimation and quantization, Markov Modeling, and classification. Markov
chains have been used for modeling the sequence of musical intervals. The con-
cept behind Persian musical intervals is the same as in western music, which is
a frequency ratio between two notes. For example the western musical fifth is
defined as ¥/27 2 3/2. 2 The presented Markov algorithm models in the form of
Transition Probability Matrix, the sequence (in time) of musical intervals con-
tained in each audio file. The synthetic example in Fig. 1 can help understanding
the Markov Matrix building strategy. Frequency values in time like in Fig. 2 are
converted in a vector of consecutive musical intervals; in this example [3/2, 3/2,
2, 2, 2, 3, 3, 2]. Thus we have three Markov states: A=3/2, B=2 and C=3.

2 an example of western fifth is the interval between A4=440Hz and E5=659.25Hz
(659.25/440=1.498 = /27
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Finally, transitions between consecutive states are counted and cumulated to
build up the Markov matrix. As we can see transitions from B to A never occurs
(neither C to A and A to C), furthermore if we had a state D=5/2 it would have
occurrence count equal to 0 in this example.

400 sseesn
AB|C
300 : :D Al1(0(0
2001 evoceace eces cesscesoceon sees B J‘ 2 l
i >(01]1
100 cess

Fig. 1. Example of Markov Matrix building strategy starting from quantized pitch
data (this is not real data)

3.1 Pitch Detection and Quantization

For pitch detection, we have used the algorithm explained in [10] (more specif-
ically the implementation by its authors®) which mainly applies post-filters to
the output of the Melodia algorithm [9]. According to the implementation® of
[10], pitch quantization is achieved by mapping each pitch value to the closest
pitch histogram peak where pitch histograms are computed as in [8]. Frequency
quantization has the effect of stabilizing the values given by the pith detection
algorithm forcing them to be equal to the closest pitch histogram peak [8] (for
example the sequence of pitches: [200.1, 200.2, 199.85] is forced to be [200, 200,
200] if 200Hz is the closest pitch histogram peak).

Secondly, spurious and very short duration notes has been removed because they
are assumed to be detection errors. When a quantized note is removed (because
of too short in duration) it is replaced (and merged) with the following stable
note (a stable note is assumed to be at least 15 milliseconds long). The quantized
pitch data obtained as a result of these two post processing steps are exemplified
in Fig. 2.

3.2 Markov Model

The Markov Model builder block uses the data generated by the pitch detec-
tion and quantization algorithm in order to create a vector of musical intervals
which are calculated from the ratio between two consecutive frequency values
(as explained at the beginning of this section 3 and in Fig. 1). The resulting
sequence of musical intervals (from one audio file) can be concatenated (using

3 https://github.com/MTG/predominantmelodymakam
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Fig. 2. Ten seconds of a Segah audio sample. Dashed Line: Melody profile of the audio
input as analyzed by the Essentia monophonic pitch detection algorithm. Continuous
Line: Same melody profile after post processing for stabilizing the frequency values.
Dotted Clircles: Peaks that generated too short duration quantized notes which have
been replaced and merged with the following stable note.

several audio files) in case one wants to build up the database matrix associated
with one of the seven possible Dastgah considered in the present work.
Building the Transition Probability Matrix associated with the sequence of
musical intervals consists in counting the number of transition occurrences be-
tween consecutive intervals (as exemplified in Fig. 1). All probability values have
been normalized to one in the end. After that a vector containing the count of
the occurrences of each Markov Model state has been created, the Fig. 3 shows
this vector calculated for a small audio chunk belonging to Dastgah-e Segah.
The vector plotted in Fig. 3 is a sort of one-dimensional view of a Markov
Matrix, on the z axis there are the Markov Matrix indexes from one to ns (where
ns is the total number of Markov States); on y axis there is the normalized
frequency of occurrence of each state. The presented Dastgah Recognition system
does not use a previously defined TET musical system and there are no octave
folding operations. The dimension of the Markov Matrix just needs to be greater
then the maximum number of playable musical intervals and sufficiently small
not to overload the computational cost of the whole algorithm. Results presented
in this paper have been obtained using 98 Markov States (ns=98). Each Markov
State represents a bin whose width progresses exponentially with a base of ¢ =
(-5 +1) *, the computed musical intervals are mapped into these bins (this

4 using 98 Markov States, ¢ = (% + 1) = 1.0102 which is smaller then the western
music semitone /2 = 1.0595
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Fig. 3. Markov states frequency of occurrence for a small chunk of Dastgah-e Segah

means that small fluctuations of frequency ratios are mapped into the same bin
if those fluctuations are contained in the bin width)[7]. In Fig. 3 there are lots
of Markov states with number of occurrences equal to zero, this means that for
that audio sample, no musical intervals have been mapped into those bins, this
is why this vector can be considered as a first raw fingerprint of the Dastgah to
which the audio file belongs to.

3.3 Classification

In order to classify one unknown audio file as belonging to one of the seven con-
sidered families of Dastgah it is necessary to implement a metric able to measure
the distance between the matrix associated to the unknown audio file and the
seven database matrices associated to the seven Dastgah. In this work four dis-
tance candidates have been tested: Euclidean distance (equation 1), Kullback-
Leibler distance (equation 2), Bhattacharyya likelihood (equation 3) and the
last metric (which is also in the form of a likelihood) State Probability Correla-
tion (equation 4 ). This last metric basically performs the dot product between
Frequency of Occurrence vectors like the one showed in Fig. 3.

euclidean = Z Z (xij — dbi;)* . (1)
i=1 j=1
B ns ns ) Xij
kullback = Z Z Xij - log <dbi_j> . (2)
=1 5=1
battacharyya = Z Z VvV Xij - dbij (3)
i=1 j=1
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ns
SPC = xn - dby, . (4)
n=1
Where ns is the number of Markov states, x;; is one element (scalar) of the
unknown matrix, db;; is one element (scalar) of the database matrix; x,, and
db,, are the cumulated values (scalars) along the rows of the matrices in order
to obtain a cumulative value of occurrence probability for each Markov state.

4 Experiments and Results

The experiments carried out had the goal of testing and validating the classi-
fication algorithm, a standard machine learning evaluation procedure has been
applied. A Leave One Out testing strategy has been implemented and in the end,
standard machine learning evaluation parameters have been calculated. A github
repository [7] has been created where the testing package can be downloaded and
executed again for obtaining the same results presented in this paper.

4.1 Dataset

In the aforementioned github repository an annotation.json file can be found.
In this file is contained the formal description of the used database of audio
files. A total amount of 73 audio files has been collected with average duration
of about two minutes each (maximum 4:50, minimum 1:10), they belong to the
seven Dastgah category considered in this work: Segah (16 files), RastPanjgah
(5 files), Nava (7 files), Mahour (15 files), Homayun (10 files), Chahargah (8
files) and Shur (12 files). The recordings are monophonic (recording of a single
instrument) and does not include mode transitions/modulations. No constraint
has been applied in selection of instruments. The dataset contains recordings of
singing, tar, setar, santur among other instruments.

4.2 Testing Strategy and Results

A Leave One Out validation procedure has been considered for the presented
work. The procedure uses one sample for testing and all the rest for modeling.
This is repeated for each sample and the results are averaged. At the end of
validation process the following standard machine learning evaluation measures
has been calculated: Recall, Specificity, Precision, False Positive Rate, False Neg-
ative Rate, F1 and Accuracy. The four different distance calculation methods
are defined in equations 1, 2, 3 and 4. Table 1 shows the evaluation measures
obtained for each distance metric.

The first two methods gave very poor results below the 50% of correct an-
swers. The logarithmic terms in equation 2 makes this metric particularly suit-
able for very smooth distributions like Gaussian ones; in our case this metric
suffers the big entropy (from a statistical point of view) of the data it is ap-
plied to. The last method (SPC) gave an Accuracy of 0.507 and a FPR (False
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Bhattacharyya likelihood

Segah 0 0 0 0 0 0 15

RastPanjgah 0 5 0 0 0 0 0
12
Nava 0 0 0 0 0 0
9
Mahour 0 0 1
Homayun 0 0 0 -6
Chahargah 0 0 0 -3
Shur 0 0 0

Segah RastPanjgah Nava Mahour HomayunChahargah  Shur

Fig. 4. Confusion matrix for the Bhattacharyya likelihood calculation method

Positive Rate) of 0.493 . The third distance calculation method (Bhattacharyya
likelihood) gave instead an Accuracy of 0.986 and a FPR of 0.014 . Fig. 4 shows
the confusion matrix for the Bhattacharyya likelihood.

Results clearly state that Equation 3 is the best way of calculating similarities
between Markov Transition Probability Matrices; in fact this method resulted
in only one error on 73 audio file which means a percentage of correct answers
equal to 98.6%. The only error of the Bhattacharyya classification method is an
audio file belonging to the Mahour family which has been classified as Nava.
The reason why all the other metrics are so far from the Battacharyya metric
in terms of results, is that equation 8 is the only one which uses an element by
element product between Markov Matrices, this produces the effect that only
values different from zero contribute to the total sum; non-zero values represent
specific transitions between consecutive musical intervals and these transitions
are the musical core of Dastgahs.

metric recall specificity precision FPR FNR F1 accuracy

euclidean 0.061 0.663 0.247 0.753 0.939 0.098 0.247
kullback 0.014 0.306 0.068 0.931 0.986 0.024 0.068
battacharyya 0.935 0.998 0.986 0.014 0.065 0.960 0.986
SPC 0.170 0.860 0.507 0.493 0.829 0.255 0.507

Table 1. Scores
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5 Conclusions and Further Developments

In this work we approached the problem of Persian Dastgah recognition and
classification using Markov Models. The presented Dastgah recognition system
has been tested following a standard machine learning evaluation procedure and
it gave a maximum accuracy of 0.986. Results show that Markov Models are able
to encode information about the content of each Dastgah in terms of musical
intervals and their temporal sequence. The presented system has been tested on
monophonic recordings of short duration. Our further efforts will be dedicated
to building a larger dataset including longer recordings and improvisations as
well as multi instrumental recordings.
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Abstract. Thisstudy aims at identifying the chord functions by statisti-
cal machine learning. Those functions found in the traditional harmony
theory are not versatile for the various music styles, and we envisage
that the statistical method would more faithfully reflect the music style
we have targeted. In machine learning, we adopt hidden Markov mod-
els (HMMs); we evaluate the performance by perplexity and optimize
the parameterization of HMM for each given number of hidden states.
Thereafter, we apply the acquired parameters to the detection of modu-
lation. We evaluate the plausibility of the partitioning by modulation by
the likelihood value and, as our innovative method, the result is reduced
back to the number of states conversely. As a result, we found that the
six-state model outperformed the other models both for the major keys
and for the minor keys although they assigned different functional roles
to the two tonalities.

Keywords: chord function; hidden Markov model; modulation detec-
tion.

1 Introduction

The chord functions are one of the most fundamental bases of tonal music to
identify the key. Although the traditional functional harmony theory well de-
scribes the general roles of chords, the functions should have been diversified in
accordance with the target music.

Previously chord function identification has been carried out mainly by sta-
tistical clustering algorithms [4,8]. Since these statistical methods learn from
raw data instead of the textbook theory, they have the potential to reflect the
difference of music styles. A recent study proposed a generative model [12],
which is advantageous in its predictive power and in its applicability to prac-
tical problems such as melody harmonization [11]. However, this study focused
on popular music and the key was assumed to be invariant within each piece.
In our research, we consult J. S. Bach’s music, thus the modulation detection
would be inevitable. Thus far, modulation detection has been carried out either

* This research has been supported by JSPS KAHENHI Nos. 16H01744 and 19K20340.
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by heuristics [8] or by a key-finding algorithm [4] though there have been still
several difficult cases to determine the key [10].

We conceive that the local keys could be also determined by the functional
progression of chords. Therefore, we propose a new dynamic modulation detec-
tion method, applying the statistically found chord functions. Here, the optimal
number of functions would be also determined computationally so that it maxi-
mizes the likelihood of chord progressions in the entire corpus. In this research,
we achieve the detection of the data-oriented chord functions, together with the
detection of modulation. We envisage that we would obtain finer-grained chord
functions which faithfully reflect the targeted music style. Our method is new
in that we do not need to prefix the scope of modulation as opposed to the
algorithm using the histogram of pitch classes [5, 10, 3,13].

We begin this paper by reviewing related works, especially the key detec-
tion algorithms and the statistical learning methods of the chord functions in
section 2. Then, we propose our method in section 3, and thereafter show the
experimental results in section 4. We conclude in section 5.

2 Related Work

2.1 Key detection algorithms

Among the key detection algorithms based on the histogram of the pitch classes
[10,5,3,13], the most widely used one is the Krumhansl-Schmuckler algorithm
that adopts the key-profile obtained by a psychological experiment [5]. More
recently, the key-profile was obtained from music data by using a simple Bayesian
probabilistic method [10] and the Latent Dirichlet Allocation (LDA) [3].
Sakamoto et al. [9] employed the distance between chords by using Tonal
Pitch Space (TPS) [6] rather than the pitch classes. Given a sequence of Berklee
chord names, the key is detected by the Viterbi algorithm, not requiring a fixed
scope. A Berklee chord can be interpreted in multiple keys, for example, the
chord C is I of Cmajor key as well as IV of G major key. Therefore, the network
of candidate nodes consists of keys with degree names. Since TPS does not have
adjustable parameters, it cannot reflect the difference in music styles.

2.2 Statistical learning of the chord functions

Statistical learning of the chord functions has been studied by classifying the
chords using clustering algorithms. Rohrmeier and Cross [8] used the hierarchical
cluster analysis to find the statistical properties of the chords, where the most
distinctive cluster of the pitch class sets reflected the dominant motion in both
major and minor keys. They also found that the result for the minor key was
significantly different from that for the major key. The clusters that represent
the Tonic and Dominant of the relative major key were obtained.

Jacoby et al. [4] also carried out the clustering of the chords in J. S. Bach’s
chorales and some other datasets. They proposed the evaluation method using
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two criteria, accuracy and complexity, inspired by the information theory. They
introduced the optimal complexity-accuracy curve, which is formed by the max-
imal accuracy for each complexity. When using diatonic scale degrees as the
surface tokens, the functional harmony theory that uses Tonic, Dominant, Sub-
dominant clustering was plotted on the optimal curve, while the Major, Minor,
Diminished clustering was far less accurate. This means that the functional har-
mony theory is more favorable than Major, Minor, Diminished clustering when
using the diatonic scale degrees as the surface tokens. In addition, they employed
the analysis with automatically labelled data. They adopted the key-detection al-
gorithm of White and Quinn [13] that used the Krumhansl-Shmuckler algorithm
[5] on windows of eight slices, and picked up the most common 22 pitch classes
(with the bass notes) as the surface tokens. They reported that the obtained
clusters were quite close to the Tonic, Dominant, Sub-dominant classification
when the number of the categories was 3.

On the other hand, Tsushima et al. [12] found the chord functions in datasets
of popular music pieces, using generative models rather than clustering: HMM
and Probabilistic Context Free Grammar (PCFG). They reported that when the
number of states was 4, the output probability of HMM trained with a popu-
lar music dataset could be interpreted as the chord functions: Tonic, Dominant,
Sub-dominant, and Others [12], though the model achieved less perplexity with
more states. Although PCFG is more advantageous since it can represent more
external structures such as long-range dependency of cadence, the reported per-
formance did not exceed that of the HMM. Using a trained HMM as the initial
value of PCFG was also found to be clearly effective. However, for the melody
harmonization task, PCFG was reported more effective than HMM [11]. For
training the HMM, they tested the expectation-maximization (EM) algorithm
and Gibbs Sampling (GS) since GS showed significantly higher accuracy than
the EM algorithm in the part-of-speech tagging task [2]. They reported that the
GS algorithm may perform better especially for a large number of hidden states
since it can avoid being trapped in bad local optima.

3 Chord function identification with HMM

Following the previous works, we used a statistical approach to identify chord
functions. We chose the HMM for our model because its structure agrees well
with that of the functional harmony theory. We expect that the states of the
HMM represent chord functions, instead of another possible approach that as-
sumes chord symbols as the hidden states and surface notes as the output tokens.

We obtained the chord functions with the plausible number of states that
was fed back by the modulation detection in the following steps.

1. Train the HMM in the range of 2—12 states and choose the best parameter-
ization for each number of states in terms of perplexity.

2. Calculate the likelihood of the chord progression of every candidate partition
of key blocks by using the obtained HMM, and determine the intervals of
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modulation that maximize the sum of the likelihoods of key blocks by using
the set partitioning model.3

3. Obtain the best number of states that scores the highest sum of likelihoods
on an entire corpus.

3.1 Dataset

We used J. S. Bach’s four-part choral pieces BWV253-438 from the Music21
Corpus [1] as our dataset. Several pieces in the chorales have complicated mod-
ulations which are not compatible with the modern tonalities. We should also
consider that the key signatures of several pieces are different from the modern
tonal system. We excluded 24 pieces which obviously differed from the major
and the minor key: 22 dorian, 1 mixolydian, and 1 phrygian, and targeted the
remaining 94 major pieces and 68 minor pieces. However, there were still pieces
that retained the feature of the church modes, especially in minor mode pieces.

To learn the chord functions, we used only the first and the last phrases* that
were identified by the fermata® notation in each piece because we supposed to
be able to identify the key of these phrases from the key signature. Those pieces
whose first and last chords were different from the tonic of the key signature
were excluded.

3.2 Functional chord progression model based on HMM

Hidden states:

Output tokens:

bk

Fig. 1. Graphical representation of the hidden Markov model (HMM).

Model We regarded chord degrees as output tokens for the HMM in Fig. 1,
and states as chord functions. Here, z; denotes the hidden state and x; the
output token at each time step. The state-transition probability is denoted by
a;; and the output probability b;,. The number of distinct states is denoted
by N, and that of output tokens N,. When we need to specify a state, we use
(2t =)s4,1 € {1,..., Ny}, and for output tokens we use (z; =)vi, k € {1,..., Ny}

3 The set partitioning model is a sort of the linear programing.

4 In this paper, a phrase means a section divided by fermatas.

5 Fermata is a notation which usually represents a grand pause. However, in the chorale
pieces, it represents the end of a lyric paragraph.
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Surface tokens We modelled the chord functions of the major key and the
minor key by the HMM, and investigated the number of states in the range from
2 to 12. To train the models, we transposed all the major keys to C major and
all the minor keys to A minor.

Basically, we used chord degrees on the diatonic-scale as the surface tokens
because we trained the models only for C major and A minor, and used them for
other keys by transposing the surface tokens. We needed to use more tokens for
the minor key considering the all possible chords that were created by introducing
the leading-tone in addition to the natural VII. The surface tokens of the major
and minor keys are listed in Table 1.

Major Minor
Chord name [Proportion Chord name [Proportion
Cmajor(I) 30.50% |A minor(i) 28.59%
Gmajor(V) 19.56% |Emajor(V) 14.94%
D minor(ii) 12.35% |Cmajor(III) 7.91%
A minor(vi) 10.76% |B diminished (ii®) 7.22%
F major(IV) 9.57% |D minor(IV) 6.23%
B diminished(vii®)| 5.44% |G major(VII) 6.13%
E minor(iii) 4.37% |Gfdiminished(vii®)| 5.24%
Others 7.45% |F major(VI) 5.14%
E minor(v) 3.46%
Caugmented (ITT") | 2.08%
Others 13.06%

Table 1. Surface tokens.

Here, we simply removed chords that were not classified to major, minor,
diminished, and augmented by using a function to classify the qualities of chords
in the Music21 library [1]. We treated the remaining chords that were not in the
diatonic scale as ‘Others’. In addition, we treated a succession of the same chord
as a single surface token.

Optimization method We used the simple EM-based approach known as the
Baum-Welch algorithm for learning the HMM parameters from data. While the
GS would be effective to avoid bad local optima [12,2], we rather employed
the optimization from a large number of initial values to study the variance
of locally optimal parameterizations. For each number of states, we used 1000
different initial values to learn the parameters. We randomly initialized the state-
transition probability matrix, while the output probability matrix was initialized
uniformly. For each initial value setup, the training data consisting of randomly
connected pieces, where we shuffled the opus numbers of the pieces and put them
into one sequence.
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Evaluation measures We evaluated the parameterizations of the HMM ob-
tained from 1000 different initial values on each number of states (among 2 —
12) to find the optimal one. For each number of states, we selected the opti-
mal parameterization which scored the lowest perplexity defined by following
equation:
P =exp <|w1| In P(m|0)> (1)
We also calculated the variance of the 1000 optimal parameterizations for
each number of states by employing the K-means clustering around the best op-
timal parameterization. A large variance indicates larger difficulty to consistently
obtain the optimal parameterization.

3.3 Modulation detection as the set partitioning problem

The remaining problem is to select the best number of hidden states. We obtain
it by using the modulation detection described below. We select a key that
maximizes the likelihood, calculated by the obtained HMM. If we simply apply
the HMM, we can only obtain one optimal key for a target piece. By the set
partitioning algorithm to detect modulations, we can assign the optimal key
blocks to the target piece. The chord functions are expected to work well for
detecting a key, especially when there are modulations in the target pieces.

This idea can be formulated as a special case of the set partitioning model,
regarding that a music piece is composed of locally optimal key blocks. Here, we
use the following notation.

T ={1,---,N¢} | Serial number of chords in a target sequence
C ={1,---,N.} | Set of indices of candidate blocks
j € C' | Index of blocks
Cj | Set of chords in candidate block j
ei;j | ei; = 1 if chord ¢ € C; and otherwise e;; =0
d; (j €C)|d; =1if Cj is chosen in the partition and otherwise d; = 0

r; | Score (the likelihood and penalty) of candidate block C}
Table 2. Notation in the set partitioning model.

The objective of this set partitioning model is to maximize Z;V:H r;d;, which
means that we select the set of blocks that gives the highest score. The imposed
constraints are Zjvz"l ei;jx; = 1,9 € T,d; € {0,1},7 € C, which means that a
surface token must be included in one and only one block.

Since we used only the chords on the diatonic scales, there were many tokens
that were classified as ‘Others’ described in Table 1 when considering all the
candidate keys. We imposed penalty on ‘Others’ tokens. The penalty value was
empirically set to log(0.01).
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4 Experimental results

4.1 Evaluation for each number of hidden states

Perplexity For each number of states, we assumed that a parameterization
with a lower perplexity is better. With this criteria, we sorted the results by the
perplexity and selected the best one in all the results from 1000 initial values.
The best perplexity decreased as the number of states increased (Fig. 2). This
result is consistent with the previous work that used a popular music dataset

[12].
Major Minor
T s ..~ : ——————
7.0 —e— Best 7.04\ —e— Best
2nd-10th v-- 2nd-10th
6.5 | 65
2 60 | 6.0
x
@ 55 | 555
g
o 5.0 | 5.0
a
4.5 | 45
4.0 2 e er ey 4.0
2 4 6 8 10 12 2 4 6 8 10 12

Number of hidden states Number of hidden states

Fig. 2. Perplexities of 10-top parameterizations for each number of states.

Major Minor

0.12 iy 01217 Jransition
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0.02 0.02

o e s i 0.00
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0.00

Average squared distances of
O-top parameter:

Fig. 3. Average squared distances of 10-top parameters with K-means clustering.

Variance Next, we studied the variance of the optimal parameterizations. For
each number of states, we calculated the average squared distances of each of the
output and transition probabilities among the top 10 optimal parameterizations.
To eliminate the influence of the permutation ambiguity of the state labels, we
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adopted the K-means clustering method for calculating the squared distance
between two parameterizations of output/transition probabilities. More specifi-
cally, we used the Scikit-learn library [7] and fixed the centroids of the clusters
as the best optimal parameter values.

As shown in Fig. 3, the distances of the optimal parameterizations increase
along with the number of hidden states. This suggests that when the number
of hidden states is large there are many different optimal parameterizations and
it is difficult to uniquely find the best parameterization solely based on the
perplexity.

4.2 Selecting the number of hidden states

3 I N
2  -8500{— v

£ 4§ -9000

= 8 !

(o]

8§ -9500

£ ®-10000

-6

=

6 = -10500 e
E 5
5 -11000 + Minor
w

2 4 6 8 10 12
Number of hidden states

Fig. 4. Sum of the log likelihood of all pieces.

As explained in section 3.3, we obtained the the appropriate number of states
by simultaneously employing the chord function identification and modulation
detection. To reduce the computation time, we separated a piece into phrases
by using the fermata notation, and calculated the likelihood on each phrase.

The 6-state model scored the highest sum of likelihoods both for the major
keys and for minor keys (Fig. 4).

4.3 Chord function identification

Major key For the major key, the chords were classified into fine-grained func-
tions, up to 6 states, as shown in Fig. 5. When the number of states is 3, in
addition to the clear functions of Tonic {I} and Dominant {V, vii®}, there is a
This mixed function is separated into Tonic {iii, vi} and Sub-dominant {ii,IV}
when the number of states is 4. And then, the state of Dominant is separated
into {V} and {vii®} with 5 states. Finally, when the number of states is 6, most
chords are assigned to an almost unique state, except that {iii,vi} form one
state. Here, we see that {iii} is mainly assigned to Tonic, which recovers the
result of Tsushima et al. for popular music datasets [12].
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Fig. 5. Output probabilities of the best HMMs for the major key.

The fine-grained state-transition probability is also meaningful. As shown in
Fig. 6, we can find detailed functions. For example,

1. The state sy for V and state sg for vii® both tend to proceed to state s4 for
I, while state sg less often proceeds to sg for {iii, vi}.

2. Although both states s; and s5 have the function Sub-dominant, s; for ii
more often proceeds to Dominant chords (state sy and state sg) than state
sy for IV.

Minor key The results for the minor key were significantly different from those
for the major key, where states corresponding to Tonic and Dominant of the
relative major key were obtained when the number of states was larger than
4. With 6 hidden states, in addition to Tonic, Dominant and Sub-dominant,
the Tonic of the relative major and that of the Dominant of the relative major
were obtained. This result reflects the feature of the choral, whose melodies were
composed in the medieval ages in the church modes instead of modern tonalities,
prior to the harmonization by J. S. Bach, because the relative keys share the
common pitch classes like the church modes.

Rohrmeier et al. also pointed out that the groups of chords corresponding
to the relative major key were existing in the minor key clusters [8]. In addition
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Fig. 6. Output and transition probabilities of 6 hidden states.

to this finding, we found how the same chord could have different functions
by observing the value of state-transition probability. As shown in Fig. 6, ii°
appears in both hidden states s3 and s5. Here, state s5 is Sub-dominant since it
tends to proceed to state so which is clearly Dominant. On the other hand, ii°
in state s3 can be interpreted as the Dominant of the relative major key since it
mainly proceeds to state sg, which represents III corresponding to I of relative
major key.

4.4 Example of the modulation detection

Although we calculated the sum of the likelihood on separated phrases to reduce
the computation time as mentioned in section 4.2, we can detect the modulation
on the entire piece. Since pieces of classical music often have a number of mod-
ulations and their phrase boundaries are usually not explicitly indicated, this
fully dynamic modulation detection is practically useful.

For example, Fig. 7 shows the modulation detection for the piece BWV271.
The initial key of this piece is D major, while the key at the end is B minor with
a half cadence. This piece has key blocks in D major, Bminor, Eminor, and
A major. The proposed method captured the modulations for the most part.
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Fig. 7. Modulation detection for the piece BWV271. The ‘No.” denotes serial numbers,
‘Chord’ denotes chord names, ‘Key’ denotes keys and block numbers obtained by the
proposed method, and ‘State’ denotes HMM state labels.

5 Conclusion

We have employed the Hidden Markov Model (HMM) to identify the chord func-
tions, regarding the surface chord degrees as observed outputs. First, we have
looked for the best parameterization for each number of hidden states by per-
plexity, and then, we evaluated the best likelihood of partitioning by modulation.
We found that the most adequate number of hidden states was six, which is not
large, and thus we could give the fine-grained interpretations for chord functions;
e.g., the Dominant V and vii® had different tendency towards {iii, vi}, or the
subdominant IV and ii behaved differently toward the Dominant.

We have applied those chord functions to the partitioning by modulation.
The interval of modulation was determined dynamically without fixing the scope
beforehand, however, the resultant score of partitioning was also fed back to the
number of hidden states. Thus, this process is a tandem model, which is one of
the most important features of our work.

Another important feature is the characterization of music styles by parame-
ters. In our example, the set of parameters reflects the specific feature of Bach’s
chorales, where the basic melodies are of church modes while the harmonization
is in the Baroque style. In general, other sets of parameters may have a potential
to characterize different music styles such as post-romanticism.

Since our main objective was the key identification, we excluded those bor-
rowed chords and assigned an artificial penalty value to them. Thus, to investi-
gate the key recognition with extraneous chords is our immediate future work.
And also, the evaluation with human annotations is our another important future
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work, even though the human recognition of modulations could admit multiple
interpretations. In addition, although we have realized an efficient modulation
detection, our method included such errors to regard groups of chords as mod-
ulation. To solve this issue, we plan to introduce the notion of dependency in
chords, that is to assess the prolongation of the influence of preceding chords.
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Abstract. Playsound is an open-source web-based interface allowing
users to search for, edit and process Creative Commons (CC) sounds
from Freesound. In this paper, we present the results from a user study
conducted with 17 music production students who created short sound-
scape compositions only using CC-licensed audio retrieved with tools
including Playsound. The students completed an online survey which
included the System Usability Scale (SUS) and Creativity Support In-
dex (CSI) questionnaires and open-ended questions. Although Playsound
was found helpful to predict how various sounds would blend together
and sketch musical ideas, the results suggest that usability and specific
creativity factors (exploration and expressiveness) should be improved.
We discuss Playsound’s strengths and weaknesses and provide insights
for the design of tools to support soundscape composition using crowd-
sourced audio.

Keywords: Creative Commons - Soundscape composition - Freesound
- User evaluation, - Creativity support - Web Audio

1 Introduction

Soundscape compositions are musical compositions seeking to elicit listeners’
reflections on the interrelationships between sound, nature and human society
[15,21]. Tt is difficult to define soundscape composition unequivocally. The term
soundscape is ambiguous probably due to its re-appropriation in several domains
to denote as varied artefacts as field recordings, musical compositions, mobile
soundtrack, sound designed pieces for theatre, games, movies (etc.) [12]. Acous-
tic ecology is concerned with the study of soundscapes defined as the “acoustic
environment as perceived or experienced and/or understood by a person or peo-
ple, in context”. Soundscape compositions create the sensation of experiencing
a particular acoustic environment through the use of found sounds* which are

3 https://www.iso.org/obp/ui/#iso:std:is0:12913:-1:ed-1:v1:en
4 sounds of natural objects belonging to the environment rather than from crafted
musical instruments
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edited and processed by composers in the studio to convey specific artistic mean-
ing. Composers have developed different soundscape composition strategies and
styles over time [22,23], employing a range of aesthetic forms from figurative
connotations of the acoustical environment using transparent editing to more ab-
stract references involving advanced audio processing [13]. Audio recordings are
a cornerstone of the soundscape composition process during which, as advanced
by Westerkamp, “the artist seeks to discover the sonic/musical essence contained
within the recordings and thus within the place and time where it was recorded.
The artist works with the understanding that aesthetic values will emerge from
the recorded soundscape or from some of its elements” [23]. For example, Luc
Ferrari’s soundscape composition Presque rien, numéro 1 is centred around dis-
cernible field recordings of a fishing village during which rhythms emerge from
objects or animals such as boat engines and cicadas. With the granulation tech-
nique proposed by Truax, which consists in stretching a sound using variable-rate
time shifting, audio samples as short as 150ms can yield very rich abstract tex-
tures, as exemplified in his piece The Wing of Nike which used brief male and
female phonemes as source material [20].

With the advent of web technologies and social media, the twentieth century
has seen a burst in the sharing culture of digital media (blogs, photos, videos,
sounds, etc.). Audio platforms such as Freesound [1,10] have emerged whose
content is populated by a wide range of users, from amateurs to professionals,
with self-produced recordings (crowdsourced audio). Although this is a rather
recent phenomena in the history of music, millions of audio recordings can al-
ready be accessed openly through the web (outside of commercial streaming
music platforms), spanning a wide range of material from raw field recordings
to composed musical samples and sound designed audio effects, to name a few.
A large part of this content is shared under Creative Commons (CC) license®
which provides a legal framework enabling authors to choose reusability con-
ditions, alleviating issues around sealed copyrighted content. However, several
barriers remain to facilitate the reuse of CC audio content for media production:
(i) web-based CC audio platforms are disparate and there is a lack of unified
search mechanism for users; (ii) the metadata associated to CC audio content
suffers from issues of sparsity and noise due to the lack of editorial curation
(crowdsourced metadata), yielding a certain amount of incomplete or erroneous
bibliographic information and recording descriptions, (iii) there is a lack of tools
supporting sound designers or composers to access and integrate CC audio con-
tent into their productions. The recent Audio Commons initiative® has instanti-
ated an ecosystem attempting to solve some of these issues using semantic audio
and tools supporting creativity [24]. In this work, we investigate how crowd-
sourced CC audio content may benefit the task of soundscape composition. We
use Playsound, an open access browser-based tool [18] which enables users to
query and play sounds from Freesound. In the remainder, after discussing related

5 https://creativecommons.org/
5 https://audiocommons.org/
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works, we detail a user study conducted to assess how Playsound supported the
search and/or generation of sounds for soundscape composition.

2 Related work

Soundscape composition has been investigated in the musical metacreation field
concerned with the computational generation of music [8]. Generative music sys-
tems can be distinguished based on the degree of autonomy they provide to the
user /composer, from fully algorithmic systems where control over the outcome is
minimal and left to a few parameters to interactive composition systems provid-
ing more agency to composers. [19] developed an automatic sound recommen-
dation technique for soundscape composers given a seed textual description, by
using natural language processing and query expansion with Twitter. [8] devised
a real-time composition system in which agents interact in musically intelligent
ways according to psychoacoustic descriptors and criteria informed by human
soundscape composition strategies. Other works have proposed a data-driven
approach (so-called “datascaping”) by merging automatic sonifications of envi-
ronmental data with found sounds characteristic of the place and activities being
represented [14]. Soundscapes have also been the object of research in networked
music performance with studies and performances investigating how geograph-
ically displaced creators can collaborate to generate shared soundscapes over
Internet [2,5].

The present study focuses on soundscape compositions as linear and fixed
media devised in the studio by individual composers. We do not attempt to
automate certain processes of musical creativity or support remote musical in-
teractions, rather we investigate whether crowdsourced audio and tools to access
it can help composers producing soundscapes with standard digital audio work-
stations (DAWSs). We focus on a specific tool which we devised in previous work,
Playsound.space’ [16], a web interface providing a fast access to the Freesound
audio database [1,10] using Web Audio, a high-level JavaScript API for pro-
cessing and synthesizing audio in web applications®. Playsound has been used
for live music improvisation [17] and interactive composition [18], while we con-
sider it here in a non live scenario, to support the creative process of soundscape
composition. Other tools leveraging Freesound have been proposed such as the
Freesound Explorer, a visual interface providing a two-dimensional space for
content exploration and music making by linking content in the space [9].

3 Methods

3.1 Playsound

Playsound was initially designed as a music making tool enabling non musicians
and musicians to perform music using ubiquitous technologies (e.g. laptop with
Internet) and pre-existing content (crowdsourced audio) [16]. It serves two main
functionalities, to search for Creative Commons sounds pooled from Freesound,

" http://playsound.space
8 https://www.w3.org/TR/webaudio/
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Fig. 1. Playsound interface: it includes a search bar (top), a sound selection grid show-
ing spectrograms (middle), and sound players to create mixes (left).

and to produce new material by mixing sounds together. The user interface (UI)
of Playsound is shown in Fig. 1. Users can enter semantic queries (e.g. “sound-
scape”) using the text bar on the top. Queries can be translated in different
languages (English is predominantly used on Freesound). The sound results are
displayed in a grid fashion with a maximum of 40 sounds per page and users
can browse across pages using the arrows at the top. Each sound is represented
by its spectrogram (time-frequency representation) retrieved from Freesound, as
well as its filename. Sounds can be audited individually or conjunctly by press-
ing the play icons appearing at the top of the spectrograms. The panel to the
left of the interface provides a stack of audio players each having mixing and
processing controls, as shown in Fig. 2. These controls enable users to select for
each selected sound, a start and end point, to activate or deactivate looping, and
adjust the volume, playback speed and panning. Playsound currently provides
access to content under CCO (no rights reserved) and CC-BY licenses? which
let others distribute, remix, tweak, and build upon a work, even commercially,
as long as credits are given to the original creator. Sounds can be downloaded
by clicking on the top right corner icon in the audio player which redirect users
to the original sound page on Freesound (Freesound requires authentication to
download sounds'?). Playsound also enables to record the mix produced with
the tool. Authorship information for CC-BY sounds which require credits are
displayed at the bottom of the UI.

9 https://creativecommons.org/licenses/
10 https://freesound.org/home/register/
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In this study, we do not assess Playsound as a soundscape composition tool
but rather as a tool to support the soundscape composition process by providing
access to audio material that can be further arranged and processed in the DAW.
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Fig. 2. Playsound audio editing and processing features

Playsound relies on a client/server architecture. The client works on laptop
or desktop computers with most of the modern browsers compatible with Web
Audio'!. The Playsound server processes user queries and is in charge of the
authentication to Freesound. Communication with Freesound is made through a
RESTful (representational state transfer) API (application program interface).

Playsound has been released as an open source software!2.

3.2 Context and procedure

Fig. 3. Photos of soundscape training sessions at QMUL

11 Although Playsound can potentially work on mobile devices, it is, at the time of
writing, not optimised for this type of platform
12 https://github.com/arianestolfi/audioquery-server
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The study was conducted with students of the Sound Recording and Pro-
duction Techniques (SRPT) module from Queen Mary University of London
during the autumn of 2018. During the module, the students were first intro-
duced to the physics of sound, acoustic ecology, psychoacoustics and listening
through excercises. Amongst the pedagogical activities, the students partici-
pated in soundwalks [7] during which they were invited to describe the sounds
they perceived while blindfolded, while others took notes on their auditory ob-
servations (see Fig. 3). The students followed practical sessions on microphone
techniques in the studio and outdoor. They received training on Apple’s Logic
Pro X digital audio workstation and mixing techniques. After lectures on sound-
scapes and compositional strategies, students had three weeks to produce a short
soundscape on a specific theme. This soundscape composition task acted as a for-
mative assessment focusing on the practice of audio editing, processing and mix-
ing. To this end, students had to use prerecorded audio licensed under Creative
Commons. They were introduced to Playsound as well as other tools from the
Audio Commons Initiative including Jamendo’s Sound and Music Search Tool'3,
Le Sound’s AudioTexture plugin'4 and Waves Audio’s SampleSurfer plugin [24].
Documentation and tutorial videos were provided!'® and students could ask ques-
tions during the module’s help sessions. The soundscape themes were generated
in class following a process inspired by the structured brainstorming technique
bootlegging [11], which involved to randomly combine ideas to form unexpected
juxtapositions which became the basis of a concept. Students had to write down
on post-its one idea in each of four categories: character, place/environment, sit-
uation/action, and mood. Post-its were shuffled and students had to randomly
pick one up per category. After combining the ideas, a brainstorming session was
conducted to start forging creative narrative for the soundscape. Students could
then refine their concepts in their own time while working with the recordings.
Along with their compositions, students had to submit a report which described
their creative and technical decisions and discussed the technologies and content
used during production. After the submission, students were invited to take part
in the survey described in Section 3.3 which was non compulsory and anonymous.
A follow-up “soundscape walkthrough” session was organised during which stu-
dents presented and played their soundscapes.

3.3 Online survey

An online survey'® was designed to collect feedback from the participants after
the completion of the soundscape composition task. The survey included demo-
graphics questions and separate sections to assess each of the tool (we focus in
this paper on the results obtained for Playsound). Tools were assessed using a

13 https://audiocommons.jamendo.com/

1 https:/ /lesound.io/product /audiotexture/

15 Playsound demo video: https://tinyurl.com/playsounddemo

16 The survey was implemented using JISC’s online survey tool:
https://www.onlinesurveys.ac.uk/
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combination of well-established human-computer interaction (HCI) metrics and
questions specifically designed for the study. The HCI metrics comprised the Sys-
tem Usability Scale (SUS) [4] which consists of a set of ten 5-point Likert items,
and the Creativity Support Index (CSI) [6], which includes twelve 11-point Lik-
ert items. The SUS provides a quick assessment of the usability of a system on
a scale from 0 to 100. This framework has been used in over 500 studies'” which
yielded an average SUS of about 68, which can serve as overall benchmark. The
CSI assesses six orthogonal factors, each of them being assigned a score: ezplo-
ration (to what extent it is easy to explore ideas, options, designs or outcomes),
expressiveness (being able to be expressive and creative while doing the activ-
ity), enjoyment (the level of enjoyment or engagement of the activity; the CSI
authors decided to use ‘enjoyment’ and ‘engagement’ indistinctly because they
were not found to be orthogonal), immersion (the extent to which the tool is
transparent and the attention is focused on the activity more than on the system
or tool used), collaboration (whether the system allows to collaborate between
people), and results worth effort (the relation between the effort and the final
product outcome is worth the effort). The CSI questionnaire also includes pair-
wise comparisons assessing the relative importance of each of the six creativity
factors for the task (factor weights). The CSI survey metric is computed by tak-
ing into account both the factor scores and their importance and ranges between
0 and 100. The next part of the survey consisted in task-specific Likert items (L)
and open-ended questions (Q). Likert items assessed (L1) users’ interest in the
tools, (L2) integration in the workflow, (L3) support for CC license information,
(L4) relative use compared to other tools, (L5) ability to find targeted sounds
or discover unforeseen ones, (L6) usage of audio editing and (L7) processing,
and (L8) ability to create new relevant audio material. Open-ended questions
aimed at better understanding (Q1) why and how the tool was used, (Q2 and
Q3) what were the perceived advantages and disadvantages of the tools, (Q4)
which improvements they envisioned, (Q5) what types of sounds they used, and
for Playsound, (Q6) how the spectrogram helped them choosing sounds. Finally,
they could provide overall comments (Q7). Survey sections were randomised
across participants to avoid potential order effects. The survey lasted about 1h.

4 Results

4.1 Participants

The survey was completed by 17 participants (8 females, 9 males) from the
SRPT module described in Section 3.2. The average age was 25.5 years (SD
= 4.7). According to self-reports on music production expertise, the group was
composed of 10 novices, 5 intermediates, and 2 expert users.

4.2 Statistical analyses

Statistical analyses were conducted using a Type I error of 5%. The following
notations are used: M (mean), SD (standard deviation), N (number of partici-
pants), and S.E. (standard error around the mean). The task-specific Likert items

17 https://measuringu.com/sus/
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Fig. 4. Results for SUS items.

were subjected to Mann-Whitney-Wilcoxon (MWW) tests to assess the effects
of gender, age, and music production experience. Only one significant effect of
experience was found (p=0.048) for the statement “I have created new sounds
or new sequences using the functions of Playsound” to which novices agreed to a
larger extent (M=4.67, SD=2.55) than intermediate/experts (M=2, SD=2.88).
This suggests that as a tool to generate new material, Playsound appears more
suitable for non specialists, which is line with the initial design intention [16].

4.3 System Usability Scale and Creativity Support Index

Playsound obtained a mean SUS score of 62.5/100 (SD=26.7) which is slightly
below the average discussed in Section 3.3. Fig. 4 shows how the participants
rated Playsound on the SUS items. Participants slightly agreed that Playsound
was quick to learn and easy to use. They also tended to disagree that it needed
further technical support or extensive training. Participants tended not to find
the tool inconvenient and inconsistent, and also unnecessarily complex. However,
there was only a slight agreement about the confidence in using the system, and
also a slight disagreement in wanting to use Playsound frequently. No clear
opinion was forged on whether the functions were well integrated.

The CSI was computed using Python open-source tools'®. Playsound ob-
tained a mean CSI of 46.6 which indicates some shortfalls. The analysis of the
six CSI creative factors indicates that Exploration (M=4.12/5) and Expressive-
ness (M=3.88/5) were judged the most relevant factors for the soundscape com-
position task. The tool obtained highest scores for Results Worth the Effort
(M=5.29/10) and Exploration (M=4.85/10). The three highest overall weighted
factor scores were Exploration (M=19.3/50), Expressiveness (M=17.9/50), and
Results Worth the Effort (M=14.1/50). The other factors were ordered as follows:
Immersion (M=8.9/50), Enjoyment (M=8.4/50), and Collaboration (M=1.4/50).

'8 https://github.com/axambo/hci-python-utils
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Since the soundscape composition task was individual, the low score for Collab-
oration is legitimate and its influence on the CSI is limited by a low factor
weight.

4.4 Thematic Analysis

We conducted a thematic analysis [3] of the answers to the 8 open-ended ques-
tions described in Section 3.3 using an inductive approach. We first familiarised
with the data and then assigned semantic codes to each answers. Themes were
further searched, reviewed and finalised. The thematic analysis was performed
by two coders (the first and last authors) and results were integrated after re-
vising codes and themes. We present below a report for each of the 12 themes
organised by decreasing order according to code occurrences reported in brackets
(305 codes in total).

Spectrogram (27 codes). Spectrogram was the theme which obtained the
largest number of codes. The large majority of participants found the spectro-
gram visualisations provided by Playsound very valuable: it helped them predict
how the audio content would sound during selection (11 codes), providing infor-
mation about the rhythm, dynamics, texture, strength, stability, the frequencies
and pitch register. The spectrogram helped to identify, compare sounds and find
similar match. It also helped them visualise and predict the amount of noise
(3 codes), perform editing (2 codes) by finding the start and end points or
sections, and increased efficiency (1 code). For a small amount of participants
(4 codes), spectrograms were found not useful or provded too much informa-
tion. Experimentation and Sketching (24 codes). A large number of par-
ticipants reported finding Playsound useful for experimentation and sketching.
The tool was commended for its ability to easily and quickly combine sounds (14
codes) and evaluate them for “drafting ideas before heading into the DAW”. This
was supported by the possibility of auditioning (6 codes) multiple samples and
making comparisons supported by the spectrogram visualisations. The record-
ing function (4 codes) was found “convenient” to capture a mix or individual
sounds. Participants also liked to be able to download (3 codes) individual sam-
ples or the mix “in one go”. Improvements (23 codes). Many suggestions for
improvements were made. Some concerned the design of the user interface (8
codes), for example to avoid the duplication of audio players for the same sound
(however this enables to apply different edits/processing to the same sound), to
provide visual feedback when sounds are buffering or being processed, and to
improve the clarity of the metadata. Several participants expressed interest for
a complementary environment (5 codes) allowing them to “to develop an idea
further when sounds have been decided, but with a similar approach (simple,
quick, halfway between current playsound and the DAW)”, such as an arrange-
ment window. Some participants were keen to have more audio effects (4 codes)
such as EQ, compressors and delays, and to import their own tracks or export
a mix as multitrack (2 codes). A participant suggested an offline version work-
ing with pre-loaded samples. Search (18 codes). Both limitations (10 codes)
and advantages (8 codes) were reported for the sound search functionality of
Playsound. Several participants surprisingly commented on the limited number
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of sounds available and wished to access more sounds. This may be partly at-
tributed to the lack of search filters making it complex to find relevant sounds as
it requires to “trawl through search results” (e.g. short sounds are presented first
and longer sounds are often on other pages). Adding search filters (e.g. “popular-
ity/relevance/duration”) was deemed important for the soundscape composition
task. Several other participants liked the richness of the available content (which
could not be found in other tools), the simple and quick search process, and the
relevance of the results. Disinterest (12 codes). Several participants expressed
a disinterest in the tool for the task in comparison to the other tools. This
was explained by usability issues (see UI theme) and/or a preference for other
tools. Intuitiveness (10 codes). In contrast to the previous theme, several par-
ticipants found the tool to be “easy”, “simple”, “straightforward”, “intuitive”,
“effective”, and “fun” (e.g. D24 “it was a useful way of visualising freesound
search results which was more intuitive and fun than usual”). User interface
(9 codes). The design of the UI received a number of negative comments, with
participants suggesting to improve its appearance, usability, and clarity. One
participant thought that the design was too much focused on the spectrogram
component and not enough on the mixing aspects (D19: “I think it could do with
better design for the layering/combination/basic effects - there is a weirdly large
amount of focus on the spectrogram browser component, as opposed to the sound
listing/playback.”). In the same vein, another participant found that the au-
dio processing functions were not obvious. Bugs (9 codes). Several participants
experienced issues with certain browsers (e.g. Safari) or specific functionalities
which afffected usability and creativtiy support. Loading longer samples caused
some bugs and removing a sound before it finished caused the sample to run
indefinitely in the background. Audio editing (7 codes). Two trends appeared
when gauging the audio editing capabilities of the tool, one group who liked its
simplicity and another who found that it was too basic or difficult to use. CC
license (7 codes). Some participants found that the CC attribution informa-
tion was clearly reported but several mentioned that it was difficult to find, or
that there was a lack of CC license information. Suggestions for improvements
included to export referential information into files. Openness (3 codes). The
openness of the tool was commended by some participants (D19: “Playsound
acts like a referencing tool, tracking a collection of samples and making it pain-
less to share this list via a basic URL between devices. Without access to a Logic
license, being web accessible is very useful for quickly evaluating multiple sam-
ples alongside one another (early prototyping).”). Latency (2 codes). A small
number of comments reported that occasionnally the tool was slow at loading
the desired sounds.

5 Discussion

The quantitative and qualitative analyses indicate a polarisation of the partic-
ipants, those who engaged positively with Playsound and commended its intu-
itiveness and ability to quickly audition multiple sounds and sketch ideas, and
others who disliked the UI or found the tool too limited compared to other tools
for soundsape composition. Two main reasons can be stipulated to explain cur-
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rent drawbacks to support soundscape composition: (i) given that participants
produced their compositions in the DAW, preference leaned towards tools pro-
viding access to CC content from within the DAW, such as the AudioTexture and
SampleSurfer plugins, (ii) given the importance of search filters and metadata
to select relevant recordings with good audio quality for soundscape composi-
tion, participants tended to prefer tools providing a richer amount of information
about the sounds (Sound and Music Search Tool). The apparent limitation in
number of sounds available expressed by some participants may have been a
side effect of Ul design issues regarding search and the way to browse the re-
sults (icons to browse pages at the top of the UI are mixed with those related
to search and recording). Compared to the other tools, one of the strengths of
Playsound was its spectrogram representation which was found very useful by a
wide majority to predict certain acoustical qualities.

It is interesting to note that in a task of collaborative free music improvisa-
tion [16], Playsound obtained both a high SUS score (M=82.5/100, SD=8.94)
and CSI (M=71.7, SD=15.6). For collaborative free music improvisation, Ex-
pressiveness and Exploration were also the two factors judged most important
by participants, followed by Immersion and Collaboration. The quick respon-
siveness of Playsound and simple audio players suits well live music application
using non metric structures. The strengths of Playsound for liveness and simple
editing and processing functionalities may become weaknesses in the crafting of
soundscape compositions spread over several weeks; some participants wished
to be able to develop ideas further, and for this, the models adopted by DAWSs
are probably more appropriate. Functions to edit the sound content and vary
the playback speed have been introduced, reducing also browser compatibility.
However, such audio manipulations do not seem sufficient for the soundscape
composition practitioner, as illustrated by the fact that some participants would
have liked to be able to organise the sounds in an arrangement window and
synchronize them more precisely. Apart from the implementation of an interac-
tive timeline, which would require a completely new design, a possible solution
could be to add more controls to position loops in time. In order to overcome
some of the technical limitations related to playback which could undermine
the responsiveness of the interface. We foresee that the integration of modular
components, such as adaptive buffering and loading status icons, would improve
usability and confidence in using the tool. Interestingly, several participants have
found a value in using the Playsound interface to reference authors and easily
share Creative Commons content, thanks to its capability of specifying sounds
directly within URLs.

6 Conclusions

This study investigated how Playsound - a web interface initially created for
live improvisation reusing CC audio content - can support content search and
ideation in soundscape composition. Survey participants generally found the tool
simple and relevant for auditioning sounds (e.g. to predict how various sounds
would blend together through mixing and spectrogram visualisations), but lim-
itations occurred for example due to the impossibility to arrange content in a
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highly organized way as in a DAW. Participant feedback helped to identify some
directions of development to improve the usability and better support creativity
both in performative and studio practice, for the quick sketching and sharing of
musical ideas. If the exploration creativity factor was favourably supported on
overall, probably due to the richness of CC content, more work is needed to im-
prove the expressiveness of the tool, a factor deemed important for soundscape
composition involving the manipulation of prerecorded audio material.
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Generating Walking Bass Lines with HMM
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Abstract. In this paper, we propose a method of generating walking
bass lines for jazz with a hidden Markov model (HMM). Although au-
tomatic harmonization has been widely and actively studied, automatic
generation of walking bass lines has not. With our model, which includes
hidden states that represent combinations of pitch classes and metric po-
sitions, different distributions of bass notes selected at different metric
positions can be learned. The results of objective and subjective evalua-
tions suggest that the model can learn such different tendencies of bass
notes at different metric positions and generates musically flowing bass
lines that contain passing notes.

Keywords: Jazz bass, automatic generation, hidden Markov model

1 Introduction

Creating walking bass lines is a fundamental skill required for jazz bassists,
because bass lines in general are not explicitly described in musical scores that
jazz musicians use. Since each score that they use, called a lead sheet, includes
only a dominant melody and chord progression, they have to create a musically
appropriate bass line from that melody as well as the chord progression to play
jazz bass. However, that process is challenging for novice bassists, because it
requires constructing bass lines that satisfy both simultaneity (i.e., harmonic
congruency between the bass line and chord backing) and sequentiality (i.e.,
smooth succession of notes within the bass line).

Although many systems for harmonization—that is, for outputting chord
progressions or four-part harmonies—have been developed [1-6], few have at-
tempted to generate walking bass lines. Dias et al. [7] developed a walking bass
line generator following the contour-based approach, in which the user can spec-
ify whether the pitch of the bass line ascends or descends according to two pa-
rameters: direction and openness. Whereas direction specifies whether the first
bass note in the next chord is higher or lower than that in the current chord,
openness specifies how directly the bass line progresses from the first bass note in
the current chord to that in the next chord. In particular, low openness indicates
a direct path—for example, C-D-E-E-F—whereas high openness indicates an

* This project was supported by JSPS Kakenhi (JP16K16180, JP16H01744,
JP17H00749, and JP19K12288) and the Kawai Foundation for Sound Technology
and Music.
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indirect path—for example, C-E-G-G"-F. When choosing passing notes, the
system applies the idea that stronger beats tend to have chord tones and that
the last beat of each bar can have a chromatic approximation to the first note
in the next bar.

In other studies, Kunimatsu et al. [8] developed a system that automatically
composes pieces of blues music consisting of a melody, a chord progression,
and a bass line using genetic programming. To generate a bass line, bass line
candidates are evaluated in a fitness function based on integrity with the chord
progression and music entropy. Ramalho et al. [9] developed a jazz bass player
agent that memorizes existing bass-line fragments and reuses them by means of
case-based reasoning to generate bass lines. Meanwhile, Piedra [10] developed
a bass line generating agent by using a probabilistic model to extract musical
knowledge from a collection of MIDI-based bass line loops, although he focused
on electronic dance music, and thus did not consider walking bass lines for jazz.
Indeed, no researchers have previously attempted to generate walking bass lines
for jazz from a data-driven probabilistic model.

In this paper, we propose a method of generating walking bass lines using a
hidden Markov model (HMM). HMMs allow estimating the most likely sequence
of hidden states from a sequence of observed symbols and are commonly used
in harmonization—that is, creating a chord progression for a given melody—in
which a chord progression is a sequence of hidden states, whereas a melody is a
sequence of observed symbols (e.g., [3]). HMMs are widely considered to be good
models for learning relations between a chord progressions and a melody to be
performed under the chord progression. Therefore, despite the lack of previous
attempts to do so, we expected our HMM to be effective in generating a walking
bass line for a given chord progression.

2 Method

2.1 Problem statement

Our aim was to generate a bass line for a given chord progression. Ideally, a
melody should also be considered, because the most musically appropriate bass
line depends on the melody even if the chord progression is the same. However, we
did not consider melodies in our work given the lack of any database of walking
bass lines involving dominant melodies. For simplicity’s sake, we assumed chord
progressions to have only one chord for each bar, and bass lines are assumed
to have quarter notes only. The chord candidates were 12 major and 12 minor
chords—that is, the elements in the set C = {C,C* ... B} x {maj, min}. We
also assumed the measure and key to be 4/4 and C major, respectively. In sum,
the input was an m-bar chord progression C' = (cg, -+, ¢m—1) (¢; € C), while the
output was a bass line consisting of four quarter notes for each of m bars, for a
total of 4m quarter notes, denoted by B = (bg, - -+, bam—1), in which each b; is a
MIDI note number.
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2.2 Formulation with HMM

An HMM is a model in which an observed symbol is probabilistically emit-
ted from a hidden state. In our case, we regarded given chords to be observed
symbols and bass notes to be hidden states. Given a chord progression C' =
(co, -+, Cm—1), the observation X = (zo, -, Z4m—1) is defined so that z; = c[; 4],
in which [ | is the floor function. Given C' = (C, Am,Dm,G), for example,
X =(C,C,C,C,Am, Am, Am, Am, Dm, Dm, Dm, Dm, G, G, G, G).

We designed a set of hidden states S in three ways:

Method 1 The simplest, octave-ignored method
S was a set of pitch classes such that S = (0,1,2,---,11), where 0,1,2,---, 11
correspond to C, Ct, D, ---, B, respectively.

Method 2 The simple, but non-octave-ignored method
In Method 2, § was a set of pitches in a specific pitch range such that S =
(28,29, 30,---,60), in which each integer represents a MIDI note number.
This pitch range was determined so that it covered the pitches used in typical

bass lines.
Method 3 The octave-ignored but metrical-position-considered method
S =(0,1,2,---,47) was a combination of pitch classes and metric positions.

Specifically, each element s in S was calculated by s = n + 12g where n €
{0,1,2,---,11} is a pitch class and ¢q € {0,1,2,3} is a metric position. With
that model, distribution of emission probability can be learned separately
for each metric position. Because bass note selection obviously depends on
its metric position—for example, the root note frequently occurs at the first
beat in a bar but seldom at the last beat—we expected Method 3 to be
superior to the others.

We did not consider the fourth possiblity, i.e., the non-octave-ignored metrical-
position-considered method, because our dataset was too limited to learn such
a large model.

Let H = (hg,- -, ham—1) be a sequence of hidden states for a given obser-
vation X = (zg, -, Z4m—1). The following probabilities were learned from the
dataset:

— the initial probabilities {P(ho=s) | s € S},
— the emission probabilities {P(x;=c|h;=s) | c € C,s € S}, and
— the transition probabilities {P(h;41=5"|h; = s) | 5,8’ € S}.

2.3 Algorithm for determining pitches

Given the chord progression C' = (cg, -, ¢m—1), we estimated the most likely
sequence of hidden states H = (hg, - -, ham—1) based on the HMM.

Because Methods 1 and 3 determined not pitches but pitch classes, we had to
determine the octave for each bass note in order to determine the pitch. Let o; be
the octave—specifically, the MIDI note number of the octave’s C—for the bass
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note b;. For Method 1, b; = 0; + h;, whereas for Method 3, b; = 0; + mod(h;, 12),
in which mod is the modulo operation.

For the initial note, the lowest pitch within the specified pitch range (28 to
60) is selected, that is,

[ 24 (mod(hy,12) > 4
1= 936 (mod(hy,12) < 3)

The octave of each other notes is determined so that the note is smoothly
connected from the previous note, that is,

max(0;—1 + 12,24) (mod(h;, 12) — mod(h;_1,12) < —5)
0; = ¢ min(o;_1 —12,48) (mod(h;,12) — mod(h;_1,12) > 5)
0i—1 (otherwise)

For Method 2, b; = h; for every 1.

3 Experiments

3.1 Dataset

We used data collected from “Jazz Bass Learning: 104 Examples Collections 1—
3”7 [11-13] and the website Projazz Lab [14]. Of the bass lines collected and the
transcriptions of chord progressions, ones with multiple chords in any bar were
excluded as well as ones with bass notes beyond the specified bass pitch range
(i.e., 28 to 60). We transposed all remaining bass lines to C major and divided
them into four bars each. If a bass line contained non-quarter notes (e.g., a dotted
quarter note plus an eighth note), we manually simplified it to a sequence of
quarter notes. The total number of the four-bar bass lines collected was 206, 103
of which we used as training data, whereas we used the other 103 as test data.

3.2 Examples

The bass lines generated by Methods 1-3 for three chord progressions appear in
Figs. 1-3, which show the following:

Fig. 1 In the bass lines generated with Methods 1 and 2, repetitions of the
same notes appear in the second half. By contrast, the bass line generated
by Method 3 is smooth overall, although a non-chord note appears in the
first bar.

Fig. 2 The bass lines generated by Methods 1 and 2 are highly monotonous
because the same notes appear repeatedly, whereas the one generated by
Method 3 has many passing notes, which makes it smooth and melodious.

Fig. 3 Similarly to the other two examples, the bass lines generated by Methods
1 and 2 repeat the same notes, whereas the one generated by Method 3 has
many passing notes that make it smoother.
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3.3 Objective evaluation

We evaluated the bass lines generated with the 103 test data from two points of
view. One evaluation involved note-wise comparison, in which we computed the
rate of concordance with the ground truth (C1). If this rate is higher, the result
can be considered better. The other evaluation is a statistics-based comparison,
in which statistics such as C2-C9 were computed from the bass lines generated
and the ground truth. If those statistics are closer to the ones computed from
the ground truth, the result can be considered better.

C1 Rate of concordance with the ground truth

C2 Rate of the root note of the chord at each bar

C3 Rate of the root note of the chord at the first beat of each bar
C4 Rate of the chord note at the first beat of each bar
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Table 1. Results of the objective evaluation. (The bolded values are the best results,
that is, the highest for C1 and the closest to the ground truth for C2 to C9).

Method 1|Method 2|Method 3|Ground truth
C1| 38.47% | 35.32% | 41.75% —

C2| 54.79% | 56.55% | 32.89% 51.33%
C3| 53.88% | 52.91% | 76.46% 90.29%
C4| 85.68% | 81.07% | 96.36% 98.05%
C5| 11.10% | 17.05% | 24.33% 25.36%
C6| 51.13% | 49.19% | 17.67% 41.88%
C7| 31.59% | 28.67% | 53.07% 66.21%
C8| 17.28% | 22.14% | 29.26% 43.04%
C9| 4.20 5.40 7.78 8.68

C5 Rate of dissonant notes (notes with intervals of the minor 2nd from any
chord notes)

C6 Rate of flat motions (here meaning a motion from a pitch to the same pitch)

C7 Rate of conjunct motions (motions with intervals of minor or major 2nd)

C8 Rate of distinct motions (motions with intervals of more than major 2nd)

C9 Number of pitch classes appearing in the bass line

The results listed in Table 1 can be summarized as follows:

C1 Method 3 showed the highest rates of concordance with the ground truth.

C2, C9 Method 3 generated bass lines containing various pitch classes (7.78)
whereas Methods 1 and 2 generated bass lines in which the numbers of pitch
classes were 4.2 and 5.4 on average, respectively. In addition, bass lines gen-
erated by Methods 1 and 2 contained many root notes (54.79% and 56.55%,
respectively), as shown from C2. Of those results, bass lines generated by
Methods 1 and 2 were more monotonous than those generated by Method 3.

C2, C3 Method 3 generated bass lines in which the first note at each bar was
mostly the root note. In Methods 1 and 2, C3’s values were exceptionally
close to C2’s values, because the distribution of the emission probabilities
was common among all metric positions. By contrast, in Method 3, C3’s
value was high (76.46%) even though C2’s value was low (32.89%), because
that method prescribed separate distributions of emitted bass notes for each
metric position.

C5 Method 3 generated bass lines with the highest rate of dissonant notes;
however, that outcome was not problematic because the ground truth also
had a similar rate of dissonant notes.

C6, C7, C8 Methods 1 and 2 generated bass lines with high rates of flat mo-
tions. By contrast, Method 3 generated bass lines with 53.07% of conjunct
motions. This is a successful result since the high rate of distinct motions is
a characteristic feature of walking basslines.

To summarize, Method 3 generated the most melodious bass lines, with a tradeoff
of melodiousness and low dissonance. Method 1 mostly generated consonant bass
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Table 2. Subjective evaluation results

Method 1|Method 2|Method 3|Ground truth
S1 1.40 1.88 0.60 0.98
S2 (a)| 3.52 3.00 3.70 3.96
S2 (b)| 3.40 2.96 3.80 3.96
S2 (c) 3.54 3.16 3.82 4.10

lines, but half notes in the generated bass lines were root notes and had many
flat motions. In contrast, the basslines generated by Method 3 included many
non-root notes and moderate conjunct motions.

3.4 Subjective evaluation

We asked an expert bassist with 25 years of experience in playing jazz bass to
evaluate the bass lines generated by the three methods. We selected 50 chord
progressions at random from the ones used in the objective evaluation and pre-
pared four bass lines (i.e., Methods 1-3 and the ground truth) for each chord
progression. We gave the bassist the scores and MP3 data of the prepared bass
lines and asked him to evaluate them in the following ways:

S1 Marking musically inapporopriate notes in the scores—the fewer, the better.
S2 Rating the bass lines from the following criteria on a scale of 1 to 5, in which
higher ratings indicated better bass lines:
(a) Overall quality
(b) Overall smoothness
(¢) Congruency with the chord progression

The results of the expert’s evaluation appear in Table 2 and can be summarized
as follows:

S1 The number of musically inappropriate notes was minimal for Method 3
among the three methods and ground truth, for two possible reasons. One
is that some bass lines of the ground truth consisted primarily of root notes
to allow novice players to play. The other is that some bass lines may have
been made too simple by the simplification mentioned in Section 3.1.

S2 For all of (a) to (c¢), Method 3 obtained scores between 3.7 and 3.9 and was
superior to the other methods, even though it was slightly worse than the
ground truth.

4 Conclusion

In this paper, we have proposed a method of generating walking bass lines for jazz
using an HMM. By designing hidden states consisting of combinations of pitch
classes and metric positions, the model successfully learned different tendencies
of bass notes at different metric positions. As a result, the bass lines generated
contained passing notes and were thus musically flowing.
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Our study involved several limitations. For one, we considered four-bar bass
lines only. For longer musical pieces, a bass line should vary along the progress of
the music. In the first verse and another verse later, for example, the bassist may
play different bass lines even if the melody and chord progression remains the
same. In response, we need to consider the relationship of bass lines and musical
context in order to generate appropriate bass lines for long pieces. Moreover,
advanced bassists often add ornamentation to bass lines, which we also did not
consider in our study. Also, it could be more useful to adapt generated bass lines
to the user’s performing skill.
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Abstract. Different programming systems for computer music are based
upon seemingly similar, but profoundly different, programming paradigms.
In this paper, we shall discuss some of them, with particular reference
to computer-aided composition systems and Max. We shall subsequently
show how the bach library can support different programming styles
within Max, improving the expression, the readability and the main-
tainance of complex algorithms. In particular, the forthcoming version
of bach introduces bell, a small textual programming language embedded
in Max and specifically designed to facilite programming tasks related
to manipulation of symbolic musical material.
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1 Introduction

In spite of the way it is advertised, its own Turing-completeness and the sheer
amount and complexity of things that have been done with it, programming in
Max is difficult. Whereas setting up simple interactive processes with rich graph-
ical interfaces may be immediate, it has been long observed that implementing
nontrivial algorithms is far from straightforward, and the resulting programs are
often very difficult to analyse, maintain and debug.

Several other popular programming languages and environments for com-
puter music, such as OpenMusic [1], PWGL [10] and Faust [11], share with Max a
superficially similar, but profoundly different, dataflow programming paradigm,
which makes them better suited for ‘real’ programming and less for setting up
highly interactive and responsive systems. This is reflected in the types of artis-
tic practices these systems are typically used for, and mirrors the oft-discussed
rift between composition- and performance-oriented tools in computer music.

We are convinced that this rift is by no means necessary or natural, and, on
the contrary, has proven problematic with respect to a wide array of practices
lying somehow between the two categories, such as extemporaneous, ‘intuition-
istic’ approaches to composition (including, but not limited to, improvisation),
sound-based and multimedia installations, live coding and more.

In this paper, we shall investigate this divide and its reasons from the point
of view of computational models, and consider how it can be bridged, or at least
narrowed, through the use of the bach package for Max [3].
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2 Dataflow computational models

The concept of data flow is an old one, dating back at least to [5], which first
introduced the idea of independent computational modules communicating by
sending data (discrete items) among directed links. Over the years, many kinds
of dataflow computation models have been developed. In this section, we shall
review some of them and how they apply to different languages and software
systems for computer music.

2.1 The pipelined and functional dataflow and the Kahn principle.

Several computer music languages and systems (such as Reaktor, OpenMusic
and Faust, but also Reaper, Live, ProTools and various software synthesisers)
are based upon the pipelined dataflow model. This means that programs written
in those systems have the following features, strictly linked to one another:

— Programs are represented as directed graphs; each node of the graph imple-
ments an abstract process consuming data on its input links and producing
data on its output links; the links are the only interactions between the
processes; the sequence of data traversing a link is called a stream.

— Processes have referential transparency: we can always replace every variable
and function by its definition, and a function called twice on the same data
will always return the same result.

— The resulting programming style is declarative: programmers only specify
the properties of the objects they want to build, rather than the way to
build them.

— Programs are mathematical objects, and can be treated as such. It has been
proven by Gilles Kahn [9] that a pipelined dataflow program is equivalent to
a set of equations, taking the form of a fixed point equation. What is known
now as the Kahn Principle states that the stream associated to each edge
of the dataflow graph is the solution of the previous set of equations. As a
consequence, algebraic reasoning on the operational properties of programs
is possible and useful.

— Just like in the process of solving an equation, there is no notion of temporal
sequencing of actions, but rather of algebraic relations between parts of the
equation. Therefore, the program graph is acyclic (as feedback loops are only
meaningful if they establish a temporal delay), and an input link can only
accept one single incoming graph edge.

All this being considered, whether to write a functional dataflow program as
a graphical patch or as a set of equations specified textually is a matter of taste.
Faust is an example of a textual, functional dataflow programming language in
which a program is a set of equations.

Although programs are not explicitly expressed as equations, OpenMusic
and PWGL are essentially based upon the same assumptions as Faust.* How-

4 Tt should be remarked that the computational model of OpenMusic and PWGL is
not as pure as described here, since it includes imperative traits like storing and
retrieving mutable states through variables.
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ever, evaluation in Faust is driven by the availability of the data, that is, it
happens whenever data enter the nodes. On the contrary, the evaluation process
of OpenMusic and PWGL is demand-driven, that is, the user requests a result
to the bottom node of the graph, which in turns requests values to the nodes
connected to its input links, and so on.

2.2 Asynchronous, non-functional pipelined dataflow: Max

Max implements two different dataflow systems, respectively devoted to audio
signals and control messages.” The former is a relatively simple case of syn-
chronous pipelined dataflow, whose functional nature is somewhat less explicit
than that of Faust but not too different from it: in fact, the functional dataflow
view fits very well with the audio graph representation of signal processing. Our
discussion will only focus on the latter and its significantly different paradigm.
In what follows, we shall assume in the reader a basic, practical knowledge of
Max, and only review some fundamental concepts when needed.

A Max patch can be seen as a set of nodes working asynchronously with
respect to each other: if, when and how each module ‘fires’ depends on the data
processed, and, generally speaking, only one message can traverse the patch at
any given time. This means that nodes with more than one input link must have
mechanisms for storing data for later use. This is accomplished through the so-
called ‘hot’ and ‘cold’ inlets (that is, input links in the Max jargon): when a hot
inlet receives a message, it performs its computation and delivers the result; but
when a message is received in a cold one, it gets stored for later use and nothing
else happens. Most Max objects have at least one hot inlet, and many have one
or more cold inlets.

This structure, which actually involves many other details and is not without
exceptions, has some profound consequences:

— Objects have mutable states, which may change over time in response to
a single evaluation request (see, e.g., the ‘cold’ inlet of any arithmetical
operator).

— Objects have no referential transparency. The order of messages on a link is
not enough to determine the global behavior of a patch: the precise times-
tamp of these messages is semantically meaningful. Altering the order in
which data are sent from a node to others in response to a single piece of
incoming data (that is, to a single computation request) may change the
performed computation.

— Multiple links (‘cords’ in the Max jargon) can be connected to a single inlet:
as data are always transmitted sequentially, this means that the inlet will
receive data from its incoming cords one after another, and act consequently.

5 Most of the general principles described here also apply to Max’s sibling system, Pd,
which we shall not discuss as the bach library is currently not available for it.
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2.3 Pros and cons of different computational models

Max’s computational model is motivated by the fact that, unlike the other sys-
tems described above, it was not conceived as a programming language but, in
its own creator’s words [12], as a musical instrument. With respect to this end,
Max has the merit of being extremely economical in terms of its basic principles
and quite adaptable to very different use cases.

On the other hand, as hinted at above, representing nontrivial algorithms
in Max is often more complicated than with other systems. Two of the au-
thors became painfully aware of this complicatedness while working at the cage
package [2], which implements a comprehensive set of typical computer-aided
composition operations. cage is entirely composed of abstractions, and during
its development the shortcomings of Max programming became so evident that
the seeds for the work presented in this article were planted.

The reasons for this difficulty are multiple, and include the following:

— The greater freedom Max grants in building the program graph easily leads
to far more intricate patches than functional dataflow models, with spaghetti
connections that can grow very hard to analyse.

— Typical Max patches often have their state distributed through many objects
whose main, individual purpose is not data storage.

— Max lacks, or implements in quite idiosyncratic ways, some concepts that
are ubiquitous in modern programming languages, such as complex, hierar-
chical data structures, data encapsulation, functions and parametrization of
a process through other processes.

On the other hand, Max allows to incorporate, on top of its basic paradigm,
traits reminiscent of various programming styles, such as imperative, object-
oriented and functional. Moreover, it includes various objects enclosing entire
language interpreters, thus allowing textual code in various languages to be
embedded in a patch.

These features may prove useful when nontrivial processes have to be imple-
mented, as is the case when working in contexts like algorithmic and computer-
aided composition. Whereas Max was not conceived with these specific applica-
tions in mind, it quickly became clear that it could be a valuable environment
for them, and several projects have been developed in this sense [14,13,7]. We
shall focus on one of them, the bach package, which has been conceived and
maintained by two of the authors.

2.4 The bach package

The bach package® for Max is a freely available library of more than 200 modules
aimed at augmenting Max with advanced capabilities of symbolic musical repre-
sentation. At its forefront are two objects called bach.roll and bach.score,
capable of displaying, editing and playing back musical scores composed of

5 www. bachproject.net
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both traditional notation and arbitrary time-based data, such as parameters for
sound synthesis and processing, textual or graphical performance instructions,
file paths and more.”

One of the main focuses of bach is algorithmic generation and manipula-
tion of such scores. To this end, bach implements in Max a tree data structure
called Il (an acronym for Lisp-like linked list), meant to represent arbitrary
data including whole augmented scores. bach objects and abstractions exchange
lllls with each other, rather than regular Max messages, and their majority is
devoted to performing typical list operations such as reversal, rotation, search,
transposition, sorting and so on.

Generally speaking, bach objects abide by the overall design principles and
conventions of Max, but it should be remarked that, whereas standard Max
objects can control the flow of lllls in a patcher just like they do with regular Max
messages, they cannot access their contents unless [llls are explicitly converted
into a Max-readable format, which on the other hand has other limitations (for
a detailed explanation, see [3]). Thus, bach contains a large number of objects
that somehow extend to [llls the functionalities of standard Max objects. For
example, whereas the zl.rev object reverses a plain Max list, the bach.rev
object reverses an [lll by taking into account all the branches of the tree, each
of which can be reversed as well or not according to specific settings. Whereas
it is possible to convert an [lll into Max format and reverse it with z1.rev, in
general the result will not be semantically and syntactically correct.

Since its beginnings, bach has been strongly influenced by and related to
a number of other existing projects: for an overview of at least some of them,
see [3]. The synthesis of different approaches that lies at the very basis of the
conception itself of bach has been validated by a large community of users, who
have developed many artistic and research projects in several domains®, as well
as the fact that it provides the foundation for the cage and dada® libraries [8].

In the following sections, we shall review a few programming styles and ap-
proaches and see how bach can be helpful with adopting them in Max: namely,
we shall show how some fundamentally imperative, functional and objected-
oriented traits of Max can be leveraged through the use of specific bach objects
and design patterns; moreover, we shall discuss a recent addition to bach, that
is, a multi-paradigm programming language called bell and meant to facilitate
the expression of complex algorithms for manipulating Ilils.

" bach.roll and bach.score differ in that the former represents time proportionally,
whereas the latter implements a traditional representation of time, with tempi, metri,
measures and relative temporal units such as quarter notes, tuplets and so on.

8 The website of bach showcases some interesting works that have been developed with
the library, mostly by people independent of its developers.

9 The dada library contains interactive two-dimensional interfaces for real-time sym-
bolic generation and dataset exploration, embracing a graphic, ludic, explorative
approach to music composition.
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3 Different programming styles and approaches in Max

3.1 Imperative approach

It has been observed that Max is essentially an imperative system in disguise [6]:
as stated before, any nontrivial program in Max requires to take care of states
and the order of operations, and analysing even a moderately complex patch can
only be done by following the flow of data and the evolution of states over time.

It is possible to make this imperative style more explicit by adopting some
good practices, such as widely using specific objects, such as trigger and
bangbang, that can help with keeping the evaluation order under control. More-
over, Max contains two objects whose only purpose is holding data associated
with a name: value and pv (for ‘private value’), whose role can be seen as corre-
sponding to that of variables in traditional imperative programming languages.
Each instance of those objects has a name, and every time it receives a piece
of information it retains and shares it with all the other objects with the same
name. It is subsequently possible retrieve the stored data from any of them.
The value and pv modules differ in their scope: the former’s is global, that is,
data are shared through all the open patches in the Max session, whereas the
latter’s is local, in that data are only shared within the same patcher or its
subpatchers. By combining value and pv with the aforementioned sequencing
objects, it is possible to use Max in a much more readable, essentially imperative
programming style.

bach implements its own variants of these objects, respectively named
bach.value and bach.pv. Besides dealing correctly with [llls, they can open
a text editing window if double-clicked, allowing to view and modify the data
they hold. Moreover, bach contains an object called bach.shelf, which acts as
a container of an arbitrarily large set of lllls, each associated to a unique name.
bach.shelf objects can be themselves named, thus defining namespaces: this
means that [llls associated to a name within one named bach.shelf object will
be shared only with other bach.shelf objects with the same name. Although
still somewhat crude (it might be interesting, for example, allowing non-global
namespaces), this is a way to improve data localization and data encapsulation,
and reduce the proliferation of storage objects in complex scenarios.

3.2 Object-oriented approach

The fact that a Max program is built of independent blocks responding to mes-
sages they send to each other in consequence of callbacks triggered by events
gives it a strong object-oriented flavour, and the Smalltalk influence is both ap-
parent and declared. At a lower level, in fact, each Max object in a patch is an
instance of a specific class, with member variables containing the object’s state
and methods roughly corresponding to the messages it accepts for modifying
and/or querying the state.

The two main bach editors, bach.roll and bach.score, comply with this
object-oriented approach. However, a distinction can be made about the kinds
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of messages they accepts: some control and query the object’s appearance (back-
ground color, zoom level, etc.), whereas others are dedicated to the direct man-
agement of the editor’s content. This distinction between the two kinds of mes-
sages is explicit in the syntax of the messages they receive.

Messages dealing with the editor’s contents enable the creation, the edition
and the deletion of individual notation items, such as a single measure or a single
note. These messages can actually be seen as methods of the items themselves,
which are arranged according to a precise hierarchy and share a certain number
of common properties (such as having a symbolic name, being selectable, etc.).

In fact, there are several ways to modify a score. One of the simplest involves
dumping its parameters from some outlets, modifying them via appropriate Max
and bach modules, and feeding the result into a different editor object.

In contrast, one can send direct messages to the editor, asking for specific el-
ements of the score to be created or modified through the so-called bach in-place
syntaz, with no output from the object outlets (unless explicitly requested). Mod-
ifications are immediately performed and the score is updated (see Fig. 1). This
mechanism is strongly inspired by an object-oriented approach: first, references
to the notation items to be modified are acquired via a selection mechanism,
and then messages are sent to them. For example, a set of notes can be selected
graphically, or through a query in the form of a message such as sel note if
voice == 2 and pitch % C1 == F#0. After this, those notes can be modified
by means of messages such as duration = velocity * 10.

In fact, this kind of approach allows much more complex operations than the
ones described here, as there are many classes of notation items, each having
a large number of properties and related messages. In spite of the richness of
the data it can manipulate, though, the in-place syntax is not very flexible, but
there are plans to extend it through the bell language (see below).

sel note if voice == 2 &8 (measure < 2 || (measure == 2 && symonset < 1/2)), pitch = pitch + GO

9 Selected ltems

Fig. 1. A very simple example of in-place modification: notes belonging to the second
voice and whose onset lies before the middle of the second measure are selected and
transposed up a perfect fifth (the image shows both the state of the score before and
after the click on the message).
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3.3 Functional approach

Max shares some similarities with functional languages, mostly by handling val-
ues through a variety of nodes implementing functions on these values. It is then
possible to build patches that somehow behave functionally, and whose appear-
ance is extremely similar to that of equivalent ones in a functional graphical
system such as PWGL. bach extends the functional traits of Max in a few areas.

As hinted at before, it implements the [lll, a tree data type quite similar to a
Lisp list, and provides a large number of modules for dealing with /llls. Although,
of course, list operators are not inherently functional, they are quite customary
in functional languages, and the corresponding bach objects can be connected in
a way corresponding to the composition of list functions in functional languages
such as Lisp or Haskell.

Secondly, generalized versions of functions such as sort and find require some
way to specify, respectively, a custom ordering or an arbitrary search criterion.
In several languages, these generalized functions are conveniently implemented
as higher-order functions, i.e., functions taking other functions as arguments.
This requires to handle functions like ordinary data. A Max patcher lacks the
concept of function, but several bach objects implement a design pattern called
the lambda loop (see Fig. 2), whose role is somehow akin to that of higher-order
functions.

A lambda loop is a patching configuration in which one or more dedicated
outlets of a module output data iteratively to a patch section, which must cal-
culate a result (either a modification of the original data, or some sort of return
value) and return it to a dedicated inlet of the starting object [3].

[C5 D5] [E3 BS G#6] [E5 F5 D5] [C6 Bb5 D8] [G5 A5 F#5] [AS Gb6]
‘ '

take the lower

X B o

bach mapelem @maxdepth 1 @out m
= sublist

C5 E3 D5 Bb5 F#5 AS (minimum)
X T 5,

C5 E3D5AS

m ) sort pitches according to
' pitch classes

bad1 sieve @out m

[ et
Crm—

C5 DS E3AS

Fig. 2. The cross-connected and loop-connected patch cords attached to bach.mapelem,
bach.sieve, bach.sort and cage.timewarp modules form several instances of the so-called
lambda loop. The left-side example should be straightforward. In the right-side ex-
ample, the temporal distribution of events in a musical score is altered through the
provided transfer function, with time on the X axis and speed on the Y axis. At a su-
perficial level, patches like these appear to be quite similar to how the same processes
might be implemented in a functional dataflow system.
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Lambda loops are used by some bach modules directly inspired by functional
programming practices, such as bach.mapelem (performing a map operation)
and bach.reduce (recursively applying a binary function on elements); all these
modules can be helpful to translate programs conceived functionally into Max
patches. The number of modules taking advantage of this design pattern is,
however, much larger, and include basic operators such as bach.sieve (only
letting some elements through) and bach.sort (performing sort operations), but
also advanced tools such as bach.constraints (solving constraint satisfaction
problems) as well as some of the modules in the cage package.

4 Textual coding

The approaches described so far are based on the idea that individual objects
carry out elementary operations, and they are connected graphically so as to
build complex behaviors.

A different, but not incompatible, point of view is embedding an algorithm,
even a potentially complex one, into a single object by means of textual coding,
and subsequently insert it into a patch. In graphical, Lisp-based systems such
as OpenMusic and PWGL, this is easily accomplished by inserting graph boxes
containing Lisp code in the patcher. Whereas it is possible to embed in Max
textual code written into various programming languages including C, Lua, Java
and JavaScript, we feel that none of those language bindings provides the ease
and directness of embedding of a Lisp code box in OM or PWGL.

On the other hand, Max contains a family of objects, namely expr, vexpr
and if, that allow defining textually mathematical expressions and simple condi-
tionals which might otherwise require fairly complicated constellations of objects
in a patch. bach adds another member to the family, called bach.expr, allowing
to define mathematical expressions to be performed point-wise on [llls.

Whereas the expr family syntax is not a full-fledged programming language,
it can be seen as the basis for one. We therefore decided to include in the latest
release of bach a new object to the family, called bach.eval, implementing a
new, simple programming language conceived with a few, conceptually simple
points in mind:

— Turing-complete, functional syntax, in which all the language constructs re-
turn values, but also including imperative traits such as sequences, variables
and loops.

— Full downward compatibility with the expr family.

— Inclusion of list operators on [llls respecting, as far as possible, the conven-
tions and naming of the corresponding bach objects.

— Implicit concatenation of elements into [lllls, meaning that by simply juxta-
posing values (be they literals, or the result of calculations) they are packed
together into an [lll. In this way, a program can be seen as an [/l inter-
mingled with calculations, not unlike what happens by combining the quote
operator and unquote macro in Lisp.
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— Maximum ease of embedding of the object into a Max patcher, with, among
the other things, no need for explicit management of inlets and outlets.

The resulting language is called bell (standing for bach evaluation language
for lllls, but also paying homage to the historic Bell Labs). A detailed description
of its syntax can be found in [4], whereas, for the scope of this article, a few
examples should suffice (see Fig. 3, 4 and 5).

bell code can be typed in the bach.eval object box or into a dedicated text
editor window, loaded from a text file and even passed dynamically to the host
object via Max messages.

1

) |

bach.eval for $1 In 0 ... length($x1) - 1 collect [rot($x1,S)] _
1

\

[abcd][bcda][cdab][dabc]

bach.colleci‘@lnwrap 1

I

[abcd][bcda][cdab][dabrc]

Fig. 3. A comparison between an [/ll manipulation process described through a snippet
of bell code (in the bach.eval object box) and the corresponding implementation
within the standard graphical dataflow paradigm of Max. The code should be mostly
straightforward for readers familiar with the bach library and a textual programming
language such as Python, considering that the [ ... ] paired operator encloses one
or more elements into a sublist, according to the general syntax of lllls.

The intended usage paradigm of bach.eval is similar to that of the expr
family: bach.eval objects are meant to carry out relatively simple computa-
tional tasks, and to be sprinkled around the patcher among regular bach and
Max objects taking care of the UI, MIDI, DSP, event scheduling and so on.

Snippets of bell language can also be passed to other objects as well for fine-
tuning their behavior, as a replacement for lambda loops. Moreover, an intended
(albeit not straightforward) development is to allow bach.score and bach.roll
to be scripted in bell, thus allowing far more complex interactions than what is
already possible through the syntax described above.

5 Conclusions and future work

We have presented some historical and theoretical background about the com-
putational models of Max and other related programming languages and envi-
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® @ code

6000 6210 7099 for $i in $x1 do (

= approx($i, 2) ;

T — E _= $appr ;
bach.eval @extraoutiets 2 4 $i-$appr

bach.textout bach textout 6$02 = $r ; $ol = $1

6000 6200 7100 j 0 10 -1

Fig. 4. A snippet of bell code approximating a list of midicents to the nearest semitone,
and returning the distances from the semitone grid from a different outlet. Here, the
code has been typed in a separate text editing window (shown on the right). The $o1
and $02 pseudovariables assign results to the extra outlets declared in the bach.eval
object box. The main, rightmost outlet returning the actual result of the computation
(which, in this example, is the last term of the sequence defined by the ; operators,
that is, the value of the $1 variable as passed to the first extra outlet) is left unused
here. The language has several other features not shown here, including named and
anonymous user-defined functions with a rich calling mechanism.

bach.eval for $1 in 1 ... 100 do ($do1 = "addchord 1 [ random(0, 2000) [ random(60, 84)*100 30 40]])

sel note If cents % 1200 <= 200, voice = 2, cents = cents - 2400, velocity = 127 * (onset/2000), distribute, unsel all

showvelocity | 1: Colorscale

Fig. 5. An example of usage of bell in combination with bach.roll’s in-place syntax:
100 notes are generated in the first voice with random onsets (between 0 and 2 seconds)
and random pitches (between middle C and the C two octaves above, on a tempered
semitonal grid); then all C’s, Cf’s and D’s are selected (i.e. notes whose remainder
modulo 1200 is less than or equal to 200), assigned to the second voice, transposed two
octaves below, remodulated with a velocity crescendo and distributed equally in time.
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ronments, and subsequently described how the bach library can be helpful with
writing clear and maintainable programs, through some specific features aimed
at implementing different programming approaches and styles on top of it.

Overall, we think that time is ripe for advocating the adoption of more struc-
tured and theoretically grounded approaches to working with this successful and
widely used tool. We hope that this article may be a step in that direction: fur-
ther steps should involve, on the one hand, an actual survey of real-life use cases,
possibly with the involvement of the community of bach users; and, on the other
hand, a more precise and organic formalisation of good and scalable program-
ming practices in Max, which might prove quite different from the ones typical
of more traditional programming languages.
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Abstract. Audio description, an accessibility service used by blind or
visually impaired individuals, provides spoken descriptions of visual con-
tent. This accommodation allows those with low or no vision the ability
to access information that sighted people obtain visually. In this paper
a method for deploying pre-recorded audio description in a live musical
theater environment is presented. This method uses a reference recording
and an online time warping algorithm to align audio descriptions with
live performances. A software implementation that is integrated into an
existing theatrical workflow is also described. This system is used in two
evaluation experiments that show the method successfully aligns mul-
tiple recordings of works of musical theater in order to automatically
trigger pre-recorded, descriptive audio in real time.

Keywords: audio description, blind, visually impaired, accessibility, dis-
ability, musical theater, time warping

1 Introduction

Audio description (AD) is an accommodation used by people who are visually
impaired or blind. It is a spoken description of the visual elements of an accom-
panying work, providing an accessible alternative to obtaining information that
sighted individuals may obtain visually. Users of AD should be able to ascertain
with audio what a sighted person at the same time and place may ascertain with
vision. At live theatrical events that provide AD, such as some Broadway mu-
sicals, patrons are either provided with a wireless audio receiving device or are
asked to download a software application onto their smartphone, so the trans-
mission of the AD will not disrupt other theatergoers. For an overview on the
art and practice of AD, see Fryer [6] and Snyder [14].

Live theatrical events pose an interesting problem for AD services. Like fixed
media, the descriptions must be timed appropriately so as not to disrupt other
aural aspects of the show (musical numbers, dialogue, etc.) [6, 14]. However, since
repeated live performances are by design never identical, a fixed AD track can-
not be aligned in advance. In live situations, either a professional audio describer
describes the visual elements in real time, or a system is created to allow pre-
recorded AD to be triggered [9]. Developing and deploying this type of service
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is expensive and time-consuming. A recent study showed that media producers
view AD as “a costly service with no revenue potential.” Creating audio de-
scription for a 30-minute television show with 24 cues may cost between $698
and $1,462, depending on how the description is produced [12]. According to
Szarkowska [15], “A lengthy preparation process and high production costs are
among the greatest obstacles to the wider availability of audio description.”

This paper proposes an inexpensive and novel method to trigger AD for a
live theatrical performance by only using audio obtained from a show’s previous
performance. The process described in this paper warps the audio from the
live show in real time to a reference recording using an established online time
warping algorithm [5]. This method is a step towards being able to reduce the
cost of deploying live theatrical audio description, thus making it more available
to visually impaired people.

2 Method

Live audio-to-audio alignment has been used successfully in music score follow-
ing [1,2] and audio-transcription alignment [8] tasks. In this implementation,
a reference recording is aligned to live input using an online time warping al-
gorithm [5]. During the live alignment, descriptive audio tracks based on their
pre-aligned position in the reference recording are also aligned and played back
for blind and visually-impaired audience members.

First, a performance of the entire production is recorded in advance. Relevant
features from that audio are then extracted and stored in frames of vectors. A
second audio track is also created, containing only the AD which aligns to that
recorded performance. The descriptive track is broken up into multiple smaller
tracks such that one sub-track contains the audio for a single described event
within the recorded performance, and the points where each sub-track should be
triggered are marked. Once the marks, descriptive track, and extracted features
of the reference recording are obtained, the live alignment may begin.

2.1 Audio Features

In the system described here, Mel-frequency cepstrum coefficients (MFCCs) are
extracted from both the live input and reference recording. MFCCs are a well-
established set of features used when analyzing audio signals for human speech
recognition and music information retrieval applications. Both uses are applica-
ble here since theatrical productions often contain both speech (dialogue) and
music (showtunes). The coefficients are derived from the Mel scale, which cap-
tures patterns audible to the human ear. Although the system does not recognize
speech explicitly, it uses MFCCs to compare different (but similar) samples of
speech and music patterns. The code implemented to extract MFCCs here was
based on [7].

Starting with audio at a sampling of 8 kHz, the MFCC extraction process
begins with the application of a pre-emphasis filter so that the higher frequencies

104



Proc. of the 14th International Symposium on CMMR, Marseille, France, Oct. 14-18, 2019

of the signal have greater energy. The signal is then segmented into frames, and
a Hamming window and FFT are applied to each frame. The results are filtered
through a Mel filterbank with 40 filters, which is where the raw frequency data
gets “refined” to frequencies based on the Mel scale. A discrete cosine trans-
form (DCT) is performed on the log-amplitudes of the filter output, resulting
in 13 coefficients which are the MFCCs for that frame. To account for change
over time, a first-order difference of each coefficient from the previous frame is
appended to the 13 current coefficients, making the total number of coefficients
used for analysis 26 per frame. Given the real-time nature of this system, the
features must be extractable in less time than it takes the corresponding audio
to play out in real time. In this case, the system extracts one MFCC feature
vector at a frame length of 100 ms and a hop size of 40 ms. For a description of
MFCC feature extraction, see [10,8,11].

2.2 Online Time Warping

Dynamic Time Warping (DTW) uses dynamic programming to recursively com-
pare two time series U and V of lengths m and n. The output is an m- by- n
matrix D where each element D(z,y) is a cumulative (in this case Euclidean)
distance between U(z) and V (y). The value of each cell is the cumulative “path
cost” from D(1,1) up to that point [13]:

D(Z - ]-a])
D(i,j) = d(i,j) +min{  D(i—1,5—1) (1)
D(Zvj - 1)

Every cell in the matrix is calculated by obtaining the distance between U (i)
and V(j), and adding it to the least of one of three adjacent (previous) cells.
In this way, the cumulative path cost between D(1,1) and the current cell is
determined. The smaller the cumulative cost, the better the match up to that
point. When the whole matrix is calculated through D(m,n), backtracking the
smallest distance back to D(1,1) will be the warp path which relates the closest
points of U to V. Unfortunately, this algorithm requires both series to be fully
available in advance and has a running time of O(N?), making it unsuitable for
live performance tracking.

This online time warping algorithm, developed by Dixon [5], requires only one
of the series to be available in advance, while the other series may be obtained
in real time (V is known fully in advance, and U is only partially known, but
increases as new live input is received). The algorithm outputs a similar matrix
D, but it builds as the input is received, one row and/or column at a time, and
only in the forward direction. Plus, it is only able to estimate the total size of the
resulting matrix, so it is instead bounded by a constant, which is determined in
advance. Thus, it does not have the advantage of being able to backtrack from
future input.
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In online time warping, whenever a new frame of input is received in real
time as U(t), where ¢ is the current live input frame, the system must determine
whether to add another row, or column, or both, to matrix D. It does this by
checking all the path cost’s previous ¢ elements of the current row ¢ and column
j of the matrix. If the lowest cost is in a row, it increments the row. If the lowest
path is in the column, it increments the column. If the lowest cost is D(¢, j), the
current cell, it increments both. Also, if a row or column has been incremented
MazxzRunCount times, it then increments the other, thus preventing the system
from running away in one direction. This implementation sets ¢ = 500 and
MaxRunCount = 3 as described in [5].

Indices t and j are pointers to the current real-time position in U and V. At
any point U(t) (the current frame in the real-time input), the value of j is the
current estimated location in V. Since index t is the current live input frame, it
will always increment steadily. Index j, however, will increment based on where
the online time warping algorithm estimates the current temporal location to be
in the reference recording. AD is inserted based on the real-time current value
of j.

3 The Alignment Process

Three inputs are needed to trigger AD: the reference recording V', one or more
frames of ongoing live input U, and an array of frame numbers F', where F'(1...x)
represents the frame at which AD number x should be triggered. U and V are
arrays of feature vectors. Both U(n) and V(n) are a single feature vector at
frame n. Prior to the live performance commencing, all features of the reference
recording are extracted and placed in V. U is extracted in real time during the
live performance.

When the show begins, ¢ = 1 and j = 1, which are references to the indices
of the first frames of U and V, respectively. Each time ¢ increases (meaning the
live recording has progressed by one frame), the new value of j is determined,
based on the online time warping algorithm. If the algorithm determines that U
is progressing faster than V' at that moment, then t+ = 1. If U is slower than V|
then j+ = 1. If they are both moving at the same speed at that moment, then
both t and j are incremented. Index j will keep increasing until it matches ¢’s
estimated location, and a new t (live input frame) is obtained (or, alternately,
j will not increase while ¢ catches up). The AD number x is triggered when
j = F(z). In this way, the descriptive tracks are able to align with the live
performance based on the online time warping’s estimation of the current index
j of the reference.

Since the actual size of the matrix is unknown, an empty square matrix of
40,000-by-40,000 was created in the current implementation, which holds ap-
proximately 25 minutes of data on either ¢ or j given the feature extraction pa-
rameters presented earlier. During the alignment, when one index is incremented
up to the size of the matrix, the matrix is reset and the path cost returns to 0.
In this manner, the alignment can run indefinitely, and the calculated path cost
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does not increase indefinitely. During the feature extraction phase, the MFCCs
for each minute of audio was calculated and extracted in less than 2 seconds
while running on a 2.7 GHz MacBook Pro using a C/C++ implementation. Of-
fline tests of the online algorithm were able to process one hour of alignment
(including extraction and matrix calculation) in about 4 minutes. This process
therefore runs comfortably in a real-time scenario.

4 Evaluation

To evaluate this method, two different audio recordings of the same theatrical
productions were used, with one recording as a reference and the other as live
input. Markers were placed manually in both recordings to represent specific
moments in the production (such as lines of spoken words or musical cues). The
algorithm was then run in real time and the mark locations found during the
alignment were compared to the actual mark locations in the live input.

In the first evaluation experiment, two recordings of Gilbert and Sullivan’s
H.M.S. Pinafore were used: a D’Oyly Carte recording from 1949 and a Malcolm
Sargent recording from 1957. In both recordings 213 specific points were marked;
these points were meant to simulate where AD may be triggered. This experiment
used the D’Oyly Carte version as the reference and the Malcolm Sargent version
as the live input.

After completing the alignment, the ground truth was compared with the
marks automatically located by the algorithm. A total of 161 marks (76%) were
found less than 1 second from the mark’s actual location in the reference; 183
marks (86%) were found less than 2 seconds from the actual location; and 200
marks (94%) were less than 5 seconds. The mean difference between the marks
indicated by the algorithm and the ground truth was 1.2 seconds (SD = 2.68
seconds).

To test the algorithm in a more realistic situation, a second experiment using
two recordings with notable, audible differences were obtained: the Broadway
(2007) and London (2010) cast recordings of Legally Blonde, The Musical. The
London version was recorded in front of a live audience and contains audience
noise, laughter, ambience, etc. that is not present in the Broadway recording.
The only alteration made to the recordings was the removal of one track from
the London version because it was out of order in the Broadway recording.

In both versions of Legally Blonde, 169 locations were manually marked, and
the alignment was run in real time using the London recording as the reference,
and the Broadway recording as the live input. The results showed that 117
marks (69%) were found within 1 second of the reference, 133 (79%) were within
2 seconds, and 147 (87%) were within 5 seconds. The mean difference between
the generated marks and ground truth was 1.79 seconds (SD = 3.32 seconds).

In both experiments, the total duration of each recording was over an hour,
and the algorithm was able to keep up with the long live input, and automatically
correct itself after moments of difference between the reference and the live input.
If there is a “mistake” between productions and the AD becomes misaligned,
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Table 1. Results of the two evaluation experiments. Marks refers to the total number
of annotated marks for each show; values in the < 1, 2, 5 sec columns indicate the
percentage of marks found within 1, 2, and 5 seconds of the ground truth; St. dev
refers to standard deviation of the differences between the found marks and the ground

truth.
Marks < 1 sec < 2 sec < b5 sec St. Dev
Pinafore 213 75.57% 85.92% 93.92% 2.68 sec
Blonde 169 69.23% 78.70% 86.98% 3.32 sec

the algorithm may correct itself as the production progresses. For example, the
longest difference between reference and live for all experiments was about 21
seconds, which occurred during a significant period of divergence between the
two recordings of Legally Blonde. However, the algorithm was back to correctly
aligning once again less than 2 minutes later, with the next marks falling 120
ms from the reference.

500 Mark Differences in H.M.S. Pinafore
T T T T T

Difference (in Frames)
=)

500 I I I I I I I I I I
0 20 40 60 80 100 120 140 160 180 200

Mark Number
Mark Differences in Legally Blonde
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Mark Number

Fig. 1. Accuracy of all marks shown for H.M.S. Pinafore and Legally Blonde, shown as
deviations from ground truth in frames. X axis indicates mark number; Y axis indicates
difference in number of frames (25 frames = 1 second).

Within the context of a live theatrical environment, these results show that
most (79-86%) AD will be triggered within two seconds of the actual event
occurring. These metrics indicate that theatergoers would be able to follow the
visual elements of the production in a timely way.
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5 Implementation

Software implementations to increase the availability of audio description gen-
erally take the form of automating some task of AD creation or deployment,
thus decreasing cost and complexity, and ultimately increasing availability. For
example, the CineAD system [4] uses information from existing closed captions
and a teleplay or screenplay of a fixed film or television program to generate a
descriptive script automatically, which may then be read by a synthetic voice or
by a human. Alternately, LiveDescribe [3] seeks to recruit amateur describers to
describe videos; it does this in part by analyzing a video and allowing describers
to record descriptive audio only during breaks in dialogue.

In a live setting, and in particular when a live performance is imperfectly
repeated, automated AD must accommodate for variations, but must still be able
to follow some static representation of the performance in order to correctly align
the description. Thus, we propose both a software implementation and workflow
that takes into account existing theatrical technology (audio recording) as well as
established music information retrieval techniques (feature extraction and online
time warping) to align AD in real time. The previous sections of this paper have
discussed the algorithm and parameters of the software; this section describes
how the software may be ideally used in a live setting.

Computer and Theatrical Requirements. The software in this implemen-
tation runs comfortably on a 2012-era MacBook Pro with a solid-state hard drive
and 16 gigabytes of memory. The computer must be able to obtain two channels
of mono input simultaneously—one input to capture the reference recording and
(later) the live input, and the other to capture the live audio describer. Impor-
tantly, both channels must be isolated from each other such that they do not
capture audio from each other, meaning the describer must be listening with
headphones so that the reference recording is not captured on the descriptive
audio track. The computer must also have a single mono audio output channel,
though this will not run simultaneously with the input. This output is transmit-
ted (by either wireless or some other mechanism) to audience members using
the descriptive service.

Software Interface. The software’s core functions are Record and Begin Show
buttons. The Record button activates the two mono inputs simultaneously to
capture both the reference recording and the descriptive audio. The software
records the reference’s alignment to the AD by detecting when the speaker begins
to talk, and the corresponding frame number is retained for the particular mark.
Alternately, a third function, Add Mark, can be manually activated each time
the describer wishes to add a new mark.

The software may have supplemental editing features. The ability to replace
portions of the reference recording may be helpful if a long-running show has
scene changes. Additionally, the ability to minutely correct the trigger timing
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of specific descriptive audio may help with fine tuning the AD between perfor-
mances.

Capturing the Reference and Audio Description. With the software run-
ning, the setup configured as above, and the show commencing, the live describer
presses Record on the computer and the system begins to capture both the per-
formance and describer’s voice. The system records the entirety of both mono
inputs, capturing the sample numbers for each audio described event. By the
end, the system will have captured all relevant data needed to play back the de-
scription to future audiences. After this point, the human describer is no longer
needed, and the system may be automated.

Providing Audio Description to Audiences. A theatrical technician acti-
vates the Begin Show button as the production commences. At this point, the
mono output (to the wireless receivers of audience members) and the mono input
for the live recording (which is the same input as for the reference) is activated.
The online time warping process is activated, and the AD is triggered at the
correct moment.

6 Conclusion and Future Work

In this paper we presented an automated approach to triggering audio descrip-
tion for a live musical theater performance using audio from a previous perfor-
mance and an online time warping algorithm. The method is able to correct
itself and adapt to variations between the reference and live performance, which
is necessary for an effective real-time method. Although the method could be
further refined in the future by taking into account very large variations due to
intermissions and audience applause that are typical in live performances, the
evaluation experiments showed that significant differences such as changes in
casting, script, and instrumentation, are already handled robustly.

The software implementation of the system described here can be integrated
into a theater’s existing setup with minimal interference. For example, the system
is able to capture, process, and deploy AD independent from the existing software
or hardware controls, since it only uses an audio signal which is readily available
in the performance space. Other than an initial reference recording and the
descriptive tracks themselves, no other setup or configurations were required.
The simplicity of the method’s technical setup and its overall flexibility provide
a new way to make theater experiences for visually impaired audience members
more inclusive and accessible.

Given the proliferation of accessibility on personal computing devices, using
a smartphone to align and deliver the description would improve the overall
success of the system. Being able to track a live performance from a mobile
device without having to be connected to a wireless transmission mechanism
would allow AD to be completely in control of the user, not reliant on the setup
of the theater.
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Audio description is a relatively new but quickly expanding accommodation
for those with visual impairments. While it is becoming more common in film
and television, AD for live theatrical performances remains rare. Decreasing the
cost and complexity of creating and deploying AD would increase its availability,
thus making the enjoyment of live theater more accessible to blind and visually
impaired individuals.
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Abstract. In 2017, Jean-Claude Risset gave his archives to the PRISM's
laboratory. Thereby the researchers' community will have soon at their disposal
a fund, especially interdisciplinary art and science oriented. For the moment,
the archives are divided into two main parts: one within scientific research and
one within artistic creation activity. More specifically, Jean-Claude Risset's
own story shaped major interdisciplinary orientations: first of all, his pioneering
research at Bell Labs, then back to “french reality” (his half-failure with Ircam
and his difficulties concerning Marseille-Luminy), afterwards his quest for
solutions as a political lever, especially through the Art-Science-Technology's
report in 1998, and finally his turning point with his CNRS 1998 Gold Medal,
consequently increasing conferences and mostly concerts. In addition, the study
of material aspects (sharing activities between the laboratory and his home,
place and content of documentation, etc.) is also necessary to understand
“Risset's practice” of interdisciplinary.

Keywords: Musicology, Archives, Science & Art

1 Introduction

First of all, I would like to thank Richard (Kronland-Martinet), and through him the
PRISM laboratory, for their welcome when arrived last June. I would also like to
warmly thank Nemanja Radivojevic, PhD student from the University of Bern (in
Switzerland), who came at the end of July to consult the Risset's fund, and helped me
a lot in organizing it. Finally, I would like to thank Tanguy Risset for his trust and his
help during this summer.

The physician and composer Jean-Claude Risset gave his archives to the PRISM's
laboratory in 2017, in association with the INA-Grm in Paris for extracting and
securing the scores, the audio-supports and digital documents (correspondences,
patches, etc.). Thereby the researcher's community will have soon at their disposal
(when it will be organised) a fund especially interdisciplinary art and science oriented.
More precisely, the study of these archives will help all of us to better understand how
Risset organised his double activity as a researcher in science and as a composer. It
will also make it possible to evaluate in detail the way Risset conceived
interdisciplinarity. Incidentally, these archives will also make it possible to work on
the analysis of composition processes, in a perspective of TCPM conferences
(Tracking the Creative Process in Music). Indeed, these archives could be a kind of
workbook to implement interdisciplinary within a team or across team.
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After a quantitative presentation of the collection (for the moment relatively
approximate because the process is ongoing), we will propose a first qualitative
approach, aiming to suggest some hypotheses on Jean-Claude Risset's own choices
concerning Art / science interdisciplinarity.

2 Quantitative Content

With about 80% of the archives retrieved, we can describe its content as follows.
These figures are a low estimate.
* 39 original manuscripts (other manuscripts are also being processed at 1'INA-
Grm de Paris). For the record, the number of Jean-Claude Risset's works is
68
*  Sketches, drafts and various documentations of 73 works ranging from 1963
to 2016 (including several projects of unfinished parts, at least 5)
*  Notebooks (more or less dated), schedules (from 1950 to 2016)
* 1.5 linear meters of archives about scientific topics (for examples, auditory
perception, “hot articles” on perception, auditory illusions, historical articles
on synthesis, motricity and musical performance, Ircam (1973-1979),
quadraphonic spaces, voice, hearing, correlation, filtering, heuristic
creativity intelligence, wavelets, math and music, etc.
* 2-4 linear meters of archives about administration of research (reports,
evaluations, project reports, laboratory staff administration, careers, etc.)
*  3-5 linear meters of archives of conferences and / or concerts
* 2 linear meters of archives of projects of talks or/and papers, drafts of talks
or/and papers and articles
* Between 2 and 4 linear meters of documentation about works performed in
concert
* 7 linear meters of drafts, sketches and runs by Music IV, Music V,
screenshot of Max-MSP patches (for works with Disklavier/Yamaha)
* [ linear meter of class notes (when he was student)
* 44 linear meters of books, of which we can make a rough division between
> a) the fields of Art-science, perception, psychoacoustics, cognitive
sciences, computer and music... (22)
> b) music and musicology (19)
> ¢) other scientific fields (3)
Books not related to the professional activities of Risset remained in the
private domain of Jean-Claude Risset's heirs.
* 1.5 linear meters of correspondence
* undetermined number of recordings [not yet stripped] (concert recording,
concert master
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3 Qualitative Content

3.1 Material Perspective

The question of the combination of scientific and musical activities naturally depends
on the places where these activities have been carried out, whether or not they have
been correlated. Here again, we will distinguish different periods in Jean-Claude
Risset’s professional life.

On one hand, the "Bell Labs" (1964-65, 1967-1969) and "Ircam" (1975-1979)
periods are times of clearly joint activity, precisely because of the claimed
interdisciplinary nature of these two institutions. Resident invitations to the CCRMA
(1971, 1975, 1982, 1986, 1998), Dartmouth College or the MIT Media Lab (1987,
1989) belong to the same kind of interdisciplinary. The close combination of
theoretical research, technological development, musical “craftsmanship”,
collaborative work with teams, at the heart of the interdisciplinary approach defended
by Anglo-Saxon researchers in those years, had a very strong adhesion in Jean-Claude
Risset’s mind.

On the other hand, his activity within the LMA (Laboratoire de Mécanique et
d'Acoustique, CNRS, Marseille, between 1971 and 1975, then from 1979 to his
death), reveals a more strong division between the scientific work, carried out within
the laboratory's premises (Luminy, then CNRS-Aiguier campus), and his artistic
activity, rather made from home. These first findings, which we will have validated
them through a series of interviews with direct witnesses of his Marseille activity,
interviews that I intend to conduct in 2020. In a rather obvious and logical way, it can
be recalled that the sound synthesis on the Music software is carried out in the CNRS
laboratory because it requires heavy equipment before the Personal Computers
technological mutation, and the parts of graphic writing for instruments (for mixed
music) or the writing of purely instrumental works have been made rather at home.
This point has been confirmed by Tanguy Risset (Jean-Claude Risset’s son). By
“home”, we refer to Marseille, or in summer in Bénodet in Britain, West of France.

The observation of the existing documentation at his home - articles, and especially
books, excluding books outside the artistic and scientific fields - shows the
predominance of musicological books, and the fields of cognitive sciences, computer
music and sound perception, many of which have been already there in the LMA
laboratory (now PRISM laboratory). A more in-depth study of the home documentary
collection moved by the Risset’s family to the PRISM lab still to be undertaken.

3.2 Disciplinary Perspective

“Both science and art are ways of understanding the world beyond the individual
subjective view of reality” said Jean-Claude Risset [4, 18]. And Risset to precise:
“According to Jacques Mandelbrojt [6], science is good at describing reality itself
(“en soi”), while art is more apt to express or translate reality in us (“en nous”): its
exquisite sensitivity and its extreme quest of subjectivity capture human universals
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and archetypes” [4, 18]. For the record, Jacques Mandelbrojt is both painter artist and
theoretical physician.

Beyond the common vocation of science and art to create knowledge, the
interdisciplinarity according to Risset was first and foremost a radical mastery of each
of the two disciplines. “I am a composer and researcher. Inseparably, while never
having confused [scientific] research with [artistic] creation” [4, 173] With his
difficulties: "If my research has nourished my creation, I have nevertheless
experienced the conflict between different activities in their aims, methods and tempo.
This conflict is transposed to the institutional level" [1, 175]. These are also areas that
are largely different and even often opposed, by their goals (revealing mechanics vs.
inventing new sound and musical forms), their methods (theory and experiential vs
always experimental), their inclusion in the social ecosystem: “The scientific work is
collective, ascertainable, provisional or temporary: it is subject to correction
(adjustments), obsolescence and incorporation into the progress of science. The
artistic work, on the other hand, is individual, subjective and sustainable.” [1, 179]
“[Science] proceeds by tests superimposed one on the other and whose dark
thickening slowly shows at the level of the true. Nothing similar in art. ‘Art is not
successive, art is once and for all’, said Victor Hugo [2, 29], ‘real presences’
according to George Steiner [3].” This vision, close to the thinking of the physician
Jean-Marc Levy-Leblond [5], a vision that no one could suspect of being too
positivist, emphasizes the notion of alloy rather than that of identity.

Risset said: « There is no need to recall that music has benefited from science and
technology. However, the inspiration which music has brought to science and
technology is largely under-estimated. Music has a special kindship with scientific
disciplines. According to Jon Appleton, 'music inspires the kind of rational thoughts
necessary to produce scientific work™ (4, 13). However, we suggest that the reading
of the draft articles, sketches of theoretical works, as well as some of Risset's texts
shows that Jean-Claude Risset participated very largely in fighting against this
asymmetry, he was favor of cross-fertilization art and science.

Finally, this dual activity is also expressed in the writing of reports and other
evaluations, many of which have been found in the archives. Jean-Claude Risset's
extreme generosity meant that, when he was asked to take part on PhD defense or
HDR juries (HDR means French new thesis after the PhD thesis to obtain authority to
conduct research), he did not hesitate to switch from an expertise in musicology to
acoustic physics, from aesthetics to signal studies, and so one. Many texts (papers or
talks) - including a few excerpts cited here - show a constant self-assessment process,
or more precisely, introspection into his practices. He acted as if his own metaposition
had to be shared with potential multidisciplinary community suggest us "good
practices". Additionally, the very large number of correspondences, scrupulously
preserved but totally fragmented in his various activities, shows once again the
crosswise dimension of his scientific, artistic, intellectual, and even political relations
(but more rarely). A careful study of his correspondence could again allow us to
understand some of the mechanisms of interdisciplinary activity.
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3.3 Historical Perspective

Jean-Claude Risset's own story shaped major interdisciplinary orientations: first of all,
his pioneering research at Bell Labs, then back to “french reality”, afterwards his
quest for solutions as a political or institutional lever, and eventually his turning point
with his CNRS 1998 Gold Medal, consequently increasing conferences and mostly
concerts. As Risset himself admitted, the Bell Laboratories offered him perhaps the
only moment of interdisciplinarity to his own person. “I have myself worked as a
researcher (at CNRS), as a composer (at IRCAM) and as both (at Bell Laboratories).”
[4, 22]. And indeed, according to Jean-Claude Risset, Bell Labs seemed to be a
model: “It mu