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ABSTRACT
The understanding of daily human activity is an active research
topic. Thanks to GPS and smartphones, human movements can be
monitored and analyzed. In addition, by exploiting Linked Open
Data and user personal data, semantic labels and annotations can
be added to movements. Thus, semantic trajectories can be consid-
ered as sequences of timestamped activities where each activity is
described by a semantic label. In this context, a major challenge
is the comparison of such semantic trajectories, looking to extract
and learning similar human mobility behaviors. We propose CED
(Contextual Edit Distance), a generic similarity measure for semantic
sequences comparison which improve the Edit Distance to take into
account the context similarity between elements in the sequence.
CED is configurable to any sequence data and business needs.

CCS CONCEPTS
• Information systems→ Similarity measures; Geographic in-
formation systems.
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1 INTRODUCTION
Semantic trajectories enrich the classical trajectories (sequences of
space-time positions [7]) with semantic labels representing activi-
ties [11], POI [5] or sets of aspects [1, 3, 8]. They allow to model
richer aspects of human behavior that were not captured by tradi-
tional trajectories. In particular, they allow the semantic comparison
of trajectories, in order to capture frequent behavior, detect atypical
moves, and more generally, understand human activity. For exam-
ple, from a sociological point of view, two trajectories representing
two people’ moves “home-football" and “home-basketball" may
represent similar behavior (trips to play sport), even if they live at
different neighbourhoods and move at different times. Therefore,

similarity measures, which are at the core of several mobility data
mining methods, should take advantage of semantic labels in the
comparison of semantic trajectories. There exists many measures
to compare semantic trajectories like [3, 4, 6]. However, They gen-
erally use trivial distances (e.g binary, euclidean) between symbols
of the sequences. Moreover, they do not take into account the no-
tion of context to compare the sequences. We understand the term
context as the semantic content, or a portion, of the sequence (i.e.
trajectory).

In this paper we present a new distance for comparing semantic
trajectories. Thus, we modify the Edit Distance to build a new simi-
larity measure, a Contextual Edit Distance (CED) between semantic
trajectories. The running example (figure 1) illustrate CED results.
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Figure 1: Ten semantic trajectories and the associated con-
cept hierarchy based on an simple ontology

In the rest of this paper, we note Σ a set of symbols e.g !or !.
S ∈ Σn is a finite sequence of symbols, |S | = n denotes the length
of sequence S . The main interest of CED is the three following
properties:

Property 1 (Semantic similarity). We consider there exists a
similarity metric sim : Σ × Σ → [0, 1] between symbols and quan-
tify their semantic proximity. This sim measure can be obtained by
building a directed acyclic graph (e.g. a concept hierarchy based on
an ontology) on Σ’s elements [2].

Property 2 (Contextual semantic edition). Given a semantic
sequence S ∈ Σn and a symbol a ∈ Σ to edit in S . The edition cost of
a depends on the similarity of nearby symbols in S .
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For example, similarity between S7 and S8 is high. Indeed, the
main difference is the presence of !∈ S7 and !∈ S8. Nevertheless,
theses two cultural activities are closed.

Property 3 (Repetition and permutation). Given a seman-
tic sequence S ∈ Σn and a symbol a ∈ Σ to edit in S . Edition or
permutations of repeated close symbols has little cost.

For example, similarity between S1 and S2 is good enough. In-
deed, !is repeated. The adding cost repeated activities is low.
Although S4, S5 and S6 are made up of the same or close symbols
but swapped, so we can say they are similar.
Contribution. In this paper we present a new similarity measure
inspired by the Edit Distance, the Contextual Edit Distance (CED),
for semantic sequences apply on semantic trajectories. This mea-
sure focus on the semantic dimension and takes into account the
similarity between symbols of the sequence and the context. The
remainder of this article is organized as follows. Section 2 math-
ematically describes the CED while Section 3 presents a simple
clustering process to illustrate the advantages of this measure. Sec-
tion 4 concludes the paper.

2 CONTEXTUAL EDIT DISTANCE
Let Σ be a finite alphabet of symbols. S ∈ Σn is a finite sequence
of symbols, |S | = n denotes the length of sequence S . Furthermore,
we consider si for i ∈ [[1,n]] denotes the ith symbol of sequence
S = ⟨s1, s2, ..., sn⟩.
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Figure 2: Add a symbol a at position 4 in the sequence S

Definition 1 (Contextual edit operation). A contextual edit
operation e is a function e : (Σ∗×Σ∪{ε}×N) → Σ∗ whose arguments
are a sequence, a new symbol to be included in the sequence (or none)
and the index (position) in the sequence where the edition takes place.

We consider the following set O = {mod, add, del} of contextual
edit operations:

• mod : (S,a,k) 7→ ⟨s1, ..., sk−1,a, sk+1, ..., sn⟩
Replace the symbol at index k by the new symbol a.

• add : (S,a,k) 7→ ⟨s1, ..., sk−1,a, sk , ..., sn⟩
Insert symbol a at index k . The symbols at and after index k
are shifted forward.

• del : (e, ε,k) 7→ ⟨s1, ..., sk−1, sk+1, ..., sn⟩
Delete the symbol at position k . The symbols after position k
are shifted backward.

In order to take into account duplication, contextual information
and permutation, we introduce the notion of context vector and

context function that control the level of temporal proximity of two
activities. Thus, thanks to a context vector, relationship factor is
computed.

Definition 2 (Context function). Consider a contextual edit
operation e(S,a,k) and a function fk : R → [0, 1] which holds the
following properties:

(1) fk (k) = 1.
(2) fk is a monotonically increasing function on ] − ∞,k].
(3) fk is symmetrical center on k .

The third property guarantees to take with the same importance
previous and future symbols located at equal distance from sk .

We denote fk as context function. A context edit function φe :
N∗ → [0, 1] is a transformation of fk stretching the function ac-
cording to the type of operation e . We distinguish three cases for e in
{mod, add, del}:

• φmod(x) = fk (x)

• φadd(x) =

{
fk (x + 1) if x ≤ k − 1
fk (x) if x ≥ k

• φdel(x) =


fk (x + 1) if x ≤ k − 1
0 if x = k
fk (x − 1) if x ≥ k + 1

Finally, a context vector v : E → [0, 1]n is defined as

v(e) = ⟨v1, . . . ,vn⟩

where vi = φe (i).

Intuitively, the context vector quantifies the relationship between
symbol sk and another symbol si . Bigger |k−i | is, lesser the symbols
si has an impact on sk . Thus, the relationship factor weighted the
similarity values between two symbols.

The cost function γ of CED generalizes the classical definition
of Edit Distance and takes into account the local context of each
query in the exploration.

Definition 1 (Cost function γ ). Given an operator e(S,a,k) a cost
function γ : E → [0, 1] for the contextual edit operations is defined
as:

γ (e) = α × δ (e) + (1 − α)

(
1 − max

i ∈[[1,n]]
{sim(si ,a) ×vi (e)}

)
(1)

where:
• α ∈ [0, 1] is a contextual parameter.
If α → 0 the contextual part is maximal and therefore the
distance between two queries will be strongly evaluated
according to the content of the sequence being edited ; if
α → 1 then cost of edition is fixed and CED is equivalent to
Edit Distance.

• δ (e) =

{
1 − sim(sk ,x) i f e = mod

1 else

is the local cost of the Edit Distance.

Definition 2 (Edit path). Given two sequences S, S ′ ∈ Σ∗, an edit
path P = ⟨e1, e2, ..., em⟩ from S to S ′ is a sequence of operations
that transform S in S ′. We note P(S, S ′) the set of all edit paths to
transform S in S ′.
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An important point to be mentioned here is that, for some rea-
sons of complexity and computation time, the calculation of context
vector is based on the start sequence S i.e S(0). Moreover, there is
an asymmetric relation between elements due to the fact that add
operator is not the reverse operator of del and vice versa.
Thus, by re-using the classic definition of the Edit Distance [9], we
can define the one-side distance from S1 to S2.
Definition 3 (One-sidedContextual EditDistance). Let d̃CED :
Σn × Σp → R+ be the Contextual Edit Distance from S1 to S2 such
that:

d̃CED (S1, S2) = min
P ∈P(S1,S2)


|P |∑
i=1

γ (ei )

 (2)

To save the symmetry, we use the same trick as Hausdorff dis-
tance and we apply the max operator on each one-sided contextual
edit distance.
Definition 4 (Contextual Edit Distance). Let dCED : Σn ×

Σp → R+ be the Contextual Edit Distance such that:

dCED (S1, S2) = max
{
d̃CED (S1, S2), d̃CED (S2, S1)

}
(3)

About time complexity, we re-use Wagner and Fisher algorithm
and dynamic programming approach [9]. This guarantees CED a
polynomial complexity in O(n × p ×max(n,p)).

3 RUNNING EXAMPLE
To compute the similarity between concepts for this running exam-
ple, we choose the Wu-Palmer similarity [10]. The main goal of our
experiments is to compare CED and Edit Distance results for trajec-
tories having several degrees of similarities and confirm properties
in section 2. The dendogram produced with Edit Distance is a base-
line for understanding the interest and properties of CED. Figure 3
shows the resulting dendrograms with Ward agglomeration criteria
performed in Python. To obtain this dendrogram, we set up CED
with α = 0 and the same context function fk show in Figure 2. We
highlight several interesting results of the analysis of CED values
between some sets of sequences of activities . First, the contextual
information is effectively used and has an impact in the computation
of CED. For example, S7, S8 have a similar context : Two cultural
activities and walking. And, indeeddCED (S7, S8) < dED (S7, S8). We
assume that this couple is correctly grouped together with CED. In
addition, if an activity is split by a new activity, only the cost of
adding this new activity is added. We can notice this property on
S6, S7 but also on the cluster {S1, S2, S3} with S1 and S2. Finally, the
cluster {S4, S5, S6} is composed by sequences with same (or close
e.g. foot, swim) elements but with different order. This set confirms
the permutation property. Globally, CED changes the topology of
the space by bringing together sequences with similar content. To
summarize, using CED as similarity measure significantly improves
the clustering process of theses semantic trajectories according to
properties claim in introduction. In the same way, CED improves
outlier detection processes.

4 CONCLUSION
This paper addressed the problem of comparing semantic trajec-
tories, which is a hot topic for the understanding of human be-
havior. Concretely, it defines a new measure, CED, to compute the
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Figure 3: Hierarchical clustering based on (a) Edit Distance
and (b) CED. Cut based on the higher relative loss of inertia.

distance between semantic sequences. This measure extends the
Edit Distance and its operations by taking context into account.
It uses ontologies to describe symbols and to calculate the simi-
larity between them. Thus, new aspects are taken into account as
semantic similarity, local context of each activity and permutations.
Moreover, the polynomial complexity of our algorithm (based on
Dynamic Programming) gives hope to process large data sets.

In near future, CED will be tested on two large data sets con-
cerning two real application domains: tourism circuits for recom-
mendation and children daily mobility for clustering behaviour. We
would also consider time aspect of symbol in order to express, for
example, the duration of an activity. Furthermore, we will investi-
gate other domains of application of CED, for example to measure
the contextual similarity between log files.
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