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ABSTRACT

We present an atmospheric transmission spectrum for the ultra-hot Jupiter WASP-

121b, measured using the Space Telescope Imaging Spectrograph (STIS) onboard the

Hubble Space Telescope (HST). Across the 0.47–1µm wavelength range, the data

imply an atmospheric opacity comparable to – and in some spectroscopic channels

exceeding – that previously measured at near-infrared wavelengths (1.15–1.65µm).

Wavelength-dependent variations in the opacity rule out a gray cloud deck at a con-

fidence level of 3.8σ and may instead be explained by VO spectral bands. We find

a cloud-free model assuming chemical equilibrium for a temperature of 1500 K and

metal enrichment of 10–30× solar matches these data well. Using a free-chemistry

retrieval analysis, we estimate a VO abundance of −6.6+0.2
−0.3 dex. We find no evidence

for TiO and place a 3σ upper limit of −7.9 dex on its abundance, suggesting TiO may

have condensed from the gas phase at the day-night limb. The opacity rises steeply

at the shortest wavelengths, increasing by approximately five pressure scale heights

from 0.47 to 0.3µm in wavelength. If this feature is caused by Rayleigh scattering due

to uniformly-distributed aerosols, it would imply an unphysically high temperature of

6810±1530 K. One alternative explanation for the short-wavelength rise is absorption

due to SH (mercapto radical), which has been predicted as an important product of

non-equilibrium chemistry in hot Jupiter atmospheres. Irrespective of the identity of

the NUV absorber, it likely captures a significant amount of incident stellar radiation

at low pressures, thus playing a significant role in the overall energy budget, thermal

structure, and circulation of the atmosphere.

1. INTRODUCTION

Spectroscopic observations made during the primary transit of an exoplanet allow

the atmospheric transmission spectrum of the day-night boundary region to be probed

(Seager & Sasselov 2000), while the same type of observation made during secondary

eclipse provides the emission spectrum of the dayside hemisphere (Seager & Sasselov

1998). Much of the transmission and emission spectroscopy work published to date

has employed the Hubble Space Telescope (HST), primarily with the Space Telescope

Imaging Spectrograph (STIS), covering the 0.1–1µm UV-optical wavelength range,

and Wide Field Camera 3 (WFC3), covering the 0.8–1.65µm near-IR wavelength

range.

A non-exhaustive list of HST transmission spectroscopy highlights at optical

through IR wavelengths include: the detection of Na on HD 209458b (Charbonneau

et al. 2002); multiple detections of H2O (e.g. Deming et al. 2013; Evans et al. 2016;

Fraine et al. 2014; Huitson et al. 2013; Kreidberg et al. 2015; Tsiaras et al. 2018; Wake-

ford et al. 2017, 2018); widespread evidence for aerosols (e.g. Kreidberg et al. 2014;

Nikolov et al. 2014, 2015; Pont et al. 2008; Sing et al. 2015, 2016); and a detection

of He in the extended atmosphere of WASP-107b (Spake et al. 2018). At UV wave-

lengths, transit observations made with STIS have probed the hydrogen exospheres
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of hot Jupiters (e.g. Vidal-Madjar et al. 2003) and warm Neptunes (e.g. Ehrenreich

et al. 2015), while heavier elements such as oxygen have been detected using the HST

Cosmic Origins Spectrograph (e.g. Fossati et al. 2010; Ben-Jaffel & Ballester 2013).

For emission, a similar list includes: detections of H2O absorption (Beatty et al. 2017;

Stevenson et al. 2014); evidence for H2O emission (Evans et al. 2017); evidence for

TiO emission (Haynes et al. 2015); constraints on optical reflection spectra (Evans

et al. 2013; Bell et al. 2017); and multiple featureless thermal spectra (e.g. Nikolov

et al. 2018; Mansfield et al. 2018).

This paper reports a transmission spectrum measured for the ultra-hot (Teq &
2500 K) Jupiter WASP-121b across the 0.3–1µm wavelength range using STIS. Dis-

covered by Delrez et al. (2016), WASP-121b orbits a moderately bright (V = 10.5)

F6V host star, which has an estimated radius of 1.458± 0.030R� (Delrez et al. 2016)

and measured parallax of 3.676 ± 0.021 mas (Gaia Collaboration et al. 2018), corre-

sponding to a system distance of 272.0± 1.6 parsec. WASP-121b itself has a mass of

1.18± 0.06MJ, an inflated radius of ∼ 1.7RJ, and a dayside equilibrium temperature

above 2400 K. Together, these properties make WASP-121b an excellent target for

atmospheric characterization (Delrez et al. 2016; Evans et al. 2016, 2017).

We previously published the near-IR 1.15–1.65µm transmission spectrum for

WASP-121b measured using WFC3 in Evans et al. (2016). Those data revealed ab-

sorption due to the H2O band centered at 1.4µm, along with a second bump across

the 1.15–1.3µm wavelength range, which we suggested could be a signature of FeH

or VO. Analyzing the same dataset, Tsiaras et al. (2018) reproduced the 1.15–1.3µm

feature and presented a best-fit model including absorption by TiO and VO, al-

though they did not discuss FeH. In Evans et al. (2016), we also compared the WFC3

transmission spectrum with transits measured at optical wavelengths by Delrez et al.

(2016) using ground-based photometry. This comparison implied significantly deeper

transits at optical wavelengths relative to the near-IR, which we speculated could be

evidence for a strong opacity source such as TiO and/or VO. Subsequent modeling

of these data confirmed such an interpretation to be plausible (e.g. Kempton et al.

2017; Parmentier et al. 2018).

In Evans et al. (2017), we presented a secondary eclipse observation for WASP-121b,

also made with WFC3 at near-IR wavelengths. The measured spectrum indicates

a mean photosphere temperature of approximately 2700 K and shows the 1.4µm

H2O band in emission, rather than absorption, implying the dayside hemisphere has

a vertical thermal inversion. As for the transmission spectrum, the emission data

exhibit a second bump across the 1.15–1.3µm wavelength range, which can be fit

with VO in emission. To do so, however, requires assuming a VO abundance over

1000× higher than expected for solar elemental composition in chemical equilibrium,

casting doubt on this interpretation. Models assuming chemical equilibrium and

abundances closer to solar do not reproduce the 1.15–1.3µm bump (e.g. Parmentier

et al. 2018). For now, we do not have a satisfying explanation for this feature, but
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the fact that it has been observed in both the transmission spectrum and emission

spectrum is intriguing.

Our understanding of the atmosphere of WASP-121b remains a work in progress.

For instance, the thermal inversion measured for the dayside hemisphere implies sig-

nificant heating at low pressures (. 100 mbar), though it is unclear what causes this.

One possibility is absorption of incident stellar radiation at optical wavelengths by

TiO and VO (e.g. Hubeny et al. 2003; Fortney et al. 2008). However, neither of

these species have yet been definitively detected in the atmosphere of WASP-121b,

despite the hints described above. Furthermore, it has been pointed out that TiO

and VO could be removed from the upper atmospheres of even very hot planets by

cold-trapping (e.g. Spiegel et al. 2009; Showman et al. 2009; Beatty et al. 2017).

Additionally, the dayside temperatures of ultra-hot Jupiters such as WASP-121b are

likely high enough for significant thermal dissociation of TiO and VO, along with

other molecules such as H2O, to occur (Arcangeli et al. 2018; Kreidberg et al. 2018;

Lothringer et al. 2018; Parmentier et al. 2018). Nonetheless, evidence for TiO has

been detected on the dayside of WASP-33b (Haynes et al. 2015; Nugroho et al. 2017),

which has a mean photosphere temperature of around 3000 K at near-IR wavelengths,

making it even hotter than WASP-121b. An optical transmission spectrum mea-

sured for another ultra-hot Jupiter, WASP-19b, also exhibits a prominent TiO band

(Sedaghati et al. 2017), although this may have been the signature of unocculted

star spots (Espinoza et al. 2018). Despite the picture remaining unclear, observations

such as these imply TiO, and presumably VO, can perhaps persist at low pressures

in ultra-hot Jupiter atmospheres. As will be described in the following sections, the

STIS transmission spectrum for WASP-121b provides new evidence for VO absorption

at optical wavelengths.

Absorption at UV wavelengths may also play a significant role in heating the up-

per atmospheres of strongly-irradiated planets such as WASP-121b. For instance,

Zahnle et al. (2009) examined non-equilibrium sulfur chemistry in the context of hot

Jupiter atmospheres and concluded that SH and S2 could be important absorbers

across the 0.24–0.4µm wavelength range. These species may be driven to higher-

than-equilibrium abundances via reactions involving the photolytic and photochemi-

cal destruction of H2S. As will be reported below, the measured transmission spectrum

for WASP-121b exhibits a strong signal at wavelengths shortward of ∼ 0.47µm and

absorption by SH appears to provide a viable explanation.

We begin, however, by describing our observations and the steps taken to extract

the spectra from the raw data frames in Section 2. We present analyses of the white

lightcurves in Section 3 and spectroscopic lightcurves in Section 4. The results are

discussed in Section 5, including the implications of the measured transmission for

the planetary atmosphere. Our conclusions are given in Section 6.
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Figure 1. Example spectra for the G430L and G750L gratings (top panel), and the G141
grism (bottom panel). Dark and light vertical bands indicate the wavelength channels
adopted for the spectroscopic lightcurves.

2. OBSERVATIONS AND DATA REDUCTION

We observed three primary transits of WASP-121b using HST/STIS as part of the

Panchromatic Comparative Exoplanet Treasury (PanCET) survey (Program 14767;

P.I.s Sing and López-Morales). This was comprised of two visits made on 2016 Oct 24

and 2016 Nov 6 with the G430L grating, and one visit made on 2016 Nov 12 with the

G750L grating. In what follows, we shall refer to the first and second G430L visits

as the G430Lv1 and G430Lv2 datasets, respectively. For all three STIS visits, the

target was observed for 6.8 hours, covering five consecutive HST orbits. Observations

were made using the widest available slit (52 × 2 arcsec) to minimize slit losses and

the detector gain was set to 4 e−1/DN. Overheads were reduced by only reading out a

1024×128 pixel subarray containing the target spectrum. Exposure times of 253 s and

161 s were used for the G430L and G750L observations, respectively. We also took

a short 1 s exposure at the start of each HST orbit for both gratings, but discarded

these exposures in the subsequent analysis. This was done because STIS observations

typically suffer from a systematic in which the first exposure of each HST orbit has

anomalously lower counts relative to the immediately-following exposures (e.g. Evans

et al. 2013; Nikolov et al. 2014, 2015; Sing et al. 2015) and we wanted to minimize

the integration time lost to this effect. With this observing setup, we acquired a total

of 48 science exposures for each G430L visit and 70 science exposures for the G750L

visit.

The STIS datasets were reduced following the methodology described in Nikolov

et al. (2014, 2015). Raw data frames were bias-, dark-, and flat-corrected using the

CALSTIS pipeline (v3.4) with relevant calibration frames. Cosmic ray events and

pixels flagged as ‘bad’ by CALSTIS were removed and interpolated over. Overall, we

found ∼ 4% of pixels were affected by cosmic rays for all visits with a further ∼ 5%
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Figure 2. (Top row) Raw white lightcurves for the G430Lv1, G430Lv2, and G750L
datasets. Gray lines show the best-fit transit signals with linear baseline trends. (Middle
row) Dispersion drift variable for each dataset. (Bottom row) Cross-dispersion drift variable
for each dataset. In all panels, colored symbols indicate data points that were included in
the analysis and gray crosses indicate those that were excluded for reasons explained in the
main text. The two drift variables are unitless as they have been standardized, i.e. mean
subtracted and normalized by their standard deviations.

flagged as bad by CALSTIS. To extract spectra from the cleaned 2D frames, we used

the IRAF procedure apall with aperture radii of 4.5, 6.5, 8.5, and 10.5 pixels for both

the G430L and G750L datasets. The dispersion axis was mapped to a wavelength

solution using the x1d files produced by CALSTIS.

In addition to the STIS data, a single primary transit of WASP-121b was observed

on 2016 Feb 6 with the G141 grism (Program 14468; P.I. Evans). This dataset was

originally published in Evans et al. (2016), to which the reader is referred for further

details.

Example G430L, G750L, and G141 spectra are shown in Figure 1.

3. WHITE LIGHTCURVE ANALYSES

White lightcurves were constructed for each dataset by summing the flux of each

spectrum across the full dispersion axis. The resulting lightcurves are shown in the

top row of Figure 2. As in our previous work (Evans et al. 2013, 2016, 2017), we fol-

lowed the methodology outlined by Gibson et al. (2012) and treated each lightcurve

as a Gaussian process (GP). Under this approach, the posterior likelihood is described

by a multivariate normal distribution of the form N (d |µ,K + Σ), where: d is an

N -length vector containing the flux measurements; µ is a vector containing the de-

terministic mean function; K is an N ×N matrix describing the correlations between
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data points; and Σ is an N ×N diagonal matrix containing the squared white noise

uncertainties, σ2
j , for each data point j = 1, . . . , N .

For the mean function, we adopted a Mandel & Agol (2002) transit model multiplied

by a linear trend in time (t) of the form c0 + c1 t. We assumed a circular orbit with

a period (P ) of 1.2749255 days (Delrez et al. 2016). We allowed the normalized

planet radius (Rp/R?) and transit mid-time (Tmid) to vary as free parameters with

uniform priors. As described in Section 3.1, we first performed fits with the normalized

semimajor axis (a/R?) and impact parameter (b) allowed to vary as free parameters,

both with uniform priors. Then, as described in Section 3.2, we fixed a/R? and b to

their weighted-mean values and repeated the fitting.

In all fits, we assumed a quadratic limb darkening law and treated both coefficients

(u1, u2) as free parameters. We first estimated values for u1 and u2 by fitting to the

limb darkening profile of a stellar model over the appropriate bandpass. Specificially,

we used a 3D stellar model from the STAGGER grid (Magic et al. 2013) with T? =

6500 K, log10 g = 4 cgs, and [Fe/H] = 0 dex, as this was the grid point closest to the

properties of the WASP-121 host star (T? = 6460 ± 140 K, log10 g = 4.242 ± 0.2 cgs,

[Fe/H] = +0.13±0.09 dex; Delrez et al. 2016). We then applied broad normal priors to

u1 and u2 in the model fitting, with means set to these estimated values and standard

deviations of 0.6, providing plenty of flexibility for the model to be optimized.

For the GP covariance matrix K, we adopted a squared-exponential kernel1 with

three input variables that it is reasonable to assume could correlate with the instru-

mental systematics: namely, HST orbital phase (φ), dispersion drift (x), and cross-

dispersion drift (y). This resulted in four free parameters for each dataset: namely,

the covariance amplitude (A) and correlation length-scales (Lk) for each input vari-

able, k = {φ, x, y}. For the white noise matrix, Σ, we adopted the formal photon

noise values σj multiplied by a rescaling factor (β) which was allowed to vary as a free

parameter. The latter affords some flexibility to handle high-frequency systematics

that are pseudo-white-noise in nature, which would otherwise bias the model toward

impractically small Lk values.

For the GP covariance amplitude A, we adopted Gamma priors of the form p(A) ∝
e−100A, to favor smaller correlation amplitudes. This can help prevent a small number

of outliers having a disproportionate influence on the inferred covariance amplitude.

For the correlation length scales Lk, we followed previous studies (e.g. Evans et al.

2017; Gibson et al. 2017) and fit for the natural logarithm of the inverse correlation

length scales ln ηk = lnL−1
k , adopting uniform priors for each. In practice, this favors

longer correlation length scales, with the intention of capturing the lower-frequency

systematics present in the data, as these are most degenerate with the planet signal.

Higher-frequency systematics can be accounted for through the β parameter, for which

1 We refer the reader to previous studies such as Gibson et al. (2012), Evans et al. (2013), and
Gibson (2014) for further details of the squared-exponential kernel.
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Figure 3. Posterior distributions forRp/R?, a/R?, and b obtained from the white lightcurve
analyses described in Section 3.1. Blue, pink, and orange regions indicate smoothed contours
containing 68% of MCMC samples for the G430L, G750L, and G141 analyses, respectively.
Green region indicates the weighted-mean of the HST posterior distributions and gray region
indicates the 1σ range reported by Delrez et al. (2016).

we adopted a normal prior with mean of 1 and standard deviation of 0.2, to favor

values close to the formal photon noise.

We modeled the white lightcurves for G430L, G750L, and G141 separately. For the

G430L lightcurves, we assumed Rp/R?, a/R?, and b were the same for both visits,

while allowing Tmid, β, A, ln ηφ, ln ηx, and ln ηy to vary separately for each visit.

The posterior distributions were marginalized using affine-invariant Markov chain

Monte Carlo (MCMC), as implemented by the emcee Python package (Foreman-

Mackey et al. 2013). In all fits, we randomly distributed five groups of 150 walkers

throughout the parameter space and allowed them to run for 100 steps to locate the

peak of the posterior distribution. We then re-initialized the five groups of 150 walkers

in a tighter ball around this peak and allowed them to run for 500 steps, of which

we discarded the first 250 steps as burn-in and combined the remaining 250 steps

into a single chain for each walker group. At this point, a comparison of the chains

from each walker group confirmed that they appeared well-mixed and converged, with

Gelman-Rubin statistic values within 2% of unity for each free parameter (Gelman &

Rubin 1992). Table 1 summarizes the resulting posterior distributions. For each of
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the STIS lightcurves produced using the different trial apertures (see Section 2), we

obtained results consistent to within 1σ for the planet parameters (e.g. Rp/R?) and

report only those for the 8.5 pixel aperture.

3.1. a/R? and b allowed to vary

The purpose of the model fits in which a/R? and b were allowed to vary as free

parameters was to use the HST data to refine our estimates of these system properties.

Previously, the only published measurements were those provided in the original

discovery paper by Delrez et al. (2016), which reported a/R? = 3.754+0.023
−0.028 and b =

0.160+0.040
−0.042. Figure 3 shows the posterior distributions obtained from our analyses for

comparison, with values reported in Table 1. We find good agreement for both a/R?

and b across our fits to the G430L, G750L, and G141 white lightcurve datasets. Taking

the arithmetic weighted-mean of these results, we estimate a/R? = 3.86 ± 0.02 and

b = 0.06±0.04, implying i = 89.1±0.5 deg. We note that our HST results differ from

those of Delrez et al. by 3.5σ for a/R? and 2σ for b. The reason for this disagreement is

unclear and will likely be resolved by additional transit observations that are currently

planned or in the process of being analyzed (Evans et al., in prep.). For the present

study, we note that the primary consequence of assuming slightly different values for

a/R? and b will be to perturb the inferred values for Rp/R?. Importantly, this will be

a wavelength-independent effect and thus should not affect our interpretation of the

atmospheric transmission spectrum. For this reason, and given the mutual agreement

between the G430L, G750L, and G141 datasets, we adopt the HST weighted-mean

values for a/R? and b in all subsequent lightcurve fits.

3.2. a/R? and b held fixed

Inferred values for Rp/R? can be biased by differences in the assumed values for

a/R? and b across datasets. For this reason, we held the latter parameters fixed

to the HST weighted-mean values determined in the previous section and repeated

the white lightcurve analyses. This is physically motivated by the fact that the true

values of a/R? and b should be constant across our datasets, and we are primarily

interested in wavelength-dependent variations of Rp/R? arising due to the planetary

atmosphere.

Figure 4 shows the best-fit transit models compared with the data after removing

the systematics contribution inferred by the GP. The latter are shown separately in

Figure 5 and Table 1 summarizes the posterior distributions. The resulting estimates

for Rp/R?, u1, and u2 are all within 1σ of those obtained for the fits in which a/R?

and b were allowed to vary. Unsurprisingly, we obtain similar estimates for β, as

this parameter is sensitive to high-frequency noise in the data that is unlikely to be

significantly correlated with a/R? and b. The inferred β values imply scatters that are

∼ 20–40% and ∼ 10% above the photon noise floor for the STIS and WFC3 datasets,

respectively. This is illustrated in Figure 4, which shows the model residuals. For
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Figure 4. White lightcurves for G430L, G750L, and G141 datasets analyzed in this study.
(Top row) Relative flux variation after removing the systematics contribution inferred from
the GP analyses (see Figure 5), with best-fit transit signals plotted as solid lines. (Middle
row) Corresponding model residuals, with photon noise errorbars. (Bottom row) Normalized
histograms of residuals obtained by subtracting from the data a random subset of GP
mean functions obtained in the MCMC sampling. Solid black lines correspond to normal
distributions with standard deviations equal to photon noise (i.e. prior to rescaling by the
β factor described in the main text).

Tmid, we find the inferred values shift by ∼ 5–20 sec, but remain within ∼ 1σ of those

obtained for the fits in which a/R? and b were allowed to vary.

4. SPECTROSCOPIC LIGHTCURVE ANALYSES

Spectroscopic lightcurves were constructed by first summing the spectra of each

dataset within the wavelength channels shown in Figure 1. Median channel widths

were: 20 pixels (∼ 55 Å) for both G430L datasets; 20 pixels (∼ 98 Å) for the G750L

dataset; and 4 pixels (∼ 186 Å) for the G141 dataset. Care was taken to avoid the

edges of prominent stellar lines and to maintain similar levels of flux within each

channel. Thus, subsets of the G430L and G750L channels were broader than these

nominal widths. The resulting raw lightcurves for the STIS datasets are shown in

Figures A.1-A.3.

We next generated common-mode (i.e. wavelength-independent) signals for each

dataset by dividing the raw white lightcurves by the corresponding best-fit transit
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Figure 5. Systematics in the white lightcurves for G430L and G750L datasets. Effectively,
these are the residuals after dividing the raw flux time series by the transit signals with
linear baseline trends shown in Figure 2. Yellow lines and gray shaded regions, respectively,
show the means and 1σ, 2σ, and 3σ ranges of the best-fit GP distributions. Note that
in practice the transit signal, linear baseline trend, and GP are fit simultaneously. The
purpose of this figure is only to highlight the structure of the systematics.

signals obtained in Section 3 and shown in Figure 4. Each of the raw spectroscopic

lightcurves were then divided by the resulting common-mode signals. Note that in

addition to removing common-mode systematics, this latter step also has the ef-

fect of dividing each spectroscopic lightcurve by the intrinsic scatter of the white

lightcurve. However, this is acceptable, as the spectroscopic lightcurves have a larger

intrinsic scatter than the white lightcurves: dividing white noise by lower-amplitude

white noise should on average have zero net effect on the scatter of the resulting

corrected lightcurves. Meanwhile, applying a common-mode correction of this nature

– as opposed to dividing through by the best-fit systematics model from the white

lightcurve fits – has the potential advantage of removing systematics in the spec-

troscopic lightcurves that may not be captured by our white lightcurve systematics

model. The common-mode corrected lightcurves for the STIS datasets are shown in

Figures A.4-A.6.

To fit the spectroscopic lightcurves, we used the same approach as described in

Section 3. The only exception was that we fixed Tmid to the best-fit values listed

in Table 1. Thus, for the spectroscopic transit signals, the free paramaters were

the radius ratio (Rp/R?) and quadratic limb darkening coefficients (u1, u2). For the
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95% of the MCMC samples. Panels along the diagonal show marginalized posterior distri-
butions. Note that Tmid, c0, c1, and β have been median-subtracted to allow both G430L
visits to be plotted on the same axes. The purpose of this figure is to visually illustrate
correlations between model parameters. Numerical values for all parameter distributions
are summarized in Table 1.

G430L analysis, we fit both visits jointly with shared values for Rp/R?, u1, and u2,

as was done for the white lightcurve analysis. In all fits, we again accounted for

systematics by fitting for a linear trend in t and a GP with {φ, x, y} as inputs to a

squared-exponential covariance kernel. White noise levels were allowed to vary for

each individual lightcurve via β rescaling parameters. Marginalization of the posterior
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Figure 7. Spectroscopic lightcurves for the G430Lv1 and G430Lv2 datasets after removing
the systematics contributions inferred from the GP analyses, with best-fit transit signals
plotted as solid lines. Green triangles and purple diamonds correspond to the G430Lv1 and
G430Lv2 datasets, respectively.

distributions was performed in the manner described above, using affine-invariant

MCMC.

The best-fit transit signals and model residuals are shown in Figure 7 for G430L and

Figure 8 for G750L. Figure 9 shows the systematics and GP fits for each spectroscopic

lightcurve. Histograms of residuals are shown in Figures A.4-A.6. For the G141

spectroscopic lightcurve fits, the results were essentially identical to those presented

in Evans et al. (2016), so we do not duplicate them here. The only difference for the

latter is a wavelength-uniform shift of Rp/R? by 0.0007, in line with the revised white



14 Evans et al.

2 0 2

0.825

0.850

0.875

0.900

0.925

0.950

0.975

1.000
526-555nm

555-565nm

565-575nm

575-584nm

584-594nm

594-604nm

604-614nm

614-623nm

623-633nm

633-643nm

2 0 2

643-653nm

653-662nm

662-672nm

672-682nm

682-692nm

692-701nm

701-711nm

711-721nm

721-731nm

731-740nm

2 0 2

740-750nm

750-760nm

760-770nm

770-780nm

780-799nm

799-819nm

819-838nm

838-884nm

884-930nm

930-1025nm

2 0 2
2500

0
2500

2 0 2 2 0 2

2 0 2
2500

0
2500

2 0 2 2 0 2

2 0 2
2500

0
2500

2 0 2 2 0 2

2 0 2
2500

0
2500

2 0 2 2 0 2

2 0 2
2500

0
2500

2 0 2 2 0 2

2 0 2
2500

0
2500

2 0 2 2 0 2

2 0 2
2500

0
2500

2 0 2 2 0 2

2 0 2
2500

0
2500

2 0 2 2 0 2

2 0 2
2500

0
2500

2 0 2 2 0 2

2 0 2
2500

0
2500

2 0 2 2 0 2
Time from mid-transit (h) Time from mid-transit (h) Time from mid-transit (h)

Re
la

tiv
e 

flu
x

Re
sid

ua
ls 

(p
pm

)

Figure 8. Similar to Figure 7, but for the G750L spectroscopic lightcurves.

lightcurve analysis which gives Rp/R? = 0.1218 ± 0.0004 (Table 1), compared with

the previous estimate of Rp/R? = 0.1211± 0.0003 (Evans et al. 2016).2

As shown in Figure 10, we obtain means and standard deviations for the inferred β

values across spectroscopic channels of: 1.05±0.07 for the G430lv1 dataset; 1.06±0.09

for the G430Lv2 dataset; 1.05± 0.05 for the G750L dataset; and 1.02± 0.06 for the

G141 dataset. The consistency of these results with β = 1 indicate that the GP

models are broadly successful at marginalizing over the correlations in the lightcurves,

implying in turn that degeneracies between the systematics and planet signal are

2 The revised value for Rp/R? within the G141 bandpass can be attribued to the updated values
for a/R? and b adopted in the present study (Section 3.1).
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Figure 9. Similar to Figure 5, but showing the systematics and GP fits for the spectroscopic
lightcurves. In all columns, wavelength increases from top to bottom.
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Figure 10. (Top row) Inferred white noise rescaling parameters β for the GP analyses
adopting a squared-exponential covariance kernel. (Bottom row) The same, but for the GP
analyses adopting a Matérn ν = 3/2 covariance kernel.

properly accounted for in our estimates of parameters such as Rp/R?, which we are

primarily interested in.

To investigate the sensitivity of our results to the choice of covariance kernel, we re-

peated the spectroscopic lightcurve fitting using the Matérn ν = 3/2 kernel, which can

be more suitable for modeling high-frequency signals than the squared-exponential

kernel (e.g. see Gibson et al. 2012). For all channels, we found the inferred Rp/R?

values remained unchanged to well-within 1σ, regardless of which covariance kernel

was used. However, the β values inferred using the Matérn ν = 3/2 kernel were on

average slightly closer to unity, as illustrated in Figure 10. This suggests some of

the channels may contain high-frequency noise that can be suitably accounted for

either by inflating the white-noise level above the photon noise floor via β > 1 or by

employing a covariance kernel with enough flexibility to marginalize over signals of

this nature, such as the Matérn ν = 3/2. Given the results for Rp/R? are found to

be insensitive to the choice of covariance kernel, we adopt those obtained using the

squared-exponential for the remainder of this paper.

The corresponding posterior distributions for Rp/R?, u1, and u2 are summarized

for each STIS dataset in Tables 2 and 3. The median uncertainties on Rp/R? are

800 ppm for G430L, 900 ppm for G750L, and 500 ppm for G141, which translates to

uncertainties on the transit depth (Rp/R?)
2 of approximately 200 ppm, 220 ppm and

125 ppm, respectively. For comparison, a change in the effective planetary radius of

one atmospheric pressure scale height H corresponds to a transit depth variation of

∼ 150–200 ppm for WASP-121b, assuming average limb temperatures in the range

of 1500–2000 K, a planetary surface gravity of 940 cm s−2, and an atmospheric mean

molecular weight of µ = 2.22 atomic mass units (i.e. equal to that of Jupiter).



WASP-121b optical transmission spectrum 17

0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0 1.1 1.2 1.3 1.4 1.5 1.6
0.118

0.120

0.122

0.124

0.126

0.128

Wavelength (micron)

R p
/R

s
G430L
G750L
G141
Ground Phot

Chem Eq (T = 1500K, 20 × solar)
Chem Eq (no TiO/VO)
Chem Eq (T = 1500K, 20 × solar)
Chem Eq (no TiO/VO)

Figure 11. Transmission spectrum for WASP-121b obtained using STIS and WFC3 (col-
ored circles) and ground-based photometry from Delrez et al. (2016) (unfilled squares).
Note that the latter are taken from the re-analysis of Evans et al. (2016), although very
similar results were obtained by Delrez et al. Light blue halos indicate the subset of G430L
data that we refer to as the blue data in the main text. Two forward models assuming
chemical equilibrium are also shown, both with a temperature of 1500 K and 20× solar
metallicity. One model includes TiO/VO opacity (light purple line) and the other does not
include TiO/VO opacity (dark purple line).

5. DISCUSSION

The measured transmission spectrum is shown in Figure 11 and has a number of

notable features. In particular, the G430L data exhibit a steep rise toward shorter

wavelengths from ∼ 0.47µm, where Rp/R? ∼ 0.121, to ∼ 0.28µm, where Rp/R? ∼
0.125. This corresponds to a change in effective planetary radius of approximately

five pressure scale heights. At longer optical wavelengths covered by the G430L

and G750L gratings (∼ 0.47–1µm), Rp/R? is measured to vary across spectroscopic

channels, implying a wavelength-dependent atmospheric opacity. Within some of

these optical channels, the atmospheric opacity is found to be even higher than that

measured within the H2O band at 1.4µm, which is detected in the G141 bandpass

(Evans et al. 2016).

Figure 11 also shows the Rp/R? values measured using ground-based photometry

in the B, r′, and z′ bandpasses. The latter were originally reported by Delrez et al.

(2016) and an independent analysis of the same lightcurves was presented by Evans

et al. (2016). Both studies obtained similar estimates for Rp/R? in each bandpass that

are larger than those obtained from the HST data. It is unclear what is responsible
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for this tension. As noted above, updated values for a/R? and b were used in the

lightcurve fits of the present study. However, for the G141 dataset, this had the

effect of shifting the mean Rp/R? value to a higher value from 0.1211±0.0003 (Evans

et al. 2016) to 0.1218 ± 0.0004 (Table 1). A similar upward shift for the ground-

based photometry would make those data more discrepant relative to the HST data.

Alternatively, during the photometry data reduction, effects such as aperture light-

losses or an over-estimated background may have artificially deepened the transit

signals, resulting in Rp/R? estimates above the true values. Another more speculative

possibility is intrinsic variability of the atmosphere from epoch to epoch. For example,

Parmentier et al. (2013) report a 3D GCM study showing that significant variations

in passive tracer abundances over ∼ 100 day timescales are possible at the planetary

limb of hot Jupiters. As those authors note, if this occurs for strongly-absorbing

species such as TiO and VO, it could have significant implications for transmission

spectra measured at different epochs. Indeed, the ground-based photometry and HST

STIS observations were separated by over 100 days. However, the current data are

insufficient to test this theory, and we consider it more likely that the difference is

due to some unaccounted-for systematic in the ground-based photometry.

To evaluate the robustness of the HST transmission spectrum, we performed a

number of tests, full details of which are reported in Appendix B. First, we find that

the measured transmission spectrum is insensitive to our treatment of limb darkening.

Second, we investigated the inclusion of time t as an additional GP input variable in

the lightcurve fits and obtain very similar results to those reported here. Third, for

the G430L data, we find that the measured transmission spectrum is repeatable when

each of the two visits are analyzed separately. Fourth, we conclude that stellar activity

is unlikely to have significantly affected the measured transmission spectrum, based

on: (1) the lack of photometric variability and modest X-ray flux of the WASP-121

host star; (2) the epoch-to-epoch repeatability of the G430L datasets; (3) the good

level of agreement obtained across the overlapping wavelength range of the G430L

and G750L datasets; and (4) the inability of unocculted spots to explain the shape

of the measured spectrum under reasonable assumptions. In the following sections,

we therefore seek to interpret the measurements shown in Figure 11 as the signal of

the planetary atmosphere.

5.1. Rayleigh scattering and a gray cloud-deck

The signature of aerosol scattering is ubiquitous in observations of exoplanet at-

mospheres (e.g. Pont et al. 2008; Kreidberg et al. 2014; Nikolov et al. 2014, 2015;

Sing et al. 2015). For hot Jupiter transmission spectra, this is unsurprising given

the large number of refractory species expected to condense at the temperatures and

pressures characteristic of these atmospheres (e.g. Woitke et al. 2018), as well as the

highly-sensitive nature of the grazing geometry to even trace opacity sources (Fortney

2005). Indeed, the rise in opacity toward shorter wavelengths that we measure for
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WASP-121b is somewhat reminiscent of transmission spectra previously obtained for

other hot Jupiters, which can be explained by Rayleigh scattering due to high-altitude

layers of submicron aerosols (Sing et al. 2016). In addition, an optically-thick cloud

deck could act as a gray opacity source, if present at low pressures.

We investigated how well the WASP-121b transmission spectrum can be explained

by aerosols by first fitting simple Rayleigh scattering and cloud deck models to the

STIS data spanning the G430L and G750L gratings. For the Rayleigh component, we

followed the methodology outlined by Lecavelier Des Etangs et al. (2008) (L08), who

provide relations between the slope of the transmission spectrum and the atmospheric

temperature, under the assumption of scattering particles distributed uniformly with

pressure. For the cloud deck component we assumed a wavelength-independent opac-

ity, implemented as a horizontal flat line in Rp/R? that was allowed to float vertically

relative to other spectral features in the transmission spectrum. For this initial anal-

ysis, we excluded the G141 dataset, as it exhibits a clear spectral feature due to H2O,

which would add additional complexity to the model. This is addressed in Section

5.4, where we perform a free-chemistry fit to the combined STIS+WFC3 dataset that

includes opacity due to both gas-phase species and aerosols.

Our best-fit model combining a Rayleigh slope with cloud-deck is shown in Fig-

ure 12. It provides a poor fit to the data, with a reduced χ2 of 1.8 for 57 degrees

of freedom, allowing us to exclude it at 3.7σ confidence. This is due to the in-

ability of a featureless cloud deck to explain the optical data across the 0.47–1µm

wavelength range. Furthermore, the temperature inferred from the Rayleigh slope

is 6980 ± 3660 K, which is improbably high for the atmospheric pressures probed in

transmission. For instance, if WASP-121b absorbs all incident radiation on its day-

side hemisphere (i.e. the Bond albedo is zero), then the substellar point would have

a temperature of T?/
√
a/R? ∼ 3280 K and the day-night boundary probed by the

transmission spectrum should be considerably cooler. Furthermore, at such high tem-

peratures, no condensates are expected to exist and molecules should be thermally

dissociated, including H2.

To be conservative, we also tried dividing the NUV-optical data into different wave-

length sections and fitting them one at a time. For convenience, we will refer to these

subsets as the blue (0.3–0.47µm) and red (0.47–1µm) data. In principle, a good fit

to one or both of these datasets separately should be easier to achieve than a good

joint fit, as the models need not be self-consistent.

First, we fit a Rayleigh profile to the blue data, as this is where the transmission

spectrum exhibits a strong slope. Although we obtain a better statistical fit with

a reduced χ2 of 1.6 for 10 degrees of freedom (Figure 12), the inferred temperature

remains implausibly high at 6810 ± 1530 K. Given this, we conclude that the rise

in the measured transmission spectrum toward NUV wavelengths is too steep to be

explained by scattering out of the transmission beam. Instead, it would suggest the

presence of one or more significant NUV absorbers in the upper atmosphere of WASP-
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Figure 12. Similar to Figure 11, but showing only the STIS data. (Top panel) Rayleigh
scattering fit to the NUV data only (green line) and a hybrid Rayleigh+cloud model fit to
the complete STIS dataset (yellow line). Although Rayleigh scattering gives a good fit to
the NUV data, it requires invoking an unphysically high temperature. The Rayleigh+cloud
model is ruled out at 3.7σ confidence, due to the opacity variations measured across optical
wavelengths. (Bottom panel) Models illustrating the expected opacity contribution due to
SH for temperatures of 1500 K and 2000 K with volume mixing ratios 100 ppm and 20 ppm,
respectively (brown lines).
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121b, assuming the slope is indeed a feature of the planetary spectrum and not caused

by an uncorrected systematic effect in the data.

Second, we tried fitting a gray cloud deck to the G430L and G750L data, with

the blue G430L subset excluded. For this scenario (not shown in Figure 12), we

obtain a reduced χ2 of 1.9 for 51 degrees of freedom, which formally rules it out

at 3.8σ confidence. Alternatively, if the Rp/R? uncertainties for these optical data

have been uniformly underestimated by ∼ 30%, this gray cloud scenario would only

be excluded at ∼ 1σ confidence. However, lacking any reason to doubt our inferred

Rp/R? uncertainties, we propose instead that the optical data exhibit significant

spectral variations that cannot be explained by a gray cloud deck.

5.2. Forward model comparison with optical-NIR data

The results of the previous section imply the transmission spectrum of WASP-121b

exhibits significant wavelength-dependent opacity variations across the ∼ 0.47–1µm

wavelength range. To explore this further, we used the ATMO code (Amundsen et al.

2014; Drummond et al. 2016; Goyal et al. 2018; Tremblin et al. 2015, 2016) to generate

a small grid of aerosol-free atmosphere models spanning temperature and metallicity,

assuming isothermal pressure-temperature (PT) profiles and chemical equilibrium

abundances. Specifically, our grid consisted of temperatures ranging from 1000 K to

2700 K in 100 K increments, each evaluated for metallicities of 0.1×, 1×, 10×, 20×,

30×, 40×, and 50× solar. ATMO solves for the gas-phase and condensed-phase chemical

equilibrium mole fractions for a given pressure, temperature, and set of elemental

abundances (Drummond et al. 2016). For the results presented here we consider

local condensation, such that the chemistry calculation in each model pressure level

is entirely independent of all other pressure levels. We do not account for rainout

chemistry, under which condensation deeper within the atmosphere depletes elemental

abundances at lower pressures levels (Burrows & Sharp 1999; Madhusudhan et al.

2011; Mbarek & Kempton 2016). Rainout could be important in the atmosphere of

WASP-121b, but we defer investigation of this effect to future work that includes

a more realistic treatment of the PT profile than the isothermal assumption made

here. Finally, we applied uniform vertical offsets to Rp/R? for each model in order to

optimize the match to the data. No further tuning of the models was performed.

None of these equilibrium models are able to explain the absorption at wavelengths

shortward of 0.47µm, nor the G141 bump between wavelengths of 1.15–1.3µm. We

discuss these latter two components of the transmission spectrum further in Sections

5.3 and 5.4, respectively. For the remaining data – namely, the STIS data spanning the

0.47–1µm wavelength range and the WFC3 data covering the H2O band centered at

1.4µm – we find a good match is obtained for the model with a temperature of 1500 K

and metallicity of 20× solar (Figure 11), which has a reduced χ2 of 1.0 for 69 degrees

of freedom. Similarly good matches to the data are obtained for the 1500 K models
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Figure 13. (Left panel) Individual contributions to the transmission spectrum due to the
major radiatively-active species in the best-match forward model shown in Figure 11, i.e.
chemical equilibrium for T = 1500 K and 20× solar metallicity. Note that continuum opacity
due to gas-phase species such as H2 and He is not shown. (Right panel) Corresponding
pressure-dependent abundances.

with metallicities of 10× and 30× solar. These metallicities are broadly consistent

with predictions for a 1.18MJ planet such as WASP-121b (Thorngren et al. 2016).

Aside from collision-induced asorption and gas-phase Rayleigh scattering, the pri-

mary opacity sources of these models are Na and VO at optical wavelengths and H2O

at NIR wavelengths. This is illustrated in Figure 13, which shows a break-down of

the opacity sources in the best-matching chemical equilibrium model. Interestingly,

opacity due to TiO is not as significant as VO in the optical, despite Ti being approxi-

mately an order of magnitude more abundant than V for solar elemental composition

(Asplund et al. 2009). This occurs because for a given pressure, the condensation

of Ti species commences at higher temperatures than for V species (e.g. Burrows

& Sharp 1999; Woitke et al. 2018). The isothermal temperature of the best-match

model (i.e. 1500 K) is less than the condensation temperature of both Ti3O5(s) and

V2O3(s), meaning that these are the dominant forms of Ti and V in the model, re-

spectively. However, since the isothermal temperature is closer to the VO(g)/V2O3(s)

condensation temperature than the TiO(g)/Ti3O5(s) condensation temperature, the

abundance of VO(g) is larger than for TiO(g).

In contrast, Lodders (2002) found that calcium titanates (e.g. CaTiO5) – which

are not currently included in ATMO – are likely to be the first Ti-bearing conden-

sates to form. Furthermore, arguing from trends in solar system meteorite data

and M/L dwarf spectra, Lodders notes that V will likely condense in solid solution

with the calcium titanates, resulting in VO gas-phase depletion commencing at the

same temperature as TiO gas-phase depletion. However, for hot Jupiters, Ti and V

condensation may depend on condensation and mixing timescales, both vertical and

horizontal, that are very different to the protostellar nebula and M/L dwarfs. Such
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details are complex and beyond the scope of the present study. At this stage, we

simply note that VO absorption is favored by these HST data for WASP-121b, with

no evidence for significant TiO absorption, an interpretation that is corroborated by

the free-chemistry retrieval presented in Section 5.4 below.

We also note that the best-matching forward model temperature of 1500 K is sub-

stantially cooler than that of the dayside photosphere, which is inferred to be∼ 2700 K

from secondary eclipse measurements (Evans et al. 2017). Such a large temperature

difference between the dayside photosphere probed during secondary eclipse and the

upper atmosphere of the day-night limb probed during primary transit is in fact

broadly in line with predictions of 3D general circulation models of ultra-hot Jupiters

(e.g. Kataria et al. 2016). Furthermore, the best-match temperature of 1500 K is

likely to be at the lower end of the plausible range, because, as noted above, the

forward models we consider here do not include rainout chemistry. Rainout chem-

istry will likely result in VO condensing at higher temperatures, as the abundance of

VO in the upper atmosphere would be determined by the atmospheric temperature

profile at higher pressures where the condensation temperature is also higher. Since

the appearance or disappearance of VO spectral bands is primarily what determines

the ability of our forward models to match the data (Figure 11), forward models with

rainout chemistry would consequently tend to favor higher temperatures. As noted

above, we do not consider models with rainout here, as the details will be highly

sensitive to the atmospheric PT profile at pressures > 0.1 bar, which is unconstrained

by the current data.

5.3. Absorption at NUV wavelengths

We now consider the steep rise in the transmission spectrum at wavelengths short-

ward of ∼ 0.47µm. As explained in Section 5.1, we consider it unlikely that this

feature can be explained by Rayleigh scattering due to gas-phase species such as H2

or high-altitude aerosols. In addition, our chemical equilibrium models presented in

Section 5.2 do not predict significant absorption above the H2 continuum at these

wavelengths. Nonetheless, we find the rise of the transmission spectrum at NUV

wavelengths is empirically repeatable. It is recovered by our analysis when the spec-

troscopic lightcurves for the two G430L visits are fit jointly and also when they are

each fit individually (see Section B.4).

One candidate absorber is the mercapto radical, SH, comprised of a sulfur atom

and a hydrogen atom. Indeed, SH was predicted by Zahnle et al. (2009) (Z09) to be a

strong NUV absorber in hot Jupiter atmospheres. Using a 1D photochemical kinetics

code, Z09 found the abundance of SH may peak at pressures around ∼ 1–100 mbar

in typical hot Jupiter atmospheres, with a mixing ratio of ∼ 10 ppm (see Figure 2

of Z09). At these pressures, H2S is the most abundant sulfur-bearing phase under

chemical equilibrium (Visscher et al. 2006), while atomic H and S are also available

due to photodissociation of molecules such as H2 and H2O. The production of SH
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(2009) and rotational-vibrational transitions are from ExoMol (Yurchenko et al. 2018).
Cross-sections for H2O, VO, and Na are also shown, weighted by the relative abundances
implied by the model shown in Figure 13.

then proceeds through numerous chemical pathways involving H2S, H, and S (Z09;

see also Zahnle et al. 2016).

To explore whether or not SH can explain the observed NUV absorption, we per-

formed a simple fit to the 13 shortest-wavelength data points of the transmission

spectrum, spanning the 0.3–0.47µm wavelength range (i.e. the blue G430L data sub-

set indicated by light blue halos in Figures 11 and 12). As in Section 5.1, we followed

the methodology outlined in L08. We computed the change in relative planetary ra-

dius due to SH absorption, adopting a planetary surface gravity g = 940 cm s−2 and

stellar radius R? = 1.458R� (Delrez et al. 2016). We also assumed µ = 2.22 atomic

mass units (see Section 4) and set Rp/R? = 0.120 as the altitude where H2 becomes

optically thick at grazing geometry for a wavelength of λ0 = 350 nm (Figure 11),

corresponding to a planetary radius of Rp = 1.702RJ. This in turn translates to an

atmospheric pressure of ∼ 20 mbar, assuming a temperature of ∼ 1500–2000 K and

an H2 scattering cross-section of σ0 = 3.51 × 10−27 cm2 molecule−1 for λ0 = 350 nm

(see Section 4.1 of L08; also, Sing et al. 2016). Having thus established the pres-

sure scale, we took the temperature-dependent absorption cross-sections for SH and

varied the mixing ratio to optimize the match to the NUV transmission spectrum

using Equation 1 of L08. For the SH cross-sections, we combined those derived by

Z09 with those recently published by the ExoMol project (Yurchenko et al. 2018).

Specifically, the Z09 cross-sections were generated from transitions of the lowest five

vibrational levels of the ground electronic state X2Π to the lowest three vibrational
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Figure 15. Abundance predictions for important sulfur species assuming 20× solar metal-
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with a hydrogen-dominated atmosphere orbiting an F6V host star at the same distance as
WASP-121b.

levels of the upper electronic state A2Σ+ (without predissociation), and exhibit a

strong NUV signature. These transitions are not considered in the ExoMol cross-

sections, which only account for rotational-vibrational transitions. Both the Z09 and

ExoMol cross-sections are shown in Figure 14.

The results of this process are shown in Figure 12. We obtain respectable matches

to the data with mixing ratios of ∼ 100 ppm and ∼ 20 ppm, respectively, for the

T = 1500 K and T = 2000 K absorption cross-sections of Z09. For comparison,

Figure 15 shows predicted abundances from the photochemical kinetics code of Z09

for a planet similar to WASP-121b with 20× solar metallicity and vertical mixing

parameter Kzz = 109 cm2 s−1. We find abundances of ∼ 20–100 ppm are plausible

for SH across the bar to mbar pressure range probed by the transmission spectrum,

lending some credibility to the hypothesis that it could be the mystery NUV absorber.

However, as stressed by Z09, the SH cross-sections remain subject to considerable

uncertainty, due to the paucity of available experimental data. This, combined with

the low spectral resolution of the G430L data, prevent us from conclusively confirming

or ruling out SH at the present time. Other sulfur-bearing compounds that are

likely to be abundant, such as SiS, have strong features at NUV wavelengths but

remain poorly modeled. Lothringer et al. (2018) have also flagged gas-phase Fe as

an important NUV absorber in ultra-hot Jupiter atmospheres, although we find it
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is unable to account for the measured signal in the present dataset – at least under

assumptions of equilibrium chemistry for pressures > 10−5 bar – as it was included in

the ATMO forward models described in Section 5.2 (see Figure 13).

Regardless of the identity of the putative NUV absorber, it likely provides signif-

icant heating of the upper atmosphere. For instance, across the 0.3–0.47µm wave-

length range, the mean SH absorption cross-section varies from ∼ 10−16 to 10−22

cm2 molecule−1 (Figure 14). Assuming a mixing ratio of ∼ 10 ppm, in line with our

above estimates, this implies a mean atmospheric opacity (i.e. absorption cross-section

× mixing ratio) of ∼ 10−24 cm2 molecule−1 at the pressures probed in transmission.

We find incorporating such an absorber into the 1D radiative-convective atmosphere

model of Marley and collaborators (e.g. Marley & McKay 1999; Marley et al. 2002;

Fortney et al. 2008; Saumon & Marley 2008; Marley et al. 2012) would likely heat the

atmosphere of WASP-121b by ∼ 500 K at mbar pressures. Such heating could, for

example, help maintain optical absorbers such as VO and TiO in the gas phase, which

in turn would provide further heating of the upper atmosphere. Properly account-

ing for effects such as these may be important for accurate modeling of planetary

circulation and energy budgets.

Absorption of incident UV flux exceeding that predicted by models has also been

observed in solar system atmospheres. Two well-known examples are Venus and

Jupiter. On Jupiter, a broad reflectivity dip near 0.3µm has been attributed to a

high-altitude dust or haze (Owen & Sagan 1972; Axel 1972). The composition of this

chromophore is still not known and is generally attributed to some disequilibrium

combination of S, N, C, and P species (for a fuller discussion see West et al. 2004).

Likewise on Venus, dark markings in the atmosphere at UV wavelengths remain

poorly understood, well over four decades after their discovery (e.g., Esposito et al.

1997). These features have also been attributed to some disequilibrium – perhaps

S-bearing – absorber (but see Pollack et al. 1980).

5.4. Retrieval analysis of optical-NIR data

In addition to comparing the data with predictions of forward models that assume

chemical equilibrium (Section 5.2), we performed a free-chemistry retrieval analysis.

For these calculations, we treat the abundances of the radiatively-active chemical

species as free parameters in the model, rather than solving for the chemical equi-

librium abundances at a given temperature. As for the forward models, this was

done using ATMO, which can compute transmission spectra for any given atmospheric

composition and PT profile. ATMO has previously been used for retrieval analyses

of transmission spectra (Wakeford et al. 2017, 2018) and thermal emission spectra

(Evans et al. 2017).

Since ATMO does not currently include any opacity sources that can explain the

steep rise observed at NUV wavelengths (Figure 11), we restricted the retrieval to

optical-NIR wavelengths longward of 0.47µm. We assumed an isothermal PT profile
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Figure 16. Results of the free-chemistry retrieval analysis. (Off-diagonal panels) Heat
maps showing density of samples drawn from the MCMC analysis for different pairs of
parameters. (Diagonal panels) Marginalized density distributions for individual parameters.
Solid orange lines indicate parameter median values and dashed orange lines indicate ranges
spanning 68% of samples.

and allowed the limb-averaged temperature (Tlimb) to vary as a free parameter, as

well as the reference planet radius corresponding to the 1 mbar pressure level (Rmbar)

effectively providing a floating offset between the model and data. The abundances of

H2O, TiO, VO, Na, and FeH were allowed to vary relative to a background atmosphere

composition dominated by H2 and He, assuming uniform mixing ratios with pressure.

Other gas-phase absorbers such as K and CO were fixed to equilibrium abundances

for the final analysis, as these were found to be unconstrained by the current data.

Opacity due to aerosol Rayleigh scattering and optically-thick gray cloud was treated

using the approach of Sing et al. (2016). Fitting was performed using differential

evolution MCMC (Eastman et al. 2013), as described in our previous work (Evans

et al. 2017; Wakeford et al. 2017, 2018).

The inferred distributions for each model parameter are summarized in Table 4 and

shown in Figure 16. We find no evidence for opacity contribution due to aerosols, ir-

respective of whether they are treated as an enhanced Rayleigh scattering component

or an optically-thick gray cloud. For this reason, we only present the results for the
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case including gray cloud, as the specific treatment of aerosols has negligible impact

on the values inferred for the other model parameters.

We obtain a limb-averaged temperature of Tlimb = 1554+241
−271 K, in agreement with

the best-matching chemical equilibrium model presented in Section 5.2. The inferred

abundances for H2O (−2.2+0.3
−0.3 dex), VO (−6.6+0.2

−0.3 dex), and TiO (−10.4+1.0
−0.9 dex) are

also in good agreement with those predicted by the best-matching equilibrium model

(Figure 13). The inferred abundance for Na (−2.4+0.4
−0.7 dex; 2σ lower limit of−4.22 dex)

is somewhat higher than the 20× solar value of −4.24 dex (Figure 13). One possi-

bility is that the core of the Na line is probing the planetary thermosphere, where

temperatures are higher and the pressure scale height is larger. This would produce a

strong Na feature that the retrieval may misinterpret as indicating a high abundance.

For instance, Huitson et al. (2012) detected a strong Na line in the STIS transmission

spectrum for HD 189733b, which high-resolution spectroscopy showed is caused by a

thermosphere (Wyttenbach et al. 2015).

In addition, the inferred abundance for FeH (−3.7+0.4
−0.4 dex) is ∼ 5 orders of magni-

tude greater than expected for 20× solar metallicity (Figure 13). Such a high FeH

abundance – which we consider implausible – is driven by the bump in the measured

transmission spectrum across the 1.15–1.3µm wavelength range, where FeH has a

significant absorption signature (e.g. see Figure 7 of Sharp & Burrows 2007). This

can be seen clearly in Figure 17, which shows the distribution of spectra implied by

the retrieval analysis, compared with the best-matching chemical equilibrium model.

The inability of our model to simultaneously explain the 1.15–1.3µm bump and the

rest of the data results in a moderately-poor overall fit, with a reduced χ2 of 1.5 for

67 degrees of freedom.

The 1.15–1.3µm bump in the transmission spectrum remains puzzling. It has been

recovered by multiple independent analyses of the data performed within our own

group, as well as those published by others (e.g. Tsiaras et al. 2018). We note that it

coincides with a possible spectral feature identified in the dayside thermal spectrum,

which was tentatively attributed to VO emission (Evans et al. 2017). However, it

is difficult to reconcile VO with the feature seen in the transmission spectrum, as it

would require increasing the abundance to a level that would be incompatible with

the data at optical wavelengths, where VO has a higher opacity. On the other hand,

although the host star is photometrically quiet and care has been taken to precisely

measure the absolute transit depths for each bandpass (G430L, G750L, G141), it is

conceivable that small offsets in Rp/R? remain, which, if accounted for, could allow

VO to simultaneously explain the transmission spectrum at optical wavelengths along

with the 1.15–1.3µm feature. For multi-epoch observations that do not overlap in

wavelength such as those considered here, it is impossible to rule out such a scenario

with absolute confidence. Upcoming G141 observations should allow a determinina-

tion of whether or not the 1.15–1.3µm bump is repeatable. It is also worth noting

that a strong thermal gradient over the pressures probed in transmission – which
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Figure 17. Similar to Figure 11, but showing the distribution of model spectra inferred by
the retrieval analysis as well as a hypothetical signal due to SH. The dark green line shows
the sample mean at each wavelength and the shaded green areas progressively encompass
68%, 95.5%, and 99.7% of samples about the mean. A significant departure from the
chemical equilibrium model occurs between wavelengths of ∼ 0.9–1.3µm. This is due to the
retrieval inferring a high FeH abundance to explain the bump in the transmission spectrum
measured over the short-wavelength half of the G141 bandpass.

has not been considered in the present study – could potentially affect the shape

of the transmission spectrum by altering the pressure-dependent scale height H and

chemical abundances.

In summary, the retrieval analysis reveals no evidence for aerosols in the optical-NIR

transmission spectrum of WASP-121b. The inferred limb-averaged temperature and

gas-phase abundances are overall in good agreement with the best-matching forward

models of Section 5.2, which assume chemical equilibrium and 10–30× solar metallic-

ity. The primary exception is the inferred FeH abundance, which as described above

is far higher than expected for chemical equilibrium and 10–30× solar metallicity. We

thus conclude that it is unlikely FeH opacity is the true cause of the spectral bump

at wavelengths 1.15–1.3µm, the provenance of which remains uncertain.

6. CONCLUSION

We have presented a STIS transmission spectrum for WASP-121b, spanning the

0.3–1µm wavelength range, adding to the 1.15–1.65µm wavelength coverage of pub-

lished WFC3 data. The new optical data show an increase in atmospheric opacity for

wavelengths shortward of ∼ 0.47µm, with a slope that is too steep to be explained
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by Rayleigh scattering. Instead, assuming the NUV rise is a bona fide signature of

the planetary atmosphere, it must be caused by one or more absorbers. We propose

SH as a possible candidate, with a mixing ratio of approximately ∼ 20–100 ppm.

Although the identity of the NUV absorber remains uncertain, it should cause sub-

stantial heating of the upper atmosphere and therefore could be an important com-

ponent missing from existing models of highly-irradiated atmospheres. At longer

wavelengths between 0.47–1µm, we measure significant opacity variations that can

be well-explained by VO absorption. Analyzing the STIS and WFC3 data with both

free-chemistry retrievals and comparisons to chemical equilibrium forward models,

we estimate abundances of H2O and VO approximately ∼ 10–30× solar. We find no

significant evidence for TiO, suggesting it may have condensed from the gas-phase.

Our chemical equilibrium forward models are unable to simultaneously reproduce

the optical data and the WFC3 bump spanning the 1.15–1.35µm wavelength range.

Free-chemistry retrievals are able to do so, but only by invoking an unrealistically

high FeH abundance.

Overall, the evidence uncovered here for significant NUV and optical absorption

implies a substantial fraction of incident stellar radiation is likely deposited at low

pressures in the atmosphere of WASP-121b. Heating via this mechanism could be

responsible for the thermal inversion detected on the dayside hemisphere. The broad

coherence of this picture is tantalizing, but many unknowns remain. Although we

consider the evidence for VO in the existing transmission spectrum to be reasonably

strong, further observations are required to confirm or rule it out at high confidence.

Similarly, additional observations, along with a more extensive exploration of candi-

dates other than SH, are required to identify the NUV absorber. The possible expla-

nation provided by SH, however, flags the potential importance of non-equilibrium

sulfur chemistry in highly-irradiated atmospheres, which until now has received rela-

tively little attention.
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Table 1. Results of white lightcurve MCMC analyses. Quoted values give sample medians
with uncertainties corresponding to ranges encompassing 68% of samples about the median.
Note that σ values were not fit directly as part of the MCMC analysis but obtained by
multiplying the β values by the formal photon noise values for each lightcurve.

a/R? and b allowed to vary

G430Lv1 G430Lv2 G750L G141

Rp/R? 0.1226+0.0006
−0.0006 0.1223+0.0004

−0.0005 0.1216+0.0004
−0.0004

u1 0.50+0.06
−0.06 0.21+0.08

−0.09 0.16+0.06
−0.05

u2 0.11+0.11
−0.11 0.25+0.15

−0.14 0.10+0.09
−0.10

a/R? 3.87+0.04
−0.04 3.88+0.03

−0.05 3.83+0.02
−0.04

b 0.05+0.05
−0.04 0.08+0.08

−0.06 0.06+0.06
−0.04

i (◦) 89.3+0.5
−0.8 88.8+0.8

−1.2 89.1+0.6
−1.0

Tmid (MJD) 57685.74504+0.00061
−0.00057 57698.49467+0.00058

−0.00061 57704.86884+0.00018
−0.00023 57424.38323+0.00019

−0.00039

β 1.29+0.18
−0.17 1.16+0.19

−0.17 1.36+0.12
−0.11 1.08+0.13

−0.11

σ (ppm) 116+17
−15 105+17

−15 141+12
−12 67+8

−7

c0 1.0003+0.0005
−0.0006 0.9991+0.0004

−0.0003 1.0018+0.0022
−0.0013 1.0000+0.0003

−0.0004

c1 0.000159+0.000001
−0.000001 0.000895+0.000007

−0.000007 0.000113+0.000005
−0.000006 −0.000199+0.000006

−0.000006

A (ppm) 963+473
−251 593+263

−159 1708+1177
−727 486+261

−141

lnL−1
φ −1.12+0.75

−0.92 0.15+0.54
−0.70 −3.57+1.20

−1.09 −0.68+0.42
−0.48

lnL−1
x −0.96+0.43

−0.58 −1.14+0.93
−1.14 −4.23+1.14

−1.06 −1.03+0.68
−0.82

lnL−1
y −1.18+1.30

−1.56 −0.89+0.85
−1.27 −4.75+1.02

−0.93 −3.24+1.55
−1.72

a/R? and b held fixed

G430Lv1 G430Lv2 G750L G141

Rp/R? 0.1223+0.0006
−0.0006 0.1219+0.0004

−0.0005 0.1218+0.0004
−0.0004

u1 0.51+0.06
−0.06 0.18+0.08

−0.09 0.16+0.06
−0.05

u2 0.11+0.11
−0.11 0.33+0.15

−0.14 0.08+0.09
−0.10

a/R? 3.86 (fixed)

b 0.06 (fixed)

i (◦) 89.1 (fixed)

Tmid (MJD) 57685.74516+0.00021
−0.00021 57698.49459+0.00022

−0.00022 57704.86860+0.00017
−0.00018 57424.38341+0.00009

−0.00010

β 1.33+0.17
−0.16 1.21+0.19

−0.19 1.36+0.12
−0.11 1.10+0.13

−0.11

σ (ppm) 120+15
−14 109+17

−17 141+13
−11 68+8

−7

c0 1.0002+0.0006
−0.0009 0.9992+0.0006

−0.0004 1.0012+0.0020
−0.0010 0.9999+0.0003

−0.0005

c1 0.000128+0.000002
−0.000002 0.000897+0.000011

−0.000010 0.000225+0.000040
−0.000045 −0.000218+0.000043

−0.000042

A (ppm) 1175+767
−371 720+445

−238 1323+1252
−611 565+362

−181

lnL−1
φ −1.30+0.59

−0.75 −0.08+0.64
−1.14 −2.67+1.61

−1.39 −0.79+0.43
−0.50

lnL−1
x −1.66+1.02

−1.48 −1.29+1.18
−1.70 −4.55+1.19

−1.00 −1.55+0.76
−0.93

lnL−1
y −1.89+1.30

−1.22 −1.27+0.97
−1.28 −4.67+1.06

−0.96 −4.07+1.74
−1.28
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Table 2. Results of G430L spectroscopic lightcurve fits for selected parameters.

λ (Å) Rp/R? u1 u2 βv1 σv1 (ppm) βv2 σv2 (ppm)

2898-3499 0.1246+0.0010
−0.0011 0.55+0.08

−0.08 0.21+0.13
−0.13 1.16+0.10

−0.10 565+47
−49 1.15+0.10

−0.11 557+50
−52

3499-3700 0.1238+0.0009
−0.0010 0.41+0.09

−0.09 0.30+0.14
−0.14 1.03+0.11

−0.09 593+61
−54 1.10+0.10

−0.09 635+55
−51

3700-3868 0.1235+0.0012
−0.0011 0.41+0.10

−0.10 0.39+0.14
−0.15 1.11+0.11

−0.11 550+56
−54 1.13+0.11

−0.11 559+52
−53

3868-4041 0.1223+0.0008
−0.0008 0.58+0.08

−0.08 0.23+0.12
−0.12 1.13+0.09

−0.09 439+36
−36 1.13+0.10

−0.10 440+39
−37

4041-4151 0.1211+0.0006
−0.0007 0.60+0.07

−0.07 0.15+0.12
−0.11 1.06+0.09

−0.08 438+38
−34 1.02+0.10

−0.09 422+41
−36

4151-4261 0.1227+0.0007
−0.0007 0.62+0.07

−0.07 0.09+0.12
−0.12 1.02+0.10

−0.09 399+37
−36 1.06+0.12

−0.12 413+46
−47

4261-4371 0.1230+0.0006
−0.0006 0.50+0.08

−0.08 0.14+0.12
−0.12 1.15+0.10

−0.09 452+38
−35 0.93+0.11

−0.10 365+42
−40

4371-4426 0.1225+0.0009
−0.0009 0.54+0.08

−0.09 0.21+0.13
−0.13 0.98+0.11

−0.10 504+56
−52 1.09+0.09

−0.09 560+48
−46

4426-4481 0.1209+0.0008
−0.0007 0.62+0.08

−0.08 0.08+0.12
−0.13 0.92+0.10

−0.10 463+50
−51 1.09+0.09

−0.09 551+46
−47

4481-4536 0.1196+0.0007
−0.0007 0.58+0.07

−0.08 0.18+0.12
−0.12 1.09+0.09

−0.08 539+45
−41 0.96+0.10

−0.09 473+47
−45

4536-4591 0.1208+0.0008
−0.0007 0.48+0.08

−0.08 0.21+0.13
−0.13 1.11+0.09

−0.09 554+45
−44 1.07+0.09

−0.09 531+45
−44

4591-4646 0.1211+0.0007
−0.0008 0.43+0.07

−0.08 0.29+0.12
−0.12 1.03+0.10

−0.10 507+50
−50 1.00+0.10

−0.09 493+48
−44

4646-4701 0.1205+0.0010
−0.0009 0.55+0.09

−0.09 0.14+0.14
−0.14 1.09+0.10

−0.10 546+52
−48 1.03+0.10

−0.11 517+52
−53

4701-4756 0.1224+0.0007
−0.0006 0.52+0.08

−0.08 0.11+0.12
−0.12 0.98+0.10

−0.11 492+50
−54 0.86+0.10

−0.10 434+53
−50

4756-4811 0.1216+0.0007
−0.0007 0.45+0.08

−0.08 0.24+0.12
−0.12 0.99+0.09

−0.09 498+44
−46 0.94+0.09

−0.09 471+47
−45

4811-4921 0.1214+0.0006
−0.0006 0.45+0.08

−0.08 0.10+0.12
−0.12 1.00+0.10

−0.10 373+36
−36 1.06+0.10

−0.10 395+38
−38

4921-4976 0.1208+0.0008
−0.0008 0.43+0.08

−0.08 0.21+0.12
−0.13 1.10+0.10

−0.10 557+48
−48 1.04+0.10

−0.09 522+50
−46

4976-5030 0.1216+0.0008
−0.0009 0.45+0.09

−0.09 0.20+0.14
−0.14 1.06+0.09

−0.09 539+48
−46 1.11+0.09

−0.09 562+46
−46

5030-5085 0.1230+0.0008
−0.0008 0.40+0.08

−0.08 0.16+0.13
−0.13 1.08+0.09

−0.08 542+48
−41 1.03+0.10

−0.09 516+50
−47

5085-5140 0.1222+0.0007
−0.0008 0.50+0.08

−0.09 0.07+0.14
−0.13 1.06+0.09

−0.09 531+47
−45 1.01+0.10

−0.10 507+51
−52

5140-5195 0.1234+0.0008
−0.0008 0.36+0.09

−0.09 0.20+0.13
−0.13 0.99+0.10

−0.10 511+54
−51 1.09+0.09

−0.08 561+49
−43

5195-5250 0.1224+0.0008
−0.0008 0.36+0.08

−0.08 0.18+0.13
−0.13 0.95+0.10

−0.10 486+54
−49 1.15+0.10

−0.09 592+49
−46

5250-5305 0.1215+0.0007
−0.0007 0.48+0.08

−0.09 0.17+0.13
−0.13 1.02+0.09

−0.09 529+45
−46 0.89+0.10

−0.10 462+51
−52

5305-5360 0.1223+0.0009
−0.0009 0.38+0.09

−0.09 0.16+0.13
−0.14 1.10+0.10

−0.09 572+54
−46 1.05+0.10

−0.09 545+52
−48

5360-5415 0.1221+0.0009
−0.0010 0.27+0.09

−0.09 0.27+0.14
−0.13 1.06+0.11

−0.10 559+59
−53 0.99+0.10

−0.10 523+53
−52

5415-5469 0.1218+0.0009
−0.0008 0.34+0.08

−0.09 0.30+0.13
−0.13 1.07+0.10

−0.09 573+52
−48 1.04+0.10

−0.10 553+52
−52

5469-5524 0.1210+0.0007
−0.0008 0.38+0.08

−0.08 0.21+0.13
−0.13 0.93+0.11

−0.09 502+57
−51 1.06+0.10

−0.09 571+54
−48

5524-5579 0.1229+0.0008
−0.0008 0.40+0.08

−0.09 0.14+0.14
−0.13 1.06+0.09

−0.09 573+48
−47 1.13+0.09

−0.09 613+50
−48

5579-5634 0.1219+0.0008
−0.0009 0.28+0.09

−0.09 0.36+0.13
−0.14 0.93+0.10

−0.10 514+54
−53 1.06+0.10

−0.10 582+53
−54

5634-5688 0.1218+0.0010
−0.0010 0.43+0.09

−0.08 0.16+0.13
−0.13 1.02+0.10

−0.10 565+57
−53 1.23+0.08

−0.08 682+47
−43
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Table 3. Similar to Table 2, but for the G750L spectroscopic lightcurve fits.

λ (Å) Rp/R? u1 u2 β σ (ppm)

5263-5550 0.1205+0.0008
−0.0007 0.36+0.07

−0.08 0.30+0.12
−0.12 1.02+0.08

−0.07 403+30
−29

5550-5648 0.1220+0.0010
−0.0010 0.39+0.08

−0.08 0.22+0.14
−0.13 1.04+0.08

−0.07 609+45
−43

5648-5745 0.1209+0.0010
−0.0011 0.36+0.08

−0.09 0.30+0.13
−0.13 1.05+0.08

−0.08 597+47
−45

5745-5843 0.1211+0.0012
−0.0012 0.31+0.09

−0.09 0.31+0.13
−0.13 1.03+0.09

−0.10 569+50
−52

5843-5940 0.1243+0.0008
−0.0007 0.25+0.08

−0.08 0.28+0.12
−0.13 1.03+0.08

−0.07 563+43
−40

5940-6038 0.1218+0.0008
−0.0008 0.26+0.08

−0.08 0.26+0.13
−0.13 1.04+0.07

−0.07 576+41
−39

6038-6135 0.1223+0.0010
−0.0010 0.26+0.08

−0.09 0.28+0.14
−0.14 1.15+0.08

−0.08 627+44
−43

6135-6233 0.1221+0.0008
−0.0008 0.21+0.08

−0.08 0.34+0.13
−0.13 1.03+0.08

−0.08 561+43
−42

6233-6330 0.1245+0.0009
−0.0008 0.30+0.09

−0.08 0.20+0.13
−0.13 1.05+0.08

−0.08 575+45
−42

6330-6428 0.1202+0.0011
−0.0011 0.30+0.09

−0.09 0.23+0.14
−0.13 1.08+0.08

−0.09 583+45
−48

6428-6526 0.1219+0.0008
−0.0008 0.22+0.09

−0.09 0.22+0.13
−0.13 1.01+0.08

−0.07 547+44
−40

6526-6623 0.1238+0.0008
−0.0009 0.21+0.09

−0.09 0.18+0.13
−0.13 1.13+0.08

−0.07 634+44
−39

6623-6721 0.1225+0.0008
−0.0009 0.28+0.08

−0.08 0.21+0.13
−0.13 0.96+0.09

−0.08 532+48
−45

6721-6818 0.1212+0.0010
−0.0012 0.19+0.09

−0.09 0.25+0.13
−0.13 1.03+0.10

−0.10 572+54
−57

6818-6916 0.1206+0.0010
−0.0009 0.21+0.08

−0.09 0.38+0.14
−0.14 1.03+0.09

−0.09 579+50
−52

6916-7014 0.1243+0.0015
−0.0017 0.16+0.10

−0.10 0.25+0.14
−0.14 1.09+0.09

−0.09 620+53
−53

7014-7111 0.1241+0.0008
−0.0008 0.22+0.08

−0.09 0.19+0.13
−0.13 1.03+0.08

−0.07 594+46
−42

7111-7209 0.1233+0.0009
−0.0009 0.15+0.09

−0.09 0.26+0.13
−0.13 1.13+0.08

−0.07 664+45
−42

7209-7307 0.1225+0.0008
−0.0009 0.22+0.09

−0.09 0.23+0.13
−0.13 1.04+0.08

−0.07 627+47
−44

7307-7404 0.1238+0.0011
−0.0011 0.18+0.09

−0.09 0.22+0.13
−0.13 1.05+0.09

−0.09 655+55
−54

7404-7502 0.1233+0.0009
−0.0008 0.07+0.09

−0.09 0.29+0.13
−0.14 1.06+0.07

−0.07 684+46
−46

7502-7600 0.1235+0.0009
−0.0009 0.16+0.09

−0.09 0.16+0.13
−0.13 0.96+0.08

−0.08 631+51
−50

7600-7698 0.1240+0.0013
−0.0014 0.21+0.09

−0.09 0.30+0.14
−0.14 1.07+0.08

−0.08 722+55
−55

7698-7795 0.1220+0.0012
−0.0012 0.12+0.09

−0.09 0.32+0.14
−0.13 1.14+0.08

−0.08 803+57
−54

7795-7991 0.1203+0.0014
−0.0013 0.16+0.10

−0.09 0.26+0.13
−0.13 1.10+0.09

−0.10 595+50
−52

7991-8186 0.1239+0.0009
−0.0010 0.16+0.09

−0.09 0.27+0.13
−0.13 1.01+0.08

−0.07 609+47
−44

8186-8381 0.1219+0.0011
−0.0011 0.16+0.09

−0.09 0.25+0.13
−0.14 1.06+0.08

−0.08 699+51
−50

8381-8840 0.1208+0.0007
−0.0007 0.08+0.08

−0.08 0.32+0.12
−0.13 0.93+0.08

−0.08 432+37
−35

8840-9299 0.1216+0.0008
−0.0008 0.10+0.08

−0.09 0.20+0.13
−0.13 1.11+0.08

−0.07 548+40
−36

9299-10245 0.1201+0.0009
−0.0009 0.16+0.09

−0.08 0.22+0.13
−0.13 1.14+0.08

−0.08 562+38
−37
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Table 4. Results of free-chemistry retrieval analysis

Parameter Value

Rmbar (RJ) 1.747+0.008
−0.006

Tlimb (K) 1554+241
−271

log10[ H2O ] −2.2+0.3
−0.3

log10[ VO ] −6.6+0.2
−0.3

log10[ TiO ]a < −7.9

log10[ Na ] −2.4+0.4
−0.7

log10[ FeH ] −3.7+0.4
−0.4

ln[σcloud/σ0 ] −6.3+2.5
−2.1

a 3σ upper limit
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APPENDIX

A. RAW SPECTROSCOPIC LIGHTCURVES

HST lightcurves are strongly affected by instrumental systematics that must be

accounted for as part of the lightcurve fitting process. For this reason, we present

the raw spectroscopic lightcurves for the G430Lv1, G430Lv2, and G750L datasets in

Figures A.1, A.2, and A.3, respectively. These figures also show the residuals after

dividing the raw spectroscopic lightcurves by the corresponding white lightcurve best-

fit transit signal, making it easier to inspect the systematics. Red lines indicate the

best-fit systematics of the corresponding white lightcurve in order to highlight the

wavelength-dependent nature of the systematics, which must be modeled individually

for each spectroscopic channel.

As described in Section 4, however, we do apply a common-mode correction before

fitting the spectroscopic lightcurves. The common-mode corrections are constructed

for each dataset from the residuals of the corresponding white lightcurve with the

best-fit transit signal removed. Figures A.4, A.5, and A.6 show the spectroscopic

lightcurves after applying common-mode corrections for the G430Lv1, G430Lv2, and

G750L datasets, respectively. Red lines indicate the best-fit GP model for each

spectroscopic channel, which includes both the systematics and transit signals. His-

tograms of residuals are also shown for each spectroscopic channel. These were gen-

erated by taking 1000 random draws from the best-fit GP model, subtracting each of

these from the data, then binning the resulting residuals.
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Figure A.1. (Left two columns) Raw lightcurves for each spectroscopic channel of the
G430Lv1 dataset. (Right two columns) Black circles show residuals after subtracting the
best-fit white lightcurve transit signal from each of the raw spectroscopic lightcurves, to
highlight the systematics component. Red lines show the best-fit white lightcurve system-
atics model, to emphasize variation in systematics across spectroscopic channels.



WASP-121b optical transmission spectrum 39

2

0

290-350nm 481-492nm

2

0

350-370nm 492-498nm

2

0

370-387nm 498-503nm

2

0

387-404nm 503-509nm

2

0

404-415nm 509-514nm

2

0

415-426nm 514-519nm

2

0

426-437nm 519-525nm

2

0

437-443nm 525-530nm

2

0

443-448nm 530-536nm

2

0

448-454nm 536-541nm

2

0

454-459nm 541-547nm

2

0

459-465nm 547-552nm

2

0

465-470nm 552-558nm

2

0

470-476nm 558-563nm

2 0 2

2

0

476-481nm

2 0 2
563-569nm

0.5
0.0

0.5
0.0

0.5
0.0

0.5
0.0

0.5
0.0

0.5
0.0

0.5
0.0

0.5
0.0

0.5
0.0

0.5
0.0

0.5
0.0

0.5
0.0

0.5
0.0

0.5
0.0

2 0 2

0.5
0.0

2 0 2

Fl
ux

 c
ha

ng
e 

(%
)

G430Lv2 raw

Time from mid-transit (h)

Fl
ux

 c
ha

ng
e 

(%
)

White transit signal removed

Time from mid-transit (h)

Figure A.2. The same as Figure A.1, but for the G430Lv2 dataset.
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Figure A.3. The same as Figure A.1, but for the G750L dataset.
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Figure A.4. (First and third columns) Black circles show spectroscopic lightcurves for the
G430Lv1 dataset after applying a common-mode correction. Red lines show best-fit GP
models that simultaneously account for the transit signal and systematics. (Second and
fourth columns) Histograms of residuals between the data and best-fit GP model for each
spectroscopic lightcurve, generated the same way as those shown in Figure 4. Black lines
show normalized normal distributions with standard deviation equal to photon noise.
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Figure A.5. The same as Figure A.4, but for the G430Lv2 dataset.
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Figure A.6. The same as Figure A.4, but for the G750L dataset.
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B. INVESTIGATING THE ROBUSTNESS OF THE MEASURED

TRANSMISSION SPECTRUM

In this section, we consider a number of affects unrelated to the planet itself that

could potentially introduce biases to the inferred transmission spectrum.

B.1. Sensitivity to limb darkening treatment

As described in Sections 3 and 4, for our main lightcurve analyses we adopted

quadratic limb darkening profiles and allowed both coefficients (u1, u2) to vary as

free parameters in the fitting. However, we also repeated the analyses using the four-

parameter nonlinear law of Claret (2000), with coefficients fixed to values obtained

by fitting to the limb darkened profile of the STAGGER 3D stellar model described

in Section 3. For the white lightcurve analyses, we found the planet parameters

inferred using the two limb darkening treatments (i.e. ‘free quadratic’ and ‘fixed

nonlinear’) were consistent to within 1σ, with only a single exception. Namely, for

the fixed nonlinear analysis of the G750L lightcurve, we obtain a/R? = 3.59+0.12
−0.13 and

b = 0.36+0.07
−0.08, which are both somewhat discrepant relative to the values inferred for

the other lightcurves (Table 1).

For the spectroscopic lightcurve fits, the effect of the two limb darkening treatments

on the recovered transmission spectrum is illustrated in Figure B.1. The differences

are negligible for the G750L and G141 datasets. For the G430L dataset, which at bluer

wavelengths is more strongly affected by limb darkening, the transmission spectrum

is systematically shifted to lower values for the fixed nonlinear analysis. Even so,

the offset is less than 1σ for almost all of the spectroscopic channels and does not

affect the interpretation of the transmission spectrum. We therefore conclude that

our results are insensitive to the choice of limb darkening treatment.

B.2. Including time t as a GP input variable

We repeated the GP fits to the white lightcurves (as described in Section 3) and

spectroscopic lightcurves (as described in Section 4) with time t provided as a fourth

input variable in addition to {φ, x, y}. This was done to allow for possible departures

from the linear function of t that we assumed for the baseline trend. For instance,

Demory et al. (2015) report a ramp-like baseline trend for observations of Alpha Cen

A spanning 16 and 9 consecutive HST orbits. We note, however, that Alpha Cen

A has a brightness of V = 0 mag, compared to V = 10.5 mag for WASP-121, which

may result in especially pronounced systematics. We also note that analyses of STIS

lightcurves often assume linear time baselines, and in a number of instances have been

verified by independent observations using different instruments (e.g. Huitson et al.

2013; Fischer et al. 2016; Nikolov et al. 2016; Espinoza et al. 2018). Furthermore, in

our experience of STIS lightcurves, baseline trend departures from a linear function

of t often correlate with x and y, and would therefore be accounted for by the GP

fits adopting only {φ, x, y} as input variables.
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Figure B.1. Sensitivity of inferred transmission spectrum to limb darkening treatment
for the G430L (top row), G750L (middle row), and G141 (bottom row) datasets. Colored
circles show results obtained assuming a quadratic law with coefficients allowed to vary in
the lightcurve fits and pale yellow squares show results obtained assuming a four-parameter
nonlinear law with coefficients fixed to values estimated from the stellar model described in
the text.

Given this, it is unsurprising that for the white lightcurve fits with t included as an

additional GP input, we obtain results consistent at the 1σ level with those reported

in Table 1 for all but one free parameter. The single exception is the Rp/R? value

inferred from the joint analysis of the two G430L datasets, which was 0.1233+0.0006
−0.0006,

compared with the value of 0.12230.0006
−0.0006 obtained without t as a GP input. However,

this is not a statistically significant difference.

Similarly, for the spectroscopic lightcurve GP analyses including t as an input, we

obtain estimates for Rp/R? that are within 0.1σ of those listed in Tables 2 and 3 for

the majority of channels. Specifically, this was the case for 14 of the G430L channels

and 26 of the G750L channels. For all remaining channels, the Rp/R? estimates were
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Figure B.2. Comparison of the STIS transmission spectrum obtained with (pale yellow
squares) and without (colored circles) time t as a GP input variable.

within 1σ of those obtained without t as a GP input. However, the uncertainties for

Rp/R? increased by a median of ∼ 10% for both the G430L and G750L datasets when

t was included as a GP input. We plot the resulting transmission spectrum in Figure

B.2 and report the results in Table 5.

We suspect the inclusion of t as an additional GP input results in over-estimated

uncertainties for Rp/R?. For most channels, we found the inferred correlation length

scale Lt is large compared to Lφ, Lx, and Ly, implying t is a relatively unimpor-

tant input variable. In practice, t likely plays a very similar role to x and y as a

GP input (consider the second and third rows of Figure 2, after accounting for the

repeatable orbit-to-orbit variations in x and y). Thus, by including t as an input

variable, we may be introducing an extra source of degeneracy to the systematics

model which is not justified by the data. This in turn could artificially broaden the

posterior distribution for parameters such as Rp/R?. For these reasons, we present

the transmission spectrum reported in Section 5 as our nominal measurement, and

include this slightly more conservative analysis here for completeness. Under both

analyses, our basic interpretation of the spectrum remains the same.

B.3. Host star activity

Host star activity in the form of dark and bright spots has the potential to introduce

transit depth offsets between datasets, as well as chromatic biases within individual

datasets. We have been monitoring WASP-121 with the Celestron 14-inch (C14)

Automated Imaging Telescope (AIT) at Fairborn Observatory in southern Arizona

(Henry 1999; Eaton et al. 2003). Observations were conducted over two campaigns

using the Cousins R photometric bandpass. The first campaign spanned 2017 Jan 27

to Apr 23 and the second campaign spanned 2018 Feb 22 to Apr 8. The CCD images

were used to compute differential magnitudes with respect to the mean brightness of

ten of the most constant comparison stars in the same field. Further details of our
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Table 5. Results of spectroscopic lightcurve fits with t as an additional GP input for
selected parameters.

G430L G750L

λ (Å) Rp/R? u1 u2 λ (Å) Rp/R? u1 u2

2898-3499 0.1246+0.0011
−0.0011 0.55+0.10

−0.09 0.21+0.14
−0.15 5263-5550 0.1206+0.0011

−0.0009 0.37+0.08
−0.08 0.29+0.13

−0.13

3499-3700 0.1236+0.0010
−0.0010 0.42+0.09

−0.09 0.31+0.15
−0.13 5550-5648 0.1219+0.0012

−0.0010 0.39+0.09
−0.08 0.23+0.13

−0.14

3700-3868 0.1242+0.0012
−0.0013 0.40+0.10

−0.10 0.39+0.14
−0.16 5648-5745 0.1209+0.0012

−0.0012 0.36+0.09
−0.09 0.30+0.14

−0.13

3868-4041 0.1227+0.0009
−0.0009 0.56+0.08

−0.09 0.27+0.14
−0.13 5745-5843 0.1212+0.0014

−0.0015 0.30+0.09
−0.09 0.32+0.14

−0.14

4041-4151 0.1215+0.0010
−0.0010 0.59+0.09

−0.08 0.16+0.14
−0.14 5843-5940 0.1243+0.0007

−0.0008 0.25+0.08
−0.09 0.28+0.13

−0.13

4151-4261 0.1223+0.0007
−0.0007 0.63+0.07

−0.07 0.10+0.12
−0.12 5940-6038 0.1218+0.0008

−0.0009 0.27+0.09
−0.09 0.25+0.14

−0.13

4261-4371 0.1230+0.0007
−0.0007 0.51+0.08

−0.08 0.14+0.13
−0.12 6038-6135 0.1224+0.0012

−0.0012 0.25+0.09
−0.09 0.26+0.14

−0.13

4371-4426 0.1224+0.0010
−0.0009 0.53+0.09

−0.09 0.23+0.15
−0.13 6135-6233 0.1222+0.0009

−0.0009 0.20+0.09
−0.08 0.34+0.13

−0.14

4426-4481 0.1206+0.0008
−0.0007 0.64+0.08

−0.09 0.07+0.13
−0.12 6233-6330 0.1245+0.0010

−0.0010 0.29+0.08
−0.09 0.20+0.13

−0.13

4481-4536 0.1196+0.0007
−0.0008 0.59+0.07

−0.08 0.18+0.13
−0.12 6330-6428 0.1203+0.0012

−0.0012 0.31+0.09
−0.09 0.23+0.14

−0.13

4536-4591 0.1208+0.0008
−0.0008 0.49+0.08

−0.08 0.22+0.13
−0.13 6428-6526 0.1220+0.0008

−0.0008 0.21+0.09
−0.08 0.22+0.13

−0.13

4591-4646 0.1211+0.0008
−0.0008 0.43+0.08

−0.08 0.30+0.12
−0.13 6526-6623 0.1238+0.0009

−0.0009 0.21+0.09
−0.09 0.18+0.13

−0.14

4646-4701 0.1204+0.0010
−0.0010 0.54+0.10

−0.10 0.17+0.15
−0.15 6623-6721 0.1224+0.0009

−0.0009 0.28+0.09
−0.08 0.21+0.14

−0.13

4701-4756 0.1224+0.0007
−0.0007 0.51+0.08

−0.09 0.12+0.14
−0.13 6721-6818 0.1212+0.0011

−0.0012 0.20+0.10
−0.09 0.25+0.14

−0.14

4756-4811 0.1217+0.0008
−0.0007 0.45+0.08

−0.08 0.25+0.13
−0.13 6818-6916 0.1207+0.0010

−0.0011 0.21+0.09
−0.09 0.37+0.14

−0.14

4811-4921 0.1213+0.0006
−0.0006 0.45+0.07

−0.08 0.10+0.13
−0.12 6916-7014 0.1240+0.0017

−0.0021 0.17+0.11
−0.10 0.26+0.14

−0.14

4921-4976 0.1208+0.0009
−0.0009 0.43+0.09

−0.09 0.22+0.13
−0.14 7014-7111 0.1241+0.0008

−0.0008 0.22+0.08
−0.08 0.20+0.13

−0.13

4976-5030 0.1214+0.0009
−0.0010 0.45+0.10

−0.09 0.21+0.15
−0.14 7111-7209 0.1233+0.0009

−0.0009 0.15+0.08
−0.09 0.26+0.13

−0.13

5030-5085 0.1230+0.0008
−0.0008 0.40+0.09

−0.08 0.18+0.14
−0.13 7209-7307 0.1224+0.0008

−0.0009 0.22+0.08
−0.08 0.24+0.13

−0.13

5085-5140 0.1221+0.0009
−0.0008 0.49+0.09

−0.09 0.10+0.14
−0.14 7307-7404 0.1236+0.0012

−0.0011 0.19+0.09
−0.10 0.22+0.14

−0.14

5140-5195 0.1226+0.0012
−0.0013 0.38+0.10

−0.09 0.20+0.14
−0.14 7404-7502 0.1233+0.0009

−0.0009 0.07+0.09
−0.09 0.29+0.13

−0.13

5195-5250 0.1223+0.0008
−0.0007 0.35+0.08

−0.08 0.21+0.13
−0.13 7502-7600 0.1236+0.0009

−0.0010 0.16+0.09
−0.09 0.16+0.13

−0.13

5250-5305 0.1217+0.0007
−0.0008 0.45+0.09

−0.09 0.21+0.14
−0.14 7600-7698 0.1239+0.0019

−0.0020 0.21+0.09
−0.10 0.28+0.14

−0.13

5305-5360 0.1223+0.0010
−0.0010 0.39+0.10

−0.10 0.16+0.14
−0.15 7698-7795 0.1220+0.0013

−0.0013 0.13+0.09
−0.09 0.31+0.13

−0.13

5360-5415 0.1221+0.0011
−0.0010 0.27+0.10

−0.10 0.27+0.14
−0.15 7795-7991 0.1204+0.0015

−0.0015 0.16+0.10
−0.10 0.26+0.14

−0.15

5415-5469 0.1214+0.0010
−0.0010 0.33+0.09

−0.09 0.32+0.15
−0.14 7991-8186 0.1238+0.0010

−0.0012 0.16+0.09
−0.09 0.28+0.13

−0.14

5469-5524 0.1206+0.0009
−0.0009 0.36+0.09

−0.09 0.26+0.14
−0.14 8186-8381 0.1220+0.0012

−0.0011 0.16+0.09
−0.09 0.24+0.13

−0.13

5524-5579 0.1228+0.0009
−0.0008 0.40+0.09

−0.09 0.16+0.13
−0.13 8381-8840 0.1207+0.0008

−0.0009 0.09+0.08
−0.09 0.32+0.13

−0.13

5579-5634 0.1217+0.0009
−0.0009 0.28+0.10

−0.09 0.39+0.15
−0.15 8840-9299 0.1215+0.0009

−0.0010 0.10+0.09
−0.09 0.20+0.13

−0.13

5634-5688 0.1216+0.0011
−0.0011 0.44+0.10

−0.09 0.17+0.14
−0.16 9299-10245 0.1201+0.0010

−0.0010 0.16+0.09
−0.09 0.23+0.14

−0.13

data acquisition, reduction procedures, and analysis of the data can be found in Sing

et al. (2015), which describes a similar monitoring program for the planetary host

star WASP-31. Although our observations for WASP-121 were made after the HST

transit observations, they allow us to constrain the photometric variability of the F6V

host star over timescales spanning multiple stellar rotation periods.

Due to the southern declination of WASP-121 (−39◦ 05′ 51′′) and the northern lat-

itude of Fairborn Observatory (+31◦ 41′ 18′′), the C14-AIT observations were made

at large zenith angles between 70–80 degrees, corresponding to airmass values of 3–

5. The panels in the first row of Figure B.3 show the resulting photometry, after

removing a small number of points that coincided with transits of WASP-121b. We

measure a mean differential brightness for WASP-121 relative to the comparison stars

of −1.07057 mag for the 2017 campaign and −1.07417 mag for the 2018 campaign.
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Figure B.3. Ground-based photometric monitoring data obtained in the Cousins R band-
pass using the C14-AIT at Fairborn Observatory. First and second columns show data from
the 2017 and 2018 observing campaigns, respectively. (Top row) Differential photometry.
(Middle row) Photometry periodogram. (Bottom row) Photometry phase-folded to the pe-
riod corresponding to the peak of the periodogram. Note that data points coinciding with
transits of WASP-121b have been removed from these plots.

The standard deviation about the yearly mean was found to be 4.6 mmag for the 2017

campaign and 3.0 mmag for the 2018 campaign. The telescope CCD was replaced be-

tween the 2017 and 2018 campaigns, which may explain the lower scatter in the 2018

campaign, as well as the 3.6 mmag change in differential brightness. For comparison,

Delrez et al. (2016) monitored WASP-121 over approximately six weeks using the

TRAPPIST 60 cm telescope and reported standard deviations in the night-to-night

photometry of 1.6 mmag in the B band, 1.3 mmag in the V band, and 1.1 mmag in

the z′ band.

The second row of Figure B.3 shows the frequency spectra for each C14-AIT cam-

paign. The horizontal axis covers frequencies between 0.005–0.95 day−1, correspond-

ing to a period range of 1.05–200 day. No significant periodicity is detected for either

campaign. In the third row of Figure B.3 we plot the photometry phase-folded at

a period of 1.78 days for the 2017 campaign and 6.66 days for the 2018 campaign,

corresponding to the (insignificant) peaks of the respective periodograms. We ob-

tain peak-to-peak amplitudes of 0.00486 ± 0.00146 mag for the 2017 campaign and

0.00320 ± 0.00096 mag for the 2018 campaign. In both cases, these amplitudes are

comparable to the scatter in the residuals. A similar search for periodic signals in
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the WASP and TRAPPIST photometry performed by Delrez et al. (2016) also failed

to uncover any evidence for periodic signals above the ∼ 1 mmag level. We therefore

conclude WASP-121 is photometrically stable over multi-week periods to at least the

5 mmag level and likely to the 1 mmag level or better. No significant periodicity has

yet been detected and our ability to constrain the variability is currently limited by

the available photometric precision.

The lack of detected photometric variability for WASP-121 implies transit depth

measurements should not vary significantly from epoch-to-epoch due to intrinsic stel-

lar activity. This is consistent with the good agreement we obtain for the two G430L

visits (Section B.4) and also across the overlapping wavelength range covered by

the G430L and G750L bandpasses (Section B.5). In addition, we observe no strong

evidence for spot-crossing events in the transit lightcurves. However, a persistent,

unocculted spot coverage could conceivably introduce chromatic biases to the mea-

sured transit depth while remaining undetected in the photometric monitoring data,

due to the lack of time-varying signal. Given the apparently near-polar orientation

of the planetary orbit (Delrez et al. 2016), the persistent spot coverage would not

necessarily need to be uniform in longitude.

To quantify possible chromatic effects due to persistent unocculted spots, we follow

a similar approach to that of Berta et al. (2011). First, for a star without spots, the

out-of-transit flux Fo.o.t. will be:

Fo.o.t. =A?f? (B1)

where A? is the area of the stellar disc and f? is the stellar flux per unit area. Assuming

a non-luminous nightside hemisphere for the planet and ignoring limb darkening, the

measured in-transit flux Fi.t. will be:

Fi.t. =(A? − Ap)f? (B2)

where Ap is the area of the planet disc. This gives a relative transit depth D =

1− Fi.t./Fo.o.t. of:

D=Ap/A? (B3)

For a star with unocculted spots, the measured out-of-transit flux F̂o.o.t. will be:

F̂o.o.t. =(A? − A•)f? + A•f• (B4)

where A• is the area covered by spots and f• is the spot flux per unit area. The

corresponding in-transit flux F̂i.t. will be measured as:

F̂i.t. =(A? − A• − Ap)f? + A•f• (B5)

It follows that the measured relative transit depth D̂ = 1− F̂i.t./F̂o.o.t. will be:

D̂=
D

1− α [1− β(λ)]
(B6)
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where α ≡ A•/A? is the fractional area of the stellar disc covered by unocculted

spots and β(λ) ≡ f•(λ)/f?(λ) is the wavelength-dependent flux ratio of the spots and

stellar photosphere. The chromatic bias κ(λ) = D̂ −D due to unocculted spots will

therefore be:

κ(λ)=D

(
η(λ)

1− η(λ)

)
(B7)

where η(λ) ≡ α [1− β(λ)]. This is equivalent to the spot corrections applied in

previous studies such as Sing et al. (2011) and Huitson et al. (2013), and the transit

light source effect described by Rackham et al. (2018).

Under the assumption that the true transit depth D does not vary across the wave-

length of interest, we fit the model given by Equation B6 to the transit depths derived

from the measured Rp/R? values given in Table 2. In these fits, we allowed D and

α to vary as free parameters, while for f?(λ) we adopted a PHOENIX stellar model

from the BT-Settl grid (Allard et al. 2012) with properties similar to WASP-121

(T? = 6500, log g = 4.0 cgs, [Fe/H]=0 dex). For f•(λ), we used the same BT-Settl

stellar model and repeated the fitting process for a range of assumed spot tempera-

tures T• ranging from 6000 K down to 3500 K in increments of 500 K. The results are

shown in Figure B.4.

If we restrict attention to the blue G430L data only, we find unocculted spots

can reproduce the shape of the measured spectrum. However, this requires invoking

fractional coverages α ranging from 32% for T• = 5500 K to well over 50% for other

T• values. Such large spot coverages would likely have a significant effect on the

spectral typing of the star and be at odds with the modest X-ray flux we measure

for WASP-121 (see below). Furthermore, the true transit depth D would be no

deeper than 1.2%, which is significantly lower than the measured transit depths D̂

of > 1.4% (Figure B.4). We also find the chromatic bias κ(λ) given by Equation B7

would vary by ∆κ = 2200 ppm from the G430L to G141 bandpasses for T• = 6000 K,

and by more for lower T• values. Instead, we measure consistent transit depths in

G430L and G141 bandpasses, to a precision of ∼ 200 ppm (Table 1). Thus, under the

unocculted spot scenario, the unbiased transit depth would be > 2200 ppm deeper in

the G141 bandpass relative to the G430L bandpass. This is equivalent to a change

in the transmission spectrum of > 10H, where H is a pressure scale height, since the

change in measured transit depth due to 1H is ∼ 150–200 ppm for WASP-121b. Even

larger differences would be expected for T• < 6000 K. Meanwhile, we are unable to

reproduce the data if we attempt to fit the full STIS wavelength range using the same

unocculted spot model (bottom panel of Figure B.4). For these reasons, we consider

it unlikely that unocculted spots can explain the measured spectrum.

Finally, we provide a brief report on measurements of WASP-121 made over approx-

imately two hours on 2017 Apr 6 using the XMM-Newton space observatory (Obs

ID 0804790601, P.I. Sanz-Forcada). Data were collected simultaneously at X-ray

wavelengths (0.12–2.48 keV; 5–100 Å) with the XMM-EPIC instrument and UV wave-
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Figure B.4. Fits to the data assuming transit depth variations are caused by chromatic
biases due to unocculted star spots. In all panels, data used in the fit are indicated by
pink circles and other data points are indicated by unfilled black circles. (Top panel) Fits
to only the blue G430L data with inferred fractional spot coverages α and unbiased transit
depths D listed in the legend for different assumed spot temperatures. (Middle panel) The
same, but over an extended wavelength range to illustrate the predicted chromatic biases
at longer wavelengths. Horizontal purple line indicates the implied range for the unbiased
transit depths. (Bottom panel) Fits to the full STIS dataset.
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lengths (1685–2480 Å) with the XMM-OM instrument. The X-ray fluxes, combined

with the distance to the system (i.e. 272 pc; see Section 1), imply an X-ray luminosity

log10 LX = 29.02 (cgs). Using the multicolor brightness of WASP-121 (V = 10.51 mag,

B = 11.0 mag) with the bolometric corrections of Flower (1996), we calculate a bolo-

metric luminosity log10 Lbol = 34.14 (cgs). This implies log10 LX/Lbol = −5.12, which

is consistent with a low activity star. The XMM-OM UV timeseries does not show

evidence for significant variability, while the XMM-EPIC X-ray timeseries may show

some variability, although the statistics are poor and currently it is not possible to

give a firm assessment. Further details will be provided in Sanz-Forcada et al. (in

prep.).

B.4. Repeatability of the G430L observations

In Section 4, we presented the results of our primary G430L spectroscopic lightcurve

analysis, for which Rp/R? was treated as a shared parameter fit jointly across both

visits. However, we also analyzed each visit individually to check the measurement

repeatability. The resulting transmission spectra are shown in the top panel of Fig-

ure B.5 and exhibit good agreement. If we consider the median Rp/R? values in-

ferred from the joint analysis to be the ‘ground truth’, we can quantify the like-

lihood of measuring the transmission spectra for each individual visit using using

χ2
ν = (

∑
(ρi − ρ0,i)

2/σ2
i ) /ν, where: ρi is the median Rp/R? value inferred for the ith

channel of the individual visit, with corresponding uncertainty σi; ρ0,i is the corre-

sponding Rp/R? value inferred from the joint analysis; and ν is the number of degrees

of freedom, which in this case is equal to the number of spectroscopic channels. We

obtain χ2
ν = 1.0 for G430Lv1 and χ2

ν = 0.7 for G430Lv2, implying the transmission

spectra inferred for each visit individually are consistent with being random draws

of an underlying distribution centered at the Rp/R? values obtained from the joint

analysis.

B.5. Consistency of G430L-G750L overlap

There is some overlap between the G430L and G750L gratings, spanning approx-

imately 0.55–0.57µm in wavelength (Figure 1). The transmission spectra recovered

for both gratings across this overlap region are consistent with each other, to within

the measurement uncertainties (e.g. Figure 17). This gives some further reassurance

that stellar variability or instrumental systematics have not introduced significant

biases in the measured transit depth level from one observation to the next.

To test this more explicitly, we generated lightcurves spanning the full 0.55–0.57µm

overlapping wavelength range for the G430Lv1, G430Lv2, and G750L datasets and

fit them using the approach described in Section 4. A joint fit to the two G430L

lightcurves gave Rp/R? = 0.1225 ± 0.0006, while a fit to the G750L lightcurve gave

Rp/R? = 0.1216 ± 0.0007. Combining the uncertainties in quadrature, these results

are consistent at the 1σ level.
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Figure B.5. Measured transmission spectrum over the 0.3–0.6µm wavelength range, focus-
ing on the G430L dataset. (Top panel) Analyses of each visit individually (green triangles
and purple diamonds) as well as the joint analysis of both visits simultaneously (filled blue
circles). (Bottom panel) Application of a uniform vertical offset to align the overlapping
range of the G430L and G750L gratings.

One possibility would be to apply a wavelength-uniform offset to either the G430L

or G750L transmission spectrum, commensurate with the difference of ∼ 0.0009 mea-

sured for Rp/R? across this overlapping wavelength range. The application of such an

offset to the G430L spectrum is shown in the bottom panel of Figure B.5. However,

given the small amplitude of this offset relative to the measurement uncertainties,

we found it did not affect our physical interpretation of the transmission spectrum.

For example, the forward model described in Section 5.2, which assumes chemical

equilibrium with 20× solar elemental abundances and a temperature of T = 1500 K,

is still compatible with the data (excluding the NUV rise and 1.15 − 1.3µm bump)

with a reduced χ2 of 0.9. Nonetheless, it is still worth emphasizing that the overall

levels of the transmission spectrum subsets (i.e. G430L, G750L, G141) are each sub-

ject to some uncertainty, on the order of the corresponding white lightcurve Rp/R?

uncertainty (Table 1).
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