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Abstract: Networks are a common way to model systems, organizational systems 
that design these systems, and systems of systems that receive/benefit from these 
designed systems. They may contain hundreds or thousands of nodes and edges, 
which may decrease capacity to understand, analyze and make decisions. This paper 
tests the possibility to remove some elements in networks, mainly weak edges, in 
order to know if and how much precision is lost in terms of analysis. The results show 
that, first it is possible in some situations to make such a simplification, since the 
simplified network analysis is closer to the complete network analysis than the basic 
analysis, often made without network consideration. Second, this precision is still 
sensitive to the structure of the initial network and the position of weak links. Several 
tests on real past modeled networks are made to illustrate this research. 
Keywords: networks, network-based analysis, graph simplification, robustness, 
analysis sensitivity 

1. Introduction 
Networks are a common way to model complex systems, organizational systems that 
design these systems, and systems (of systems) that receive/benefit from these designed 
systems. Projects have been recognized as complex since they are made of an organization 
that delivers a result for one or more recipients. It is usual since some decades to deal with 
project complexity using graph- or matrix-based model. DSM for instance is a technique 
that can be used to directly model project elements, like tasks (Eppinger et al. 1994), actors 
(Pollack, Costello, and Sankaran 2013), decisions (Jaber, Marle, and Jankovic 2015), 
deliverables (Jaber et al. 2017), or risks related to these elements, like in (Allan and Yin 
2011; Borgonovo and Smith 2011; Fang, Marle, and Vidal 2010; Marle 2014; Marle and 
Vidal 2008). 
Whatever the scope of the system and of the project (design, development, transformation), 
there is always a choice, more or less conscious, of the boundaries of the model. Even in 
this case, modeled networks may contain hundreds or thousands of nodes and edges, which 
may decrease capacity to understand, analyze and make decisions. The issue is thus to have 
too much information and have difficulties, both for computer calculation and human 
understanding of complex networks. 
This is why simplification is an option, with several possible strategies, like suppressing, 
reducing, compressing, compacting, clustering, but the issue would be to have not enough 
information to get a reliable analysis of behavior of the system. 
This is the object of this research to determine, using 2 past case studies, the robustness of 
analysis to the simplification of networks. Testing removing nodes or edges in the network 
is not for simulating a failure, but it is really a simplification decision. The consequence is 
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the same: does the simplified network behavior remain close to the complete one’s? This 
is a question of robustness. 
The remainder of the paper is as follows. Section 2 introduces related work on network 
modeling, analysis and robustness. Section 3 presents research question and our approach 
to attempt to respond to it. Section 4 describes two robustness analyses to compare 
complete and simplified networks. Section 5 draws some conclusions and perspectives. 

2. Related work 

2.1. Network-based analysis 
The composition and structure of the network may give information about its potential 
behavior. This is a static analysis, based on network snapshot, and the complementary 
analysis is the propagation analysis. It consists on dynamic simulation of an event, either 
the occurrence or disappearing of something in the network, and its consequences on the 
rest of the network (Koh, Caldwell, and Clarkson 2009; Oduncuoglu and Grebici 2010). 
This can be used for simulating the occurrence of desired or undesired events. In our case, 
it is a desired, albeit fictitious event, which is the suppression of one edge. This corresponds 
to network reduction ambition, in order to reduce calculation time (or prevent it to diverge 
to infinite) and increase human capacity to visualize and understand network behavior. 

2.2. Network reduction 
Possible strategies are to group nodes or edges, for different reasons (Arenas et al. 2007; 
Blondel et al. 2008). The groups are renamed or called super nodes or super edges. 
Elements may be grouped because they are strongly connected, or because they are 
connected to similar elements. However, we are not in this case. We do not want to reduce 
the number of nodes, but to test the suppression of some edges. It is more related to 
importance measures of edges, or robustness of network behavior. 

2.3. Network robustness (to edge suppression, not node suppression) 
Some works have been done to study network disruption, notably in transportation 
(Matisziw, Murray, and Grubesic 2007), telecommunications (O’Kelly and Kim 2007) or 
energy (Zio, Golea, and Sansavini 2012) networks. They analyze the impact of the loss of 
one edge (Jenelius, Petersen, and Mattsson 2006), and sometimes propose indicators, like 
Network Trip Robustness (Sullivan et al. 2010), or Network Robustness Index, or k-edge 
survivability index (Myung and Kim 2004), to characterize the capacity of the network to 
resist to the disruption (Chen et al. 2002). We analyze here the sensitivity of removing 
edges to the occurrence of nodes knowing interdependencies between them. Removing 
edges will have an impact, the question will be how much. 

3. Research question and approach 
Modeled networks may contain hundreds or thousands of nodes and edges, which may 
decrease capacity to understand, analyze and make decisions. This is notably true when 
attempting to make calculations, either optimization- or heuristics-based, like clustering 
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for instance. Calculation times may be exponential and saving for instance half of the edges 
may permit, either to run more simulations, or to expand network size. Moreover, it is 
important for human decision-makers to keep the possibility to visualize and understand 
the behavior of the network, even with the assistance of previous calculations and 
simulations. This paper thus tests the possibility to remove some elements in networks, 
mainly weak edges, in order to know if and how much precision is lost in terms of analysis. 
The research question can be formulated as follows: “Under what circumstances and 
conditions is it worthy to simplify network by removing weakest links?” 
This implies several sub-questions: 1/ What is the definition of weak link, and is it absolute 
or relative? 2/ What does “worthy” mean, or what is an acceptable loss of precision in the 
network analysis? 3/ How to characterize networks in order to know a priori if 
simplification under these conditions is reasonable or not? 
Our research work does initially aim at answering to these questions in familiar contexts, 
meaning that our history of studied networks delimitated the contexts. Basically, we 
considered two past projects with a direct focus on risk interdependency modeling. 
Several tests on real past modeled networks are made to illustrate this research. We are 
then in the first and second step of a classical Design Research Methodology (Blessing and 
Chakrabarti 2009; Laurel 2003), formalizing questions from descriptive studies, and 
proposing and testing a new concept on these past case studies. We are not at the 
prescriptive study step yet, with an ongoing analysis and this simplification question at the 
moment when decision-makers are present. This could be done in 2020 or 2021 with a new 
decision-decision network modeling project recently started with an Oil and Gas company. 

4. Comparison of risk rankings with complete network, simplified 
network and absence of network modeling 

Two cases have been studied, one in the field of urban transportation system delivery, and 
one in the field of nuclear component production plant design and construction. In these 
contexts, project risks were initially identified, assessed and analyzed without considering 
potential interactions. This is classical risk management, called here BA for Basic Analysis. 
Previous work had introduced a risk network modeling and analysis, called AA for 
Advanced Analysis. Simplified Advanced Analysis (sAA) is defined as the network-based 
analysis obtained with a simplified network, with interdependency values superior to a 
certain threshold. 
The risk interdependencies were estimated by experts, using a discrete scale from 0 
(impossible) to 10 (certain). For numerical calculation, expert judgments were transformed 
using a truncated negative exponential curve. 

4.1.  The tramway project 
It was a complete turnkey project, aiming at delivering civil work, infrastructure, 
equipment and rolling stock. Budget was around several hundreds of million dollars, but 
the amount at stake was higher, since one secondary target was to prove competence of the 
company in order to get the 30-year operations and maintenance contract. 
In the initial Basic Analysis, 56 risks were identified, 13 of them being judged as critical. 
This was not an assistance to prioritization of risk mitigation actions. Some changes had 
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been highlighted in the analysis of the risk network compared to the analysis of the risk 
list. 95 interactions have been identified, with interactions values from 1 to 10 (Fig. 1). 
These 95 interactions concerned 51 risks, 5 remaining isolated (in the limits of our model, 
not in reality of course).  

 
Fig. 1: initial project risk network (node labels are risk Ids, edge labels are interdependency 

strength) 

In AA, two significant changes occurred. First, rankings changed for 3 risks, R2, R7 and 
R10. The two most important changes were for R2, which became the most critical risk 
while considering network effect, and R10 which started from a “Negligible” category and 
became considered as an “Average” risk (27th on 56). Second, even if the same rankings, 
the values changed and so the gaps between risks. This means that there are fewer equal 
values, which may facilitate decision-making. For instance, 13 risks initially had the 0.381 
value. After that, only 4 risks kept an equal value, those which did not change and remained 
at 0.381. The other ones changed, and thus the question becomes to know whether the gap 
is significant compared to the error or not. For R37, with an AA value of 0.416, this may 
not be the case, but for R43 with a value of 1.422 the gap is huge. This means that, with 
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confidence, which was not the case with BA, decision-makers can put priority on R43 and 
R55 compared to R3, R16, R19 and R29. 
In this study, we decided to filter values inferior to 7, which implies that only 26 nodes 
were connected by 27 links. 30 nodes became isolated. Figure 2 represents simplified 
network. 

 

 

Fig. 2: simplified project risk network, with only edges superior to 7 

Using the same analysis methodology, we were able to calculate a new refined criticality. 
This permitted to compare the latter (sAA) to the initial ones (from BA) and the refined 
ones (from AA).  
The first question is: knowing what should be detected (the two risks that see their ranking 
dramatically change, and the higher gaps between values which were initially close or even 
equal), does the simplified analysis capture this information or not? The analysis of the 
difference between the ranking with AA and the ranking with sAA, gives two information. 
In the first place, the main ranking changes are captured by sAA, albeit it is partially done 
for R10 (which progresses of 7 places with sAA instead of 17 places with AA). We see the 
loss of the simplification, the fact that the change is in progress but not finished. Secondly, 
some minor changes are made for the first part of the ranking, meaning that biggest risks 
oscillate in terms of ranking before stabilizing to the final AA-based ranking. This does not 
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appear significant in terms of error. Thirdly, the biggest change is the fact that R2 becomes 
the most critical risk, and this is captured by sAA. So, it is good for R2 and R7, in progress 
but not so bad for R10, and minor changes for some of the biggest risks. The global answer 
to the first question is YES, but it seems to depend on the structure of the network. If 
strongest links are connected together and form the heart of the network, also called kernel, 
then there is little chance to miss a critical information. On the other hand, if two strong 
parts of the network are connected with multiple weak links, then this could not be captured 
by the simplified analysis. This was not the case here, but this remains as an interrogation 
about the network structure. 
The second question is: does the simplified network bring opportunity to decision-maker 
to visualize and understand the main drivers of the risk network? In this case, comparison 
between Figures 1 and 2 gave a clear YES. 
We ran in parallel another test with another network, similar in nature (project risk 
network), but very different in structure, as described in following paragraph. 

4.2. The nuclear component production plant 
The second project is about the design, procurement, construction and ramp-up of a 
production plant in the nuclear area. Many risks are critical by themselves, but also critical 
by the impact they may have on further phases of the plant lifecycle. Just as in previous 
paragraph, basic and advanced analysis had already been done, and the object of the study 
was to compare them with the intermediary simplified analysis. 
From a 77-risk list with 12 possible likelihood values uses (from 0.1 to 0.9, with some 
intermediary values like 0.25, 0.35 and 0.75), we obtained a network with 74 connected 
nodes and 495 links, as illustrated in Figure 3. 
This network is quite difficult to read and to understand, however network-based 
calculations highlighted some risks due to their collective importance in the network 
behavior. The simplification of low values gave a network with 71 connected risks and 254 
links (Figure 4). 
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Fig. 3: complete risk network of the nuclear production plant project 

What is interesting here is that the network kept its global structure, meaning that high and 
low interaction values were quite distributed. This implies that it is not really easier to 
analyze the simplified network but may have the positive consequence to keep the same 
conclusions about network behavior. Secondly, this means that the highest interaction 
values (above 7 on a 10-level scale) represented half of the interactions. Decision-maker 
questioned this but kept the estimations since it is the nature of this kind of project to have 
strongly connected components. She decided not to change estimates but to assume the 
highly complex nature of this project. 

 

Fig. 4: simplified risk network of the project with half of the initial number of links 
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In terms of values and rankings, an additional indicator has been used, which is the fact 
that the risk ranking class changed or not. Due to specific management policy of the 
company, a classification by tens of risks was used, to get the top 10, top 20, and so on. So, 
we counted the number of risks that saw their class change. There are four cases: 

- Case 1: A slight change in ranking (inferior to 5) and the same class 
- Case 2: A big change in ranking (superior to 6) and the same class 
- Case 3: A slight change in ranking (inferior to 5) and a class change 
- Case 4: A big change in ranking (superior to 6) and a class change 

65% of risks were in case 1, 14% in case 2, 11% in case 3 and 9% in case 4. All risks in 
case 4 were not in Top 30, meaning that biggest changes were for low value risks only. 
Only 3 risks of case 3 went out of Top 10 to integrate Top 20 (respectively 11th, 12th and 
13th places), meaning that, if final decision is made to allocate budget on Top 10 only, then 
we lose some information. However, Top 10 of the simplified analysis is still closer than 
the initial one obtained with basic analysis.  
The conclusion after this second test is that, if the structure of the network is quite 
distributed, then there is no significant loss of information when simplifying network. 
However, it remains sensitive to management practices and policies like for instance 
managing Top 10, Top 20, Top 30 with decreasing priorities (prioritizing blindly the 10th 
risk above the 11th).  

5. Conclusions 
Regarding the initial question, “Under what circumstances and conditions is it worthy to 
simplify network by removing weakest links?”, first results show that it is possible in some 
situations to make a simplification by removing lowest interdependency values. The 
simplified network analysis is closer to the complete network analysis than the basic 
analysis, often made without network consideration. This precision is still sensitive to the 
structure of the initial network and the position of weak links. 
1/ What is the definition of weak link, and is it absolute or relative? Since we have as initial 
estimates discrete values, with a lot of ex-aequo risks, it is easier to use absolute thresholds. 
However, it could be combined if decision-maker wants to remove a significant percentage 
of edges (moving the absolute threshold until the relative percentage is obtained). Another 
perspective arose, which is to assess the location/nature of these weak links. Are these links 
buried with main blocks (or clusters) in a DSM or are they off diagonal (and outside the 
blocks)? Do these links represent feed forward or feedback information dependencies? 
2/ What does “worthy” mean, or what is an acceptable loss of precision in the network 
analysis? Once again, this depends on decision-maker’s intention and on company policies. 
The two examples introduced here showed different practices with different perceptions of 
what is acceptable or not. In the first case, relative gaps and rankings were important, albeit 
in second case there could be different to be at the 10th or 11th place. Moreover, a sensitivity 
analysis could be done, in order to test different threshold values. It is equivalent to creating 
new intermediary snapshots of the network, with Figures 1 and 2 (for the tramway project) 
as starting and ending points. The intermediary versions of the network, in this case, would 
keep the same structure. However, in a generic case, it is impossible to know a priori when 
and how the nature of structure may change. It is a good idea to test different values, also 
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to help decision-maker to know what an acceptable threshold is (tradeoff between amount 
and precision of information about network behavior). This is a perspective for further 
work (not asked in this case). 
3/ How to characterize networks in order to know a priori if simplification under these 
conditions is reasonable or not? This is more a perspective after these two initial 
descriptive tests. Many works exist to characterize network structure and a combination of 
real and fictitious situations could be used to know if Simplified Advanced Analysis is 
always closer to Advanced Analysis than to Basic Analysis. The idea is to identify patterns 
of networks and location of weak links in order to know whether weak links simplification 
has an influence on network behavior, i.e. on its structure. For instance, in this paper, the 
first case “Tramway project” has a funnel structure, with many sources leading to final 
effects. Removing weak links isolated a part of the network, while keeping its funnel 
structure. Similarly, for the second case “nuclear plant project”, the network was very 
dense and connected, and kept this kind of structure. This means that we could (but further 
work will be done to confirm this assumption) assume that in such simple situations, the 
nature of the network is kept. However, the question is more difficult when a network 
cumulates different types of patterns, with a very connected part, another one with a funnel 
or cascade structure, and another one with multiple loops. 
A last perspective is to analyze the sensitivity of proposed risk clusters to the removing of 
weak edges. A work is ongoing based on two other past case studies. Depending on the 
advancement of the study, some results may be presented during the conference 
presentation. 
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