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Comparison of wave modeling methods in CFD solvers for ocean engineering applications

Zhaobin Li, Ganbo Deng, Patrick Queutey, Benjamin Bouscasse∗, Guillaume Ducrozet, Lionel Gentaz, David Le Touzé, Pierre
Ferrant

Ecole Centrale Nantes, LHEEA research department (ECN and CNRS), Nantes, France

Abstract

Numerical wave tanks rely on specific models to generate realistic wave condition, propagate accurately the waves in the domain,
and absorb the reflected waves at the boundaries. In this paper, three wave modeling methods for two-phase CFD solvers are
compared, including the Internal Wave Generator method, the Relaxation Zone method, and the Spectral Wave Explicit Navier
Stokes Equations (SWENSE) method. The first two methods consist in generating and absorbing the waves in specific regions
of the domain, while the third achieves a potential/viscous coupling in the entire domain. These methods, implemented either in
OpenFOAM or in ISIS-CFD are compared by simulating a fixed Catenary Anchor Leg Mooring (CALM) buoy in regular waves.
The simulation results are compared with available experimental data obtained by a model test in the Ocean Engineering Tank of
Ecole Centrale de Nantes. The comparison shows the efficiency and the accuracy of these waves modeling methods. A problem
related to the turbulence modeling in two-phase flow is also remarked.

Keywords:
Wave modeling in CFD, Relaxation Zone, Internal Wave Generator, Potential/viscous flow coupling, SWENSE

1. Introduction

Reproducing the open sea environment in a finite domain
is a common challenge faced by both physical and Numerical
Wave Tanks (NWT) for ocean engineering applications. The
key technique is to generate incident waves and to prevent the
reflection at the domain boundaries at the same time.

A physical experimental wave tank usually generates waves
with wavemakers and uses an absorption beach to prevent wave
reflection on the other end.

In NWTs, reproducing a wavemaker using moving mesh and
a wave-absorption beach is computationally expensive and thus
is often replaced by numerical wave generation and absorption
models. The simplest method is to use the incident wave veloc-
ity and the free surface elevation as boundary conditions. This
kind of boundary allows incident waves to travel in and out but
causes wave reflections when the real waves are different from
the incident waves, e.g., diffracted waves by structures. With-
out proper treatments, large domains should be used to secure a
time window long enough for data analysis before the reflected
waves travel back (same as in physical wave tanks, but with a
high computational cost).

Efforts in two major directions to overcome this difficulty can
be found in the literature.

The first direction focuses on developing generation-
absorption boundary conditions, aiming to use the boundary to
generate incident waves and absorb the diffracted waves at the
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same time, for example, the weakly reflecting boundary con-
dition proposed by Petit et al. (1995) and the active absorption
boundary condition proposed by Higuera et al. (2013). How-
ever, these methods use linear superposition to combine the in-
cident and the diffracted waves and are thus limited to small
diffraction cases.

Methods in the second direction treat the wave generation
and the absorption problems separately.

The Internal Wave Generator (IWG) method generates in-
cident waves in a specific zone inside the computational do-
main and absorbs all the outgoing waves with sponge-layers on
boundaries. The IWG method is originally proposed by Larsen
and Dancy (1983) in a Boussinesq equation model, and has
been extended to Navier-Stokes models by adding source terms
either in the mass conservation equation (Lin and Liu, 1999)
or in the momentum equation (Choi and Yoon, 2009) to gener-
ate unidirectional regular or irregular waves. Chen and Hsiao
(2016) and Ha et al. (2013) have enabled multi-directional wave
generation by using two perpendicular IWG zones. The IWG is
transparent to the flow, allowing any waves passing through the
wavemakers without interference, so this is particularly good
for cases with significant wave reflection, such as simulating
wave shoaling and breaking on the beach (Lara et al., 2006) and
waves interacting with structures, such as, wave energy convert-
ers (Schmitt and Elsaesser, 2015; López et al., 2014), floating
offshore wind turbines (Calderer et al., 2018), etc.

Another widely used method is the Relaxation Zone (RZ)
method. Differently from the IWG method where waves are
generated anywhere in a zone inside the computational domain,
the RZ method blends the numerical solution obtained by the
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solver to a reference solution in a zone near the boundaries of
the domain. The velocity and the free surface position com-
puted are ”relaxed” to an incident wave solution, this gener-
ates waves out of the RZs and also avoid outgoing waves be-
ing reflected. This method was initially used by Mayer et al.
(1998) to only absorb outgoing waves by setting the incident
solution to zero. After being extended for wave generation and
implemented in OpenFOAM by Jacobsen et al. (2012), the RZ
method is now widely used by the ocean and coastal engineer-
ing community. It has been applied to simulate regular and ir-
regular wave propagation (Choi et al., 2018), wave breaking on
a steep beach (Chella et al., 2015), and waves interacting struc-
tures, such as, substructures of offshore wind turbines (Paulsen
et al., 2014a,b), wave energy converters (Kamath et al., 2015;
Palm et al., 2016), coastal bridges (Seiffert et al., 2014; Hayat-
davoodi et al., 2014), and ships (Seo et al., 2017).

Moreover, coupling viscous flow solver with potential wave
theory is also used to model waves in NWTs, as in the Spec-
tral Wave Explicit Navier-Stokes Equations (SWENSE) (Fer-
rant et al., 2003; Vukčević et al., 2016a; Li et al., 2018, 2019)
method. The SWENSE method solves the incident wave prop-
agation problem with fully non-linear potential wave models,
and uses the CFD solver only to solve the complementary field.
Since the incident waves are no more treated by the CFD solver,
one needs only to prevent the complementary field (the diffrac-
tion, radiation, etc) from reflecting in the far-field. This can
be easily achieved since the complementary waves decrease
naturally as they travel away. An absorption approach may
also be used to damp out the complementary waves in the
far-field. This method has been successfully applied to simu-
late wave-structure interactions, such as ships in waves (Luquet
et al., 2003; Reliquet et al., 2013) and vertical cylinder in waves
(Vukčević et al., 2016b; Li et al., 2017).

Miquel et al. (2018) compared the active wave absorption
method (from the first category) and the RZ method (from the
second category) and concluded that the latter is more effective.

The present work aims to compare the wave modeling meth-
ods from the second category, namely, the IWG, the RZ, and the
SWENSE methods, for ocean engineering applications. The
three methods are implemented in a similar numerical frame-
work: using the Finite Volume Method and simulating the two-
phase air water flow by the Volume of Fluid (VOF) technique
(Hirt and Nichols, 1981). The IWG method is implemented in
ISIS-CFD1, a CFD code developed at Ecole Centrale de Nantes
and distributed commercially by NUMECA International as a
part of the FINE/Marine computing suite2; the RZ and the
SWENSE methods are implemented in foamStar, developed
by Ecole Centrale Nantes and Bureau Veritas, based on Open-
FOAM3, a widely used open source CFD software package.
This comparison is achieved by studying a real ocean engineer-
ing application case, concerning a fixed Catenary Anchor Leg
Mooring (CALM) buoy exposed to regular incident waves in
open sea. The experiment carried out in the ocean engineering

1https://lheea.ec-nantes.fr/software-and-patents/isis-cfd-193387.kjsp
2https://www.numeca.com/product/finemarine
3http://www.openfoam.com

tank at Ecole Centrale de Nantes is also provided for the com-
parison. The wave generation and absorption performance and
the computational efficiency of the three methods are mainly
concerned. A problem related to the turbulence modeling in
two-phase flow is also remarked.

The paper is structured as follows. After this introduction,
the theory part describes the governing equations of NWTs
and the principles of the three wave generation and absorption
methods. Sect. 3 provides information of the model test in the
experimental wave tank. Sect. 4 includes the numerical study
of the same case, the data analyses, and the comparison. The
conclusion is given in the end.

2. Theory

This section provides the theory about establishing a NWT
using two-phase CFD solvers. In Sect. 2.1, the basic governing
equations of two-phase flow is given. In Sect. 2.2, the theory of
the IWG method, the RZ method, and the SWENSE method is
described.

2.1. Governing equations
In classical ocean engineering application, the fluid is as-

sumed as incompressible and the surface tension is ignored.
In this condition, the two-phase air-water flow in a NWT is
modeled with the Reynolds Averaged Navier-Stokes Equations
(RANSE), as follows:

∇ · u = 0 (1)
∂ (ρu)
∂t

+ ∇ · (ρu ⊗ u) = −∇p + ρg + ∇ ·
(
µeff

(
∇u + ∇uT

))
(2)

where u is the velocity vector field, ρ is the density of the fluid,
p is the pressure field, g is the gravitational acceleration vector,
and µeff is the effective dynamic viscosity defined as µeff = µ +

ρνt, with µ the fluid dynamic viscosity and νt the turbulent eddy
viscosity. k − ω SST model is used to determine the turbulence
eddy viscosity (Menter, 1994). The fluid properties ρ and µ
remain to be determined with interface capturing techniques,
such as the VOF method (Hirt and Nichols, 1981) in the present
implementations.

The VOF method defines a scalar field α representing the
volume fraction of water in a cell. This field is equal to 1 when
the cell is fully occupied by water, and is equal to 0 when the
cell is full of air. Cells on the interface have 0 < α < 1. The
fluid properties are defined with an interpolation between water
and air using α as weight.

ρ = αρwater + (1 − α)ρair (3)
µ = αµwater + (1 − α)µair (4)

The VOF field is advected by the velocity field u, as follows,

∂α

∂t
+ ∇ · (uα) = 0 (5)

These equations are the common and fundamental part of
two-phase VOF solvers and are implemented in ISIS-CFD.
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In foamStar, the momentum equation (Eqn. 2) is expressed
in a slightly different form as follows,

∂ (ρu)
∂t

+∇·(ρu ⊗ u) = −∇pd−g·X∇ρ+∇·
(
µeff

(
∇u + ∇uT

))
(6)

where pd is the dynamic pressure defined as pd = p + ρg · X,
and X = (x, y, z) is the vector field of the cell center coordinates.
Eqns. (2) and (6) are fully equivalent.

The VOF transport equation in foamStar also contains a
small modification, as follows

∂α

∂t
+ ∇ · (uα) + ∇ · (urα(1 − α)) = 0 (7)

Compare to Eqn. (5), the extra term represents an artificial com-
pression to keep the interface sharp (Rusche, 2003).

2.2. Wave generation and absorption methods
2.2.1. IWG

The IWG method produces waves in a specific region inside
the computational domain by adding a momentum source func-
tion in the governing equations. The implementation in ISIS-
CFD is inspired by the method of Choi and Yoon (2009). A
momentum source term is added in Eqn. (2). The modified mo-
mentum equation reads,

∂ (ρu)
∂t

+∇ · (ρu ⊗ u) = −∇p + ρg +∇ ·
(
µeff

(
∇u + ∇uT

))
+ rρaI

(8)
where rρaI is the extra momentum source term calculated using
incident wave kinematics. r is a scalar field that is equal to
one inside the wave generation zone and to zero elsewhere, as
shown in Fig. 1(a).

At the outlet boundary, a damping zone is applied to damp
the waves to zero with numerical wave damping techniques.

2.2.2. RZ
The RZ approach (Jacobsen et al., 2012) is used together with

wave generating and absorbing boundary conditions. NWTs
using such boundary conditions alone suffer from the reflection
problem when the simulated waves and the imposed incident
waves are different at the boundary. To avoid such differences,
RZs are added (see Fig. 1(b)) to gradually blend the computed
value to the target value and force them to match at the bound-
ary. The relaxed velocity and VOF fields in these regions are
defined as a linear combination of the CFD solution and the
target incident wave value, as follows:

αrelax = ωαI + (1 − ω)α (9)
urelax = ωuI + (1 − ω)u (10)

where the variables without subscripts denote the solution of
CFD solver and the subscript I denotes the incident wave val-
ues. In foamStar, the incident waves are defined by an exter-
nal wave solver based on fully non-linear potential theory (Rie-
necker and Fenton, 1981; Ducrozet et al., 2019, 2012, 2016). ω
is a space-dependent weight function chosen here as:

ω = 1 − 3d2 + 2d3 (11)

where d is the normalized distance in the RZ defined as the dis-
tance to the boundary divided by the length of the RZ (Monroy
et al., 2016).

This blending procedure is applied at the end of each time
step after a converged solution has been obtained. The relaxed
values are then used in the further simulation. The pressure
field is not relaxed, since it is obtained directly from the Poisson
equation in the incompressible flow case.

This technique is used to generate incident waves at the inlet
of the CFD domain, and can also prevent wave reflections at the
boundary by letting the incident part of the waves go out of the
domain and absorbing the other parts with the RZ. A thorough
study on the optimal parameter setup can be found in the work
of Choi et al. (2018).

λW

CFD Domain

waves

r = 0

(a) Internal wave generator (IWG) method

λw

ω=0

CFD Domain

waves

(b) Relaxation zone (RZ) method

Figure 1: Wave generation and absorption techniques

2.2.3. SWENSE
The SWENSE method (Ferrant et al., 2003) is a specific

method designed to solve the wave-structure interaction prob-
lem using a potential/viscous flow coupling approach. It treats
the wave-structure interaction problem by decomposing the to-
tal fields into: i) the incident part, and ii) the complementary
part. The incident part describes the incident wave propagation
in the computational domain without the structure; the comple-
mentary part represents the diffracted, radiated waves, and vis-
cous effects. This decomposition is illustrated by Fig. 2. The
decomposition is applied in the entire computational domain,
no specific wave generation or absorption zone is defined as in
the IWG and the RZ.

The two decomposed parts are treated separately.
The incident wave part is addressed by non-linear potential

flow theory, under the inviscid and irrotational flow assump-
tion and solved by spectral wave models. Regular incident
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          Total           =             Incident         +      Complementary 

Figure 2: The SWENSE method decomposes the total field into an
incident and a complementary part

waves are solved by the stream function wave theory (Rienecker
and Fenton, 1981; Ducrozet et al., 2019), while irregular inci-
dent waves are solved with High-Order Spectral (HOS) method
(Ducrozet et al., 2012, 2016).

The complementary part is treated by a viscous CFD solver.
The governing equations of the complementary field are derived
using the following idea: a variable χ (velocity, pressure) in
Navier-Stokes equations (Eqns. 1 and 2) is decomposed into
an incident variable χI and a complementary variable χC , as
follows,

χ = χI + χC (12)

The incident variable χI represents the inviscid flow and is de-
scribed by Euler equations. The governing equations of χC
are mathematically derived by substituting Eqn. (12) into the
Navier-Stokes equations (Eqns. 1 and 2) and simplifying them
by Euler equations.

The original SWENSE method proposed by Ferrant et al.
(2003) was made for single-phase solvers. It has been extended
for two-phase CFD solvers in two recent works using differ-
ent decomposition strategies. In the first work (Vukčević et al.,
2016a,b), the SWENSE decomposition is applied only to the
velocity field, leaving the entire pressure field to be solved by
the viscous solver. In contrast, in the second work (Li et al.,
2018, 2019), the SWENSE decomposition is applied to both
the velocity and pressure fields. This more complete incident
and complementary decomposition leads to less solution effort
of the viscous solver. For this reason, the method in the second
work is used in the present comparison.

The governing equations of the complementary fields read:

∇.uC = 0 (13)

∂uC

∂t
+ uC.∇uC + uC.∇uI + uI.∇uC

= −
∇pC

ρ
−

pI

ρI

∇ρ

ρ
+
∇ ·
(
µeff

(
∇uC + ∇uT

C

))
ρ

(14)

where ρI = ρwater is the water density, and pI is the incident
wave pressure provided by nonlinear potential theory. All the
incident fields are extended to the viscous solver’s computa-
tional domain. After solving the complementary field, the total
field is reconstructed to obtain the final solution.

The merit of such decomposition is on the mesh requirement
regarding the incident wave propagation. This one can be loos-
ened since the incident wave information is explicitly known. A
high mesh density is only necessary near the structure to solve
the complementary field with a high level of accuracy.

The boundary condition of the complementary field at far-
field boundary is defined to be zero. To ensure the comple-
mentary field vanish at far-field and to prevent its reflection, the
outgoing complementary waves are either absorbed with coarse
mesh or with RZs in the far-field zone.

3. Experimental study

The experimental study deals with a fixed CALM buoy
(Rousset and Ferrant, 2005) in regular incident waves. The
complexity of the geometry and of the flow represents a real-
istic ocean engineering application case, thus this study is suit-
able for comparing the different NWT models.

3.1. Experimental setup

The experiment has been conducted in the ocean engineering
basin of ECN, which is rectangular and is 50m long, 30m wide,
and 5m deep. One side of the tank is equipped with a segmented
wavemaker, composed of 48 hinged flaps distributed over the
width of the basin. Each flap is controlled separately. The wave
generator system is equipped with an active wave absorption
control feature. The opposite end of the basin is equipped with
a passive wave breaking beach to prevent wave reflections. The
side walls are reflective.

The geometry of the CALM buoy contains a truncated cylin-
der and a thin skirt near the bottom to provide additional heave
damping force through vortex shedding, as shown in Fig. 3 and
Tab. 1. In the experiment, the buoy is captured by a tripod and
fixed at its design draft position. The center of the buoy locates
on the basin’s center-line and is 17.19m away from the wave-
maker.

Uni-directional regular incident waves are used in this case.
The wave parameters are provided in Tab. 2.

92 cm

110 cm

5
6
 c

m

2
5
 c

m

4 cm 4 mm

Figure 3: CALM buoy geometry

Geometry Parameter Value (m)

Height overall 0.560
Draft 0.250
Buoy radius 0.460
Skirt radius 0.550
Skirt thickness 0.004
Bottom to mid-skirt distance 0.040

Table 1: Geometry parameters of the CALM buoy model
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Parameter Value

Period (T ) 1.80 s
Height (H) 0.16 m
Depth (h) 5.00 m
Steepness (ka) 0.10
Relative water depth (kh) 6.20

Table 2: Target incident wave information

3.2. Data measurement and analysis

3.2.1. Data measurement
Wave forces and moments on the buoy are measured by a

5D-dynamometer (Mz is not measured). The free surface el-
evations are measured at four positions with resistance wave
gauges. The data is acquired at 100Hz.

Three probes are located near the structure (see Fig. 4). Probe
No.4 is located at 8m aside from the buoy and 17.19m away
from the wavemaker to indicate the far-field wave information.

R
=
0
.4

6

R
=0.

55

R=1.15

4
5
°

x

y

1

2

3
waves

Figure 4: Wave probes near the buoy (top view)

3.2.2. Sliding window Fourier transform
The amplitudes of the zeroth (the mean value), the first and

the second harmonic components of the measurement are ob-
tained by the sliding window Fourier transform.

The sliding windows have a size equal to one wave period
(T = 1.8s), the time increment between two windows is ∆t =

0.01T . After such a transform, the amplitudes are recorded in
function of time. Their time-averaged values and the standard
deviations can be calculated in a chosen analysis zone.

3.2.3. Non-dimensionalization
The data is non-dimensionalized to take into account the

probable discrepancies between the target and the measured in-
cident waves. Such discrepancies are related to the use of a
linear transfer function for the control of the wavemaker.

Figure 5 shows the free surface elevation measured by wave
probe 4 (η4), together with its first harmonic amplitude (η(1)

4 )
extracted with the sliding window Fourier transform.

Ideally, its amplitude should remain constant and be equal to
that of the target incident wave, if i) the wave generation and
absorption are perfect and ii) this position is not affected by
the diffracted waves. However, the measured wave amplitude
contains several variations (see Fig. 5(b)), which indicates that

the above assumptions are not fully satisfied. Such variations
are interpreted as:

(A) At t ≈ 45s, the arrival of the wave front: where small
amplitudes waves are followed by steeper waves before
the amplitude becomes nearly constant.

(B) At t ≈ 55s, the arrival of diffracted waves: at first the
diffracted waves from the buoy reach the probe; several
periods later the waves get reflected at the side wall travels
back and reach the probe again;

(C) At t ≈ 85s, the arrival of reflected waves from the absorb-
ing beach.

As a result, only the interval after the peak A and before the
reflection B corresponds to the pure incident waves generated
by the wavemaker at this probe. The measured wave height
(crest to trough) in this interval is:

Hm ± σHm = 0.152m ± 0.0015m

where Hm is the mean value and σHm is the standard deviation.
It is worth noting that the measured mean wave height Hm is
slightly smaller than 0.16m, the target value.

In wave tank experiments, this difficulty in generating the
exact target incident waves is overcome by converting the raw
experimental data to non-dimensional values with a correction
taking the measured incident wave information into account.

The non-dimensional wave forces are defined as

Fnondim =
F

AmkρgV
(15)

where F is the measured force, Am is the measured amplitude,
k is the wave number, and V is the immersed volume. The
measured wave amplitude Am is defined as

Am =
1
2

Hm (16)

The non-dimensional wave elevation is defined as

ηnondim =
η

Am
(17)

with η the measured free surface elevation.

3.2.4. Wave forces and free surface elevations
The first harmonic amplitudes of horizontal force and vertical

forces (dimensionless values) are shown in Fig. 6.
Similarly as for the incident wave measurement, the three

variations are also observed in the force amplitudes:

(A) At t ≈ 45s, the arrival of the wave front;

(B) At t ≈ 65s, the arrival of reflected diffracted waves from
side wall;

(C) At t ≈ 85s, the arrival of reflected waves from the beach.
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Figure 5: Free surface elevation at probe No.4 in the experiment
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(b) Vertical force

Figure 6: The first harmonic amplitude of the wave force in the exper-
iment

Component
Non dimensional amplitude

x σx σx/x
F(1)

x 1.388 0.014 1%
F(1)

z 1.185 0.016 1%
η(1)

1 1.220 0.014 1%
η(1)

2 1.194 0.012 1%
η(1)

3 1.028 0.012 1%
F(2)

x 0.176 0.008 5%
F(2)

z 0.015 0.006 40%
η(2)

1 0.065 0.007 11%
η(2)

2 0.040 0.012 30%
η(2)

3 0.035 0.008 23%
F(0)

x 0.065 0.003 5%

Table 3: Experimental results

It is worth noting that the variation (B) happens about 10
seconds later for the force than that for the wave elevation at
probe 4, since only the reflection caused by the side walls has
an influence on the force and these waves need more time to
propagate back to the center of the basin.

To obtain final results describing the true response to the in-
cident waves, only data in the effective time window (after the
peak A and before the variation B, where the amplitudes are
almost constant) are used.

The experimental results are summarized in Tab 3. In the
table, the superscript i represents the ith harmonic component.
The results of first harmonics are given in the first place, fol-
lowed by the second harmonics. The zeroth harmonic ampli-
tude, representing the drift force, is also provided in the end.
For each component, the mean value (x) corresponds to the
time-averaged value during the zone of analysis and the stan-
dard deviations (σx) include already the error on the incident
waves in the non-dimensionalization. The relative standard de-
viation (σx/x) represents the difficulty to obtain a precise result.

In this experiment, all the first harmonic amplitudes have rel-
ative standard deviations about 1%, showing a good data qual-
ity. However, the second harmonics are more difficult to obtain
and contain larger relative standard deviations, since the mean
values are much smaller. Only the horizontal force (F(2)

x ) has
a fairly small standard deviation of about 5%. The zeroth har-
monic amplitude of the horizontal force (F(0)

x ) has also a relative
standard deviation of about 5%.

4. Numerical Study

This section reproduces the wave tank experiment using the
three NWTs to compares the three wave modeling methods.
The following features are considered:

• the accuracy;

• the computational efficiency;

• the wave generation and absorption ability.

The section begins by introducing the CFD solvers imple-
menting the three wave modeling methods, and continues with
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a description of the numerical setup. The numerical results and
the discussions are presented in the end.

4.1. CFD solvers

The wave generation and absorption methods presented in
Sect. 2.2 are implemented in two-phase CFD solvers. The IWG
method is implemented with ISIS-CFD, while the RZ method
and the SWENSE method are implemented in foamStar. Both
ISIS-CFD and foamStar are based on the second-order accurate
Finite Volume method. Unstructured polyhedral mesh with co-
located variable arrangement is used. The governing equations
are solved with the SIMPLE algorithm (Ferziger and Peric,
2012). The free surface is treated with the VOF method (Hirt
and Nichols, 1981).

foamStar is based on interDyMFoam, the native OpenFOAM
solver for incompressible two-phase flow. The solver’s main
structure is maintained; only slight modifications are made to
implement the wave generation and absorption methods. De-
tails can be found in Monroy et al. (2016) for the RZ implemen-
tation and in Li et al. (2018, 2019) for the SWENSE method.

4.2. Numerical setup

Two types of mesh are used in this test case. One is rectan-
gular and the other is cylindrical, as shown in Figs. 7 and 8.

The rectangular configuration is normally used by most nu-
merical wave tanks because its uniform and regular mesh is usu-
ally more accurate for the incident wave propagation.

The cylindrical configuration has fine cells only near the
structure and coarse mesh in the far-field. This mesh arrange-
ment contains a lower number of cells while keeping the density
near the structure the same as in the rectangular configuration.
It is consequently often more efficient. However, due to the
coarse mesh in the far field, this configuration is not suitable to
simulate wave propagation using classical Navier-Stokes mod-
els. But this configuration is compatible with the SWENSE
method and shows its best performance, since the SWENSE
method only need to solve the complementary fields, which is
located close to the structure (in the zone with high mesh den-
sity).

In both configurations, the origin of the coordinate system is
located at the center of the buoy and on the free surface at rest.
The x axis points to the wave propagation direction, and z axis
points upward. The depth of the computational domain is the
same as in the experimental wave tank zmin = −5m. Only half
of the domain is simulated by using a longitudinal symmetry
plane.

The following part only details the spatial discretizations.
The temporal discretization is set to have 360 time steps per
wave period, which is considered to be fine enough according
to a separate study (Choi et al., 2018).

4.2.1. Rectangular configuration
The rectangular configuration in Fig. 7 has Cartesian far-field

mesh. Unstructured refined mesh is used locally near the struc-
ture to fit the geometry (see Fig. 9).
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(b) RZ and SWENSE method

Figure 7: Rectangular mesh configurations

Three meshes with different far-field mesh densities: 20x,
40x, and 80x are used to compare the three models on their
spatial discretization requirement. The number 20, 40, and 80
signify the number of cells per wavelength (λ) along the x di-
rection. The far-field meshes are the only difference. The mesh
density near the buoy is kept invariant and is assumed to be
adequate to capture the flow details.

The mesh information is detailed in Tab. 4, where λ = 5.05m
and H = 0.16m are the target incident wave length and height.
Please note that the vertical discretization is kept unchanged
in the three configurations and is assumed to be enough. The
transverse (y) direction is not varying simultaneously with cells
in the x direction. Such a configuration is commonly used to
reduce the number of cells in unidirectional regular wave sim-
ulations. It has a preference wave propagation direction along
which the mesh is more refined than the other direction.

Mesh λ/∆x λ/∆y H/∆z Number of cells

20x 20 10 16 1.3 M
40x 40 10 16 1.5 M
80x 80 20 16 2.5 M

Table 4: Rectangular mesh information
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Figure 9: Local mesh refinement near the structure in the rectangular
configuration (view from the symmetry plane)

4.2.2. Cylindrical configuration
As shown in Fig. 8, the mesh of the cylindrical configuration

has fine cells near the center of the domain and coarse cells in
the far-field. A local refinement is applied near the structure.
The mesh density in this refinement zone is comparable to that
of the rectangular configuration.

Using the cylindrical mesh with the SWENSE method as-
sumes that the complementary fields (diffracted waves) need to
be solved accurately only in a region close to the structure. This
study analyzes the necessary size of this region.

Three meshes with different refinement zone sizes are used,
as illustrated by Fig. 10 and referred to as C1, C2 and C3. Their
details can be found in Tab. 5. In the table, ∆rnear and ∆rfar
represent the radial size of the smallest and the largest cells re-
spectively, rrefine denotes the width of the local refinement zone
near the buoy.

Mesh
λ

∆rnear

λ

∆rfar

180o

∆θ

H
∆z

rrefine

λ
Cells

C1
500 10 48 16

0.04 0.72M
C2 0.09 0.82M
C3 0.27 1.01M

Table 5: Cylindrical mesh information

4.2.3. Wave generation and absorption
The wave generation and absorption methods used in the

rectangular configuration are detailed as follows.

• The IWG method in ISIS-CFD: A wave generation zone
of one wavelength long is set next to the inlet boundary
(x ∈ (xmin, xmin + λ)), as shown in Fig. 7(a). The wave
damping zone is 1.5 wavelength long, and is next to the

(a) C1 mesh

(b) C2 mesh

(c) C3 mesh

Figure 10: Local refinement regions near the buoy in the cylindrical
configuration

outlet boundary (x ∈ (xmax − 1.5λ, xmax)). The side wall is
modeled as slip wall, since using damping zones near the
side wall is not feasible. This configuration is very similar
to the experimental condition. Reflection from the side
wall is expected.

• The RZ method in foamStar uses incident wave bound-
ary condition at the inlet, the outlet and the side wall.
Three RZs with 1.5 wavelength long are used next to
these boundaries (x ∈ (xmin, xmin + 1.5λ) and x ∈ (xmax −

1.5λ, xmax) and y ∈ (ymax − 1.5λ, ymax)), as shown in Fig.
7(b). This setup avoids the reflections at any domain
boundary to simulate an open sea condition.

• The SWENSE method in foamStar does not need wave
generation zone, but uses RZs to prevent the reflections of
complementary waves. These zones are set in the same
way as in the RZ method to simulate an open sea condi-
tion.

For the cylindrical configuration, the SWENSE method in
foamStar uses a RZ of 1.5 wavelength long around the far-field
boundary to simulate an open sea condition, as shown in Fig. 8.

The stream function wave theory (Rienecker and Fenton,
1981; Ducrozet et al., 2019) is used to calculate the target inci-
dent waves as shown in Tab. 2.

4.3. Results
Same information is collected in the numerical study as in

the experiment. The raw data is non-dimensionalized and pro-
cessed with sliding windows Fourier transform in the same way
as in the experiment. For simplicity, only the analysis procedure
for the horizontal wave force is detailed here. The complete re-
sults are provided in Tab. 6, and further compared in Figs. 15
and 16.
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It is worth noting that the non-dimensionalization in the nu-
merical study uses the target incident value and not the mea-
sured value, so to see the errors in the wave propagation.

4.3.1. IWG in ISIS-CFD
The simulation using the IWG method starts with calm wa-

ter condition at t = 0. The waves are generated in the wave
making zone and propagates in the NWT. Figure 11 plots the
horizontal wave force during the first 10 wave periods and its
first harmonic amplitude. The three different curves represent
the results using different discretizations.
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Figure 11: Horizontal wave force: internal wave generation method in
ISIS-CFD

From Fig. 11(b), it is observed that the force amplitudes are
not constant, but with two obvious variations. Similar to the
experiment, the horizontal wave force exhibits a peak after the
arrival of the wave front (point A). It is also worth noting that
the wave force amplitudes begins to decrease at t ≈ 12s (point
B). Although this decrease is similar to the experiment, it is not
due to the side wall reflection, since the reflected waves need
more time to travel back. This decrease is caused by the damp-
ing zone at the outlet, the distance of which is only 1.5 wave-
length away from the buoy. The traveling time estimated with
the wave group velocity is equal to 10.8s. For this reason, only
a short time window after the peak A and before the reflection
B can be used for data analysis.

Besides, the wave forces show a converging trend with the
mesh refinement. The results using the 20x mesh is about 10%
smaller than the two close results with the 40x and 80x meshes.

4.3.2. RZ in foamStar
At the beginning of the simulation, the incident waves are ini-

tialized everywhere in the entire computational domain. Such
initial condition is necessary to ensure the compatibility of the
flow in the pure CFD zone and in the RZs (blending to incident
wave).

The results of such initial condition is shown by the peak A
in Fig. 12(b)), which corresponds to the impact caused by the
sudden appearance of the buoy in the incident waves. The fol-
lowing trough corresponds to the establishment of the diffracted
waves. Note that the amplitude curve starts one period later
compared to the time history, since the sliding window Fourier
transform uses one wave period as the window length.

After point A (t = 1.8s), the force amplitudes remain almost
constant for a short interval. It may be interpreted as the re-
sponse to the incident waves initialized at the beginning of the

simulation. Then force amplitudes decrease between point A
and point B (t ≈ 7s). This decrease suggests that the waves
generated at the inlet boundary become smaller while propa-
gating in the CFD domain due to numerical errors in the wave
modeling method. This loss of wave amplitude is more severe
with the coarse mesh (20x) than with the fine mesh (80x), but
the duration of such a decrease is the same for the three meshes,
which is approximately equal to the time to propagate informa-
tion from the inlet boundary to the structure at the wave group
velocity.

After point B, the results become almost constant and corre-
spond to the converged results with each discretization. Com-
pared to the IWG result, the duration of the stable result is
longer, so it offers a longer zone to extract the final results.

The results in different meshes have larger discrepancy com-
pared with the IWG’s results in ISIS-CFD.
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Figure 12: Horizontal wave force: RZ method in foamStar

4.3.3. SWENSE in foamStar
Figures 13 and 14 plot the horizontal force obtained with the

rectangular and the cylindrical mesh configurations.
The initial condition in the SWENSE simulation is the same

as the RZ method, i.e., the incident waves exist everywhere.
Thus, the wave force at the beginning of the simulation is simi-
lar to that of the RZ method near point A.

The point B in Figs. 13(b) and 14(b) are plotted at the same
position as in Fig. 12(b), i.e., at t = 7s, since the information
propagation time should be identical. However, the decrease
of the force amplitudes between A and B is much smaller than
that of the RZ method, showing that the loss of wave amplitude
caused by the SWENSE method is also smaller than the RZ
method.

After point B the simulation results become almost constant,
offering a long zone of analysis to extract the final result.

In Fig. 13, the cylindrical mesh simulations show very close
results. The force amplitudes increase slightly when enlarg-
ing the size of refinement zone near the structure. It suggests
that solving the complementary field accurately in different
spatial extents has a slight influence. The quantitative study
of this problem will be given in Sect. 4.3.4 and the compro-
mise between the accuracy and the computational cost using
the SWENSE method will be further addressed in Sect. 4.4.1.

Moreover, in Fig. 14, the difference between mesh config-
urations are very small, revealing that the far-field spatial dis-
cretization has only minor influence on the accuracy of wave
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Figure 13: Horizontal wave force: SWENSE method in foamStar with
the cylindrical mesh
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Figure 14: Horizontal wave force: SWENSE method in foamStar with
the rectangular mesh

force calculation.

4.3.4. Summary of the results
The simulation results are detailed in Tabs. 6 and 7, including

the first two harmonic amplitudes of the wave force (horizon-
tal and vertical) and of the wave amplitudes at the three probes
close to the buoy. The zeroth harmonic amplitude of the hori-
zontal wave force is also provided. In the table, the mesh names
are followed by the number of cells to indicate the computa-
tional cost.

These data are obtained with the sliding window Fourier
transform, in the same way as in the experiment. Only the nu-
merical results inside the exploitable zone are used for the data
processing, to exclude the transitional regime at the beginning
and the influence of the wave reflections (in the IWG case). For
example, in the interval wave generation case in Fig. 11(b), the
result after peak A and before B is used; in the RZ method and
the SWENSE method, the results after point B are used (see
Figs. 12-14).

For each result, the mean value is provided and followed by
its standard deviation to give an indication of the periodical un-
certainty.

Before going into details, the tables show a general good
agreement between the experimental data and the numerical
results on the mean values, especially when the finest mesh
(80x) is used. This agreement indicates that all the three wave
modeling methods are able to simulate correctly the waves and
the interaction with the structure. With respect to the standard
deviation, the results of the IWG method in ISIS-CFD have
the largest deviations, which are comparable with that in ex-
perimental data. The results of RZ method and the SWENSE

method in foamStar have smaller deviations, suggesting a more
stable simulation results, which is in agreement with the obser-
vation from Figs. 11-14.

Among these quantities, the first harmonics are one or two or-
ders of magnitudes larger than the second harmonics and thus
describe the majority of the physical phenomenon. Besides,
they contain relatively small standard deviations, showing bet-
ter data quality. The second harmonics, especially that of the
vertical force has much smaller mean values and much larger
standard deviations. For this reason, the comparison shall con-
centrate on the first harmonics forces, which are the main inter-
est from the engineering point of view.

For this reason, the comparison is at first conducted for the
first harmonics of the horizontal and vertical forces, in Fig. 15.
The first harmonic amplitude of the free surface elevation at
probe 1 is also shown. In each figure, the vertical axis denotes
the non-dimensional amplitude. The horizontal axis describes
the mesh information in ascending order of number of cells.
The mean experimental data is plotted with a black solid line,
which is encompassed by a red region covering one standard
deviation above and below. The mean values of the simulation
results are described by the bars. The error bars represent one
standard deviation above and below the mean values.

In Fig. 15(a), the first harmonic amplitudes of the horizontal
wave forces (F(1)

x ) are plotted. All the three methods achieve
good results compared to the experimental data when the finest
discretization (80x) is used, but their accuracy varies signifi-
cantly on coarser meshes. With 80x mesh, the difference to
the experimental data is smaller than 3% for the foamStar-
RZ, while the results of ISIS-CFD-IWG and the foamStar-
SWENSE are very close to the experimental data. When
meshes become coarser, the behavior of the three wave model-
ing methods become different. ISIS-CFD-IWG and foamStar-
SWENSE can still produce results with errors smaller than one
standard deviation, with 40x mesh, while the foamStar-RZ are
about 5% smaller. When the mesh becomes even coarser, only
the results of foamStar-SWENSE show no obvious degrada-
tion of accuracy. For the foamStar-RZ and ISIS-CFD-IWG,
the wave force decreases when enlarging the far-field cell size.
This decrease is most due to the numerical diffusion errors in-
duced by the mesh in the incident wave propagation. The IWG
method and RZ methods rely on the CFD solver to calculate
the incident wave propagation and thus require fine cells ev-
erywhere in the domain. In contrast, the incident waves of
the SWENSE method are solved with external potential flow
solvers and are not affected by the CFD mesh. As a result, the
SWENSE method is the least sensitive to the quality of far-field
mesh.

In Figs. 15(b) and 15(c), the first harmonic amplitudes of the
vertical force (F(1)

z ) and the free surface elevation at probe 1
(η1) reveal similar results with the horizontal force, i.e., the
three methods show close and the most accurate results with
80x mesh, but the SWENSE method is the least sensitive to the
far-field mesh quality. However, for the vertical force (F(1)

z ), an
obvious larger discrepancy between the numerical results and
the experimental data is observed. Even with the finest mesh,
this difference still remains and exists for all the three meth-
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Non-dimensional Amplitude F(1)
x F(1)

z η(1)
1 η(1)

2 η(1)
3

Experiment 1.388 ± 0.014 1.185 ± 0.016 1.210 ± 0.014 1.194 ± 0.012 1.028 ± 0.012

ISIS-CFD-IWG
20x (1.3M) 1.323 ± 0.017 1.072 ± 0.020 1.158 ± 0.014 1.139 ± 0.013 0.966 ± 0.019
40x (1.5M) 1.376 ± 0.003 1.109 ± 0.019 1.200 ± 0.015 1.181 ± 0.012 0.997 ± 0.014
80x (2.4M) 1.385 ± 0.004 1.118 ± 0.021 1.201 ± 0.017 1.189 ± 0.014 1.009 ± 0.013

foamStar-RZ
20x (1.3M) 1.204 ± 0.008 1.020 ± 0.010 1.056 ± 0.005 1.049 ± 0.005 0.918 ± 0.013
40x (1.5M) 1.328 ± 0.004 1.076 ± 0.004 1.169 ± 0.003 1.161 ± 0.007 0.983 ± 0.004
80x (1.4M) 1.352 ± 0.002 1.109 ± 0.004 1.193 ± 0.003 1.178 ± 0.004 1.000 ± 0.002

foamStar-SWENSE

C1 (0.72M) 1.358 ± 0.002 1.129 ± 0.002 1.196 ± 0.003 1.180 ± 0.001 1.013 ± 0.001
C2 (0.82M) 1.362 ± 0.001 1.126 ± 0.002 1.197 ± 0.002 1.181 ± 0.001 1.013 ± 0.001
C3 (1.0M) 1.367 ± 0.001 1.129 ± 0.002 1.198 ± 0.002 1.183 ± 0.001 1.020 ± 0.001
20x (1.3M) 1.363 ± 0.001 1.137 ± 0.002 1.196 ± 0.001 1.181 ± 0.001 1.023 ± 0.001
40x (1.5M) 1.379 ± 0.002 1.143 ± 0.002 1.208 ± 0.001 1.192 ± 0.001 1.030 ± 0.001
80x (2.4M) 1.388 ± 0.001 1.148 ± 0.002 1.214 ± 0.002 1.197 ± 0.001 1.037 ± 0.001

Table 6: Comparison between numerical results and experimental data: first harmonics

Non-dimensional Amplitude F(0)
x F(2)

x F(2)
z η(2)

1 η(2)
2 η(2)

3
Experiment 0.067 ± 0.003 0.176 ± 0.008 0.015 ± 0.006 0.064 ± 0.007 0.022 ± 0.012 0.038 ± 0.008

ISIS-CFD-IWG
20x (1.3M) 0.056 ± 0.009 0.130 ± 0.013 0.032 ± 0.011 0.076 ± 0.015 0.032 ± 0.009 0.080 ± 0.022
40x (1.5M) 0.061 ± 0.005 0.195 ± 0.012 0.022 ± 0.009 0.073 ± 0.010 0.055 ± 0.010 0.071 ± 0.014
80x (2.4M) 0.062 ± 0.006 0.019 ± 0.015 0.028 ± 0.010 0.058 ± 0.010 0.033 ± 0.015 0.048 ± 0.004

foamStar-RZ
20x (1.3M) 0.053 ± 0.002 0.130 ± 0.004 0.017 ± 0.003 0.057 ± 0.003 0.037 ± 0.003 0.036 ± 0.004
40x (1.5M) 0.070 ± 0.002 0.165 ± 0.002 0.009 ± 0.005 0.056 ± 0.002 0.034 ± 0.003 0.038 ± 0.003
80x (1.4M) 0.070 ± 0.001 0.166 ± 0.001 0.011 ± 0.005 0.059 ± 0.002 0.034 ± 0.002 0.043 ± 0.002

foamStar-SWENSE

C1 (0.72M) 0.067 ± 0.001 0.175 ± 0.001 0.018 ± 0.003 0.067 ± 0.002 0.043 ± 0.002 0.051 ± 0.001
C2 (0.82M) 0.065 ± 0.001 0.178 ± 0.002 0.016 ± 0.003 0.068 ± 0.002 0.043 ± 0.002 0.052 ± 0.001
C3 (1.0M) 0.065 ± 0.001 0.175 ± 0.003 0.015 ± 0.003 0.068 ± 0.002 0.038 ± 0.002 0.050 ± 0.002
20x (1.3M) 0.069 ± 0.001 0.177 ± 0.001 0.014 ± 0.002 0.066 ± 0.002 0.044 ± 0.002 0.041 ± 0.001
40x (1.5M) 0.070 ± 0.001 0.184 ± 0.001 0.011 ± 0.002 0.062 ± 0.002 0.040 ± 0.002 0.039 ± 0.001
80x (2.4M) 0.070 ± 0.001 0.185 ± 0.001 0.011 ± 0.002 0.062 ± 0.002 0.039 ± 0.002 0.040 ± 0.001

Table 7: Comparison between numerical results and experimental data: mean force and second harmonics

ods. Provided that the heave damping skirt mainly influences
the vertical wave force, it is possible that the local refinement
near the skirt (identical in all the meshes) is not enough to cap-
ture accurately the complex vortex shedding phenomenon.

The zeroth harmonic and the second harmonic of the hori-
zontal force is about 5% and 10% to the first harmonic force.
These values can give a more detailed comparison of the ac-
curacy. Moreover, the zeroth harmonic is of engineering inter-
est since it corresponds to the drift force of the waves. Figure
16 provides such a comparison. The SWENSE method still
shows a good accuracy on both quantities, regardless the mesh
used, while the loss of amplitudes is also obvious in the results
of the foamStar-RZ and ISIS-CFD-IWG with mesh 20x, due
to the numerical damping caused by large mesh size in the far
field. The foamStar-RZ achieves good results with fine meshes
(40x and 80x), while the ISIS-CFD-IWG underestimates the
drift force and has larger periodical uncertainty in its result.

4.4. Discussion

4.4.1. Efficiency of the models
The results reveal that each wave modeling method achieves

its best accuracy with the finest discretization (80x mesh).
However, the use of coarse mesh in the far-field has different in-
fluence on their accuracy. The SWENSE method is able to use
much coarser mesh by giving little concession on the accuracy
and thus is the most efficient wave modeling method among

the three, and is very advantage in cases where the efficiency is
more emphasized than the absolute accuracy,

To confirm that, we compare the efficiency of the three mod-
els according to their mesh requirement to reach a same level
of accuracy.

Taking the first harmonic amplitude of the horizontal wave
force as an example: if set an accuracy tolerance of 3% (1.35 <
F(1)

x < 1.43), then ISIS-CFD-IWG requires the 40x mesh with
1.5 million cells to meet the criteria; foamStar-RZ requires the
80x mesh with 2.5 million cells; while foamStar-SWENSE is
able to achieve the same level of accuracy with the coarsest C1
mesh with only 0.72 million of cells.

The efficiency enhancement in the SWENSE method is cred-
ited to the use of the potential/viscous coupling approach, so
that accurate incident waves are independent of the CFD mesh,
only the complementary field needs to be solved.

Moreover, this study confirms that the complementary fields
need only to be solved accurately in a close vicinity of the struc-
ture, so that a small local refinement zone near the structure
with coarse mesh in the far-field is able to produce good re-
sults: the cylindrical mesh with a local refinement of 0.04 inci-
dent wave length around the structure (C1) is enough to achieve
a good estimation of horizontal wave force with -2.3% error
compared to the experimental data. Although enlarging this lo-
cal refinement zone to 0.27 wave length wide (C3) can reduce
the error to -1.7%, using larger refinement zone is not always
necessary if the efficiency is more emphasized than the accu-
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Figure 15: Comparison of simulation results: first harmonics of the
wave forces and the free surface elevation

racy.
To ensure the accuracy of the simulation, especially to val-

idate the result of SWENSE on the coarse mesh, the flow de-
tails of the simulation are compared. The IWG method uses the
medium mesh 40x; the RZ method uses the finest mesh 80x; the
SWENSE method uses the coarsest mesh 20x. With such dis-
cretizations, all methods should have a same level of accuracy.
Figure 17 plots the Q-criterion and the pressure fields obtained
by the three methods, showing a good agreement.

4.4.2. Wave reflection prevention ability
The wave reflection is prevented using two strategies in the

present study.

• Full absorption condition: damping zones are used to ab-
sorb the entire wave trains at the outlet boundary, as in the
IWG method and in the experiment.
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Figure 16: Comparison of simulation results: the mean horizontal
wave force and the second harmonic of the horizontal force

(a) ISIS-CFD-IWG 40x (b) foamStar-RZ 80x

(c) foamStar-SWENSE 20x

Figure 17: Comparison of the iso-surfaces of Q-criterion = 50 and the
pressure field when a wave crest passes the buoy

• Diffraction absorption condition: this condition allows the
incident waves to leave the computational domain and ab-
sorb the diffracted waves only, as in the RZ method and in
the SWENSE method.
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It is observed that the diffraction absorption condition pre-
vents better wave reflection, comparing with the full absorption
condition.

For example, when the full absorption condition is used, both
the experiment and numerical methods show difficulty in damp-
ing out the full wave trains at the end of the domain. Reflected
waves travel back to the structure and affect the results (see
point C in Fig. 6 and point B in Fig. 11(b)). As a result, the ex-
ploitable window for the data analysis is reduced. A secondary
effect of the full absorption condition is that it can not be used
to prevent side wall reflections. In the present study, the nu-
merical simulation with the IWG method is not long enough to
make this phenomenon appear, but the experimental data con-
firms the necessity of avoiding side wall reflections.

The RZ method and the SWENSE method both use the
diffraction absorption condition at all domain boundaries. With
both methods, no apparent wave reflections are observed, the
simulations are more stable and provide longer exploitable time
for the data analysis.

Inspired by the RZ method, forcing zones are added to the
IWG method to achieve the diffraction absorption condition.
The forcing zone is similar to the RZ, but it uses a momen-
tum source in the RANS equations to force the CFD solution
equal to the incident wave solution, and thus it provides the ab-
sorption of the diffracted waves. In Fig. 18 the results of IWG
using forcing zones at side walls and the outlet are plotted by
red dash lines and compared to the original method shown by
black lines. The forcing zones avoid the wave reflections and
show a much more stable result.
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Figure 18: Influence of the absorption boundary condition for the IWG
method: BC1 wave damping at outlet, and BC2 forcing zones at outlet
and at side wall

4.4.3. Remark on the turbulence model in two-phase flow
In the present numerical study, the standard k − ω SST tur-

bulence model is selected to calculate the eddy viscosity in the
RANS equations. However, an excessive wave damping and a
wave force diminishing are observed with the RZ method im-
plemented in OpenFOAM. Figure 19 shows the 0th and 1st har-
monic amplitudes of the horizontal wave force. A loss in ampli-
tude is observed from t = 15s . This problem is purely numeric
and limits the effective time window to analyze the physics.

This problem has been reported in the literature (Devolder
et al., 2017) on using RANS model for two-phase flow simula-
tions and it is attributed to the limitation of the present turbu-

lence models, which are mostly derived and tuned for single-
phase flows. These models are usually not adequate to con-
sider the discontinuity of physics near the free surface and cre-
ate excessive and nonphysical turbulent eddy-viscosity, which
leads to the wave damping. This problem is often severe in
a wave-structure interaction problem without forward speed,
since the turbulent viscosity always remains in the computa-
tional domain.
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Figure 19: Horizontal wave force result in a long time simulation

Figure 20 shows the turbulent viscosity (νt) at t = 1T and
t = 15T in the simulation with the RZ method. After one wave
periods, the turbulent viscosity appears not only close to struc-
ture but also in the far-field. The far-field turbulence is created
near the free surface, which is shown as a white line, due to
the interface discontinuity. The maximum νt has an order of
10−3m2/s at t = 1.8s. At the end of the simulation, the turbu-
lent viscosity has a much larger value (order of 10−1m2/s) due
to the accumulation and appears in a larger zone.

The result of the SWENSE method is not affected by this
problem. Despite using the same turbulence model, the wave
force amplitudes are maintained constant even after a long sim-
ulation time. This has to be credited to the potential/viscous
coupling used in SWENSE method, so that the viscous effects
is only applied to the complementary field and does not affect
the incident waves.

5. Conclusion

The present work compared three wave modeling methods in
two-phase CFD solvers: the IWG method in ISIS-CFD, the RZ
method and the SWENSE method in foamStar. The accuracy
and the performance of these methods are compared by simu-
lating a fixed CALM buoy in regular waves and compared with
experiments.

On the accuracy side, all the three methods are able to
achieve accurate comparison with the experiment when the
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(a) One wave period after the simulation

(b) 15 wave periods after the simulation

Figure 20: Turbulent viscosity in the computational domain (view
from the symmetry plane). Note that the color map uses a logarith-
mic scale. The free surface is shown as a white line.

mesh is fine enough to propagate the incident waves accu-
rately. Compared to the SWENSE method in foamStar, the
IWG method in ISIS-CFD and the RZ method in foamStar
show more dependency on fine meshes to obtain accurate re-
sults. Only the SWENSE method in foamStar still obtain good
results with coarse far-field mesh.

On the performance side, the SWENSE method in foamStar
is the most efficient. It is able to achieve a significant gain
in efficiency with a tiny concession on the accuracy, by us-
ing coarse mesh in the far-field. For a same level of accuracy,
the SWENSE method requires only about 25% cells compared
to the RZ method, with both methods implemented in Open-
FOAM.

The diffraction absorption condition prevents better wave re-
flection than the full absorption condition. The RZ and the
SWENSE method in foamStar, using the diffraction absorp-
tion condition, are able to prevent reflections at all the do-
main boundaries, and thus provide more stable result and longer
time window for the data analysis. The full absorption method
(damping), used by the IWG method in ISIS-CFD and the ex-
periment, creates larger reflection at the outlet and is inappli-
cable for side wall absorption. Using forcing zones is able to
achieve the diffraction absorption condition in the IWG method.

A last remark shows the k − ω SST turbulence model is
not adapted for two-phase flow simulation in standard RANSE
solvers, since it causes excessive numerical damping of incident
waves. The use of the potential/viscous coupling method as the
SWENSE method is able to alleviate this problem and maintain
good simulation results for longer simulation time.
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