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Abstract Orientations of natural fault systems are subject to large variations. They often contradict
classical Coulomb failure theory as they are misoriented relative to the regional Andersonian stress field.
This is ascribed to local effects of structural or stress heterogeneities and reorientations of structures or
stresses on the long term. To better understand the relation between fault orientation and regional stresses,
we simulate spontaneous fault growth and its effect on the stress field. Our approach incorporates
earthquake rupture dynamics, viscoelastoplastic brittle deformation and a rate- and state-dependent
friction formulation in a continuum mechanics framework. We investigate how strike-slip faults orient
according to local and far-field stresses during their growth. We identify two modes of fault growth, seismic
and aseismic, distinguished by different fault angles and slip velocities. Seismic fault growth causes a
significant elevation of dynamic stresses and friction values ahead of the propagating fault tip. These
elevated quantities result in a greater strike angle relative to the maximum principal regional stress than
that of a fault segment formed aseismically. When compared to the near-tip time-dependent stress field the
fault orientations produced by both growth modes follow the classical failure theory. We demonstrate how
the two types of fault growth may be distinguished in natural faults by comparing their angles relative to
the original regional maximum principal stress. A stress field analysis of the Landers-Kickapoo fault
suggests that an angle greater than ∼25◦ between two faults indicates seismic fault growth.

1. Introduction
Strike-slip faults that are hundreds of kilometers long formed from smaller defects (e.g., Hirsch, 1975;
Regenauer-Lieb & Yuen, 2003; Regenauer-Lieb et al., 2006) and grow larger as they accommodate more
strain (e.g., Nur et al., 1993; Perrin, Manighetti, Gaudemer, et al., 2016, Perrin, Manighetti, Ampuero, et al.,
2016). As a result, faults are large complex zones of fractured rock and slip surfaces that are inherently
composite. Commonly, these structures are approximated as two-dimensional slip surfaces. The classical
understanding of fault growth relates fault length linearly to accumulated displacement due to episodi-
cally recurring earthquakes (e.g., Bürgmann et al., 1994; Cowie & Scholz, 1992b; 1992a; Manighetti et al.,
2001, 2004; Norris & Toy, 2014; Perrin, Manighetti, Gaudemer, et al., 2016, Perrin, Manighetti, Ampuero,
et al., 2016; Peacock, 1991; Peacock & Sanderson, 1996; Scholz & Lawler, 2004; Segall & Pollard, 1983). A
gradual extension in fault length increases the fault surface area, which augments its potential to generate
bigger earthquakes. Since strike-slip faults typically consist of a vertical or subvertical dipping fault plane as
described first by Anderson (1905), the degrees of freedom during fault lengthening reduce to one parame-
ter, the horizontal fault angle. The angle of upper crustal faults is widely believed to obey the Mohr-Coulomb
failure criterion (Norris & Toy, 2014; Sibson, 1994; Sibson et al., 2011) as set out by Anderson (1942) and
Byerlee (1978). This criterion is a standard rule of thumb in assessing optimally oriented faults (Fang &
Dunham, 2013) and it is largely validated by the WorldStressMapProject (Heidbach et al., 2018). The angle 𝛼
between a newly forming, mechanically stable fault and the maximum principal compressional stress direc-
tion 𝜎1 was shown to follow one of the three types (e.g., Arthur et al., 1977; Choi & Petersen, 2015; Kaus,
2010; Vermeer, 1990; Zang & Stephansson, 2010, p. 39):

Roscoe angle:

𝛼R1−4
= ±

(
𝜋

4
∓ 𝜓

2

)
, (1)
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Coulomb angle:
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Arthur angle:
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)
, (3)

where 𝜓 is the dilation angle that represents volumetric change in shear deformations and 𝜑 is the internal
angle of friction, related to 𝜇, the friction coefficient, as 𝜇 = tan𝜑. The Roscoe and Coulomb angles are
upper and lower bounds, and the Arthur angle is defined as the mean of these two angles (Arthur et al.,
1977). Despite the general agreement on these failure criteria, many natural faults deviate substantially from
their predictions (Anderson, 1905; Fletcher et al., 2016; Hardebeck & Michael, 2004; Perrin, Manighetti,
Gaudemer, et al., 2016; Scholz et al., 2010; Sibson, 1990; Sibson et al., 2011; Townend & Zoback, 2004). One
reason for this discrepancy might be a long-term rotation of the stress field surrounding the fault. This is
caused by an adaptation to changing tectonic conditions, although the fault most likely formed in accordance
with the stress state prevailing at the time of genesis of the structure (Zang & Stephansson, 2010, p. 247).

However, the stress field can additionally undergo short-term changes: Elastodynamic singular crack and
nonsingular slip-weakening models have shown that the dynamic stress field near the tip of a propagating
rupture depends on the dynamics of this rupture (Andrews, 1976; Erdogan, 1968; Fossum & Freund, 1975;
Freund, 1972a, 1972b; Kame et al., 2003; Poliakov et al., 2002; Rice, 1980) and instantaneous fault slip causes
an alteration of the stress field around the fault (Segall & Pollard, 1980). This suggests, in the first place, that
the stress field might rotate not only due to long-term stress reorientations as argued above but also due to
short-term dynamic effects. Second, and equally important, this suggests that near-fault and remote stress
field might deviate during dynamic earthquake rupture. Such changes to the stress and strain around the
fault were, for example, predicted by applying a maximum strain energy density criterion, however, without
capturing dynamic stress field changes as fault slip evolves nor capturing changes to the coefficient of friction
(Du & Aydin, 1995). The well-established rock friction experiments of Dieterich and Ruina demonstrated the
clear dependency of the friction coefficient on the slip velocity (Dieterich, 1979, 1981; Ruina, 1983). Taken
together, the above findings lead to our first hypothesis: The local instantaneous near-tip stress field and
the time-, velocity-, and state-dependent local friction coefficient control the angle of incipient and growing
faults. Thus, to assess fault angles correctly, these time- and space-dependent quantities need to be consid-
ered. This proposition is in contrast to the practice of applying usually available far-field or postformation
quantities. We hypothesize that during aseismic fault growth far-field and local stress orientations deviate
insignificantly, while during dynamic (seismic) fault growth the near-field stresses do deviate significantly
from the remote ones. We note that aseismic fault growth driven by aseismic creep could be approximated
by a static modeling assumption.

Fracture mechanics predicts that both aseismic and seismic fault slip produce stress concentrations at a
fault's edges. These elevated stresses promote spontaneous crack growth and, thus, dynamics may alter the
crack or shear band growth direction (Kame & Yamashita, 2003, 1999; Kame et al., 2003). For example,
Ma and Elbanna (2018) showed that the localization pattern depends on the inertia effect. Indeed, fault
growth partly occurs dynamically during earthquakes (e.g., Andrews, 2005; Manighetti et al., 2005; Perrin,
Manighetti, Ampuero, et al., 2016; Schaff & Beroza, 2004). The other part of fault growth might be driven
by static stress concentration near growing fault tips (e.g., Aydin & Berryman, 2010; Cooke, 1997; Lehner
et al., 1981; Perrin, Manighetti, Ampuero, et al., 2016; Willemse & Pollard, 1998). The results are slowly
moving disturbances of aseismic deformation (Ida, 1974) indicating that fault creep is kinematically similar
to seismic faulting and may be sizable in tectonic strain release (King et al., 1973). This leads to our second
hypothesis: Similarly to the existence of different modes of fault slip, different modes of fault growth may
exist; we propose two end member cases that happen on earthquake and geological timescales: seismic
versus aseismic growth. It is however challenging to distinguish by field observations if growth was seismic
or aseismic.

Despite multidisciplinary efforts to study factors that control fault angles, no concept that differentiates
between modes of fault growth has been established. One reason is that tackling this problem in a compu-
tational study requires a combination of challenging ingredients: (i) self consistent long-term stress buildup
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that allows for a realistic fault zone setting due to spontaneous fault growth; (ii) dynamic pressure; (iii) earth-
quake dynamics; (iv) adaptive time stepping due to the large difference in timescales (hundreds of years for
fault evolution to milliseconds for rupture events); (v) a laboratory-based friction formulation (Dieterich,
1979, 1981; Ruina, 1983); (vi) (visco)elastoplastic rheology.

The recently developed seismo-thermomechanical modeling framework (van Dinther, Gerya, Dalguer, Mai,
et al., 2013, van Dinther, Gerya, Dalguer, Corbi, et al., 2013) with adaptive time stepping and an invari-
ant continuum-based rate- and state-dependent friction formulation (STM-RSF) offers the full combined
spectrum of the needed ingredients (Herrendörfer et al., 2018). This 2-D STM-RSF code is in line with the
geodynamic modeling approach as it allows for large deformation simulations of self-consistently evolving
fault zones on geological timescales (Gerya & Yuen, 2007; van Dinther et al., 2014). STM-RSF additionally
resolves all stages of an earthquake cycle with realistic rupture properties in a viscoelastoplastic compress-
ible continuum that allows for fault growth along spontaneous rupture paths. The code simulates fault slip
events at seismic slip rates and rupture speeds at which shear and pressure waves are generated.

By using this STM-RSF modeling framework we for the first time identify two distinctly different modes of
fault growth, seismic and aseismic, which occur on substantially different timescales. Our study shows that
both modes can be distinguished by knowing only few measurable quantities: fault angle, remote maximum
principal stress orientation, and static friction coefficient of the host rock. Our presented results are insen-
sitive to physical parameter changes and converge with numerical grid size. The applied methodology can
help in assessing whether a fault formed seismically or aseismically. Furthermore we give an explanation
for the typically observed fault bends in strike-slip faults and shed light on general aspects of fault growth

2. Methods
We present the main ingredients of the applied STM-RSF modeling approach (Herrendörfer et al., 2018) in
section 2.1. We introduce the model setup and parameters in section 2.2.

2.1. STM-RSF
The 2-D problem we solve for is the conservation of mass:

𝜌
𝜕vi

𝜕xi
= −D𝜌

Dt
, (4)

and the conservation of momentum:

𝜕𝜏i𝑗

𝜕x𝑗
− 𝜕P
𝜕xi

= 𝜌
Dvi

Dt
− 𝜌gi, (5)

where 𝜌 denotes density, D
Dt

is the material time derivative, i and j are coordinate indices, xi and xj represent
spatial coordinates, vi is velocity, P is the dynamic pressure, gi is gravity, and 𝜏 ij denotes the deviatoric stress
tensor given as

𝜏i𝑗 = 𝜎i𝑗 + 𝛿i𝑗P, (6)

with 𝜎ij being the Cauchy stress tensor and 𝛿ij being the Kronecker delta. Dynamic pressure P is given by
the mean stress:

P = −
𝜎kk

3
, with k = 1, 2, 3, (7)

where P is positive under compression. Computing the dynamic pressure as a solution of the continuity
and momentum equations is especially crucial to obtain correct angles of forming faults that differ from a
constant Roscoe angle (Buiter, 2012; Buiter et al., 2016; Kaus, 2010). Because our simulation represents a
compressive state of stress, that is, 𝜎1 > 𝜎2 and we ignore dilation, that is, 𝜓=0, the four potential fracture
surface orientations predicted by the Arthur angle (equation (3)) reduce to 𝛼1 = 45◦ −(𝜑∕4) and 𝛼2 = −45◦

+(𝜑∕4) (conjugate). Thus, the second pair of tensile fracture angles extinguishes. We assume a compressible
medium with a compressibility defined via the bulk modulus K as

D𝜌
Dt

= 𝜌

K
DP
Dt
. (8)

PREUSS ET AL. 8869



Journal of Geophysical Research: Solid Earth 10.1029/2019JB017324

This material is furthermore restricted to a viscoelastoplastic rheology, in which, due to the choice of the
initial viscosity value, the material essentially behaves as elastoplastic (section 2.2). Damage representing
the reduction of elastic moduli during deformation is neglected for reasons of simplicity. A constitutive
relationship, which links deviatoric stresses 𝜏 ij and deviatoric strain rates .

𝜀′i𝑗 , is adopted according to Gerya
and Yuen (2007):

.
𝜀′i𝑗 =

1
2G

∇
D𝜏i𝑗

Dt
+ 1

2𝜂
𝜏i𝑗 +

.
𝜀′II(plastic)

𝜏i𝑗

𝜏II
, (9)

where G is the shear modulus,
∇
D
Dt

denotes the corotational time derivative, 𝜂 is the effective ductile viscosity,
.
𝜀′II (plastic) is the second invariant of the deviatoric plastic strain rate and 𝜏II =

√
𝜏xx

2 + 𝜏x𝑦
2 is the second

invariant of the deviatoric stress tensor. We use the yield function F to define the onset of plastic deformation
by the yield criterion F = 0. The yield function is governed by a Drucker-Prager (Drucker & Prager, 1952)
plastic yield function:

F = 𝜏II − 𝜎yield, 𝜎yield = 𝜇l(1 − 𝜆)P + C, (10)

where 𝜇l is the local friction coefficient, C denotes cohesion (residual shear strength), 𝜆 is the pore fluid
pressure factor, and 𝜎yield is the pressure-dependent scalar material yield strength. The invariant quantities
𝜇l, P, 𝜏II , and 𝜎yield are scalars that are independent of the coordinate system and can vary both in space and
time. As local stresses are increased toward the yield criterion, plastic strain rates become noticeable once
the local strength of the material is overcome (Herrendörfer et al., 2018; Nakatani, 2001) and plastic defor-
mation slowly starts to localize. In our continuum mechanics approach fault slip is represented by plastic
strain occurring in a shear band or fault zone of finite width, which can occur at every marker. Brittle creep
experiments showed that inelastic strain is an appropriate proxy for the microstructural state of a rock, which
corresponds primarily to the growth of dilatant microcracks between or inside the grains (Brantut et al.,
2014). Further, an empirically derived relation between strain rate and stress difference for intact materials
can be seen as analogous to the rate-and-state law for frictional sliding along preexisting interfaces, because
chemically activated subcritical crack growth processes, such as stress corrosion reactions, have an activa-
tion volume very similar to that of thermally activated processes in rate-and-state friction (Brantut et al.,
2014). Furthermore, a rate-and-state-dependent plastic bulk model has been proposed to control bulk yield
stress using damage/temperature as state variables (Roubíček, 2014). To study the evolution and growth of
a seismically active fault zone we adopt a continuum-based invariant formulation of rate-and-state friction
for the first time. This approach is in contrast to classical seismic cycle simulations (e.g., Liu & Rice, 2007;
Lapusta & Liu, 2009; Lapusta et al., 2000; Rice, 1993), in which fault strength is evaluated using normal
stress 𝜎n and shear stress 𝜏s on a predefined fault. By prescribing a weak perturbation in the center of the
model (section 2.2) we prescribe the location of fault initiation and prevent fault nucleation at other points.
We assume C = 0 MPa, as typically done in rate- and state-dependent friction modeling. This choice is
explained in section 4.5. We further assume that 𝜎yield = 𝜏II and thus, F = 0. The invariant reformulation of
the classical rate- and state-dependent friction formalism according to Herrendörfer et al. (2018) reads as

𝜏II = 𝜎yield = 𝜇l(1 − 𝜆)P = a P arcsinh

[
Vp

2V0
exp

(
𝜇0 + b ln 𝜃V0

L

a

)]
(1 − 𝜆), (11)

where a and b are laboratory-based, empirical rate- and state-dependent friction values, L is the rate- and
state-dependent friction characteristic slip distance, and V0 is an arbitrary reference slip velocity (Lapusta
& Barbot, 2012). The parameter 𝜇0 is the reference static friction coefficient, 𝜃 denotes the evolving state
variable with the aging evolution law

d𝜃
dt

= 1 −
Vp𝜃

L
, (12)

and Vp is the plastic slip rate defined by

Vp = 2 .
𝜀′II(p)W , (13)
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Figure 1. Model setup of the dextral inplane strike-slip simulation. Box of
size 100 km × 100 km with 401 × 401 nodes in x and y direction,
respectively (grid resolution of 250 m). Bold black arrows show direction of
Dirichlet vx-velocity boundary conditions applied in opposite direction:
vx = ±1.0 · 10−9 m/s = ±3.15 cm/year. At left and right boundaries
Neumann boundary conditions for vx are prescribed. The vertical velocity
vy is set to zero at all boundaries. The initial state 𝜃p is perturbed in an area
of an elliptical shape (green) of twice the grid step size in x direction (2𝛥x),
by setting it ∼403 times lower compared to that in the surrounding host
rock. Gray arrow marks direction of initial 𝜎1 direction.

where W denotes the thickness or width of the fault zone in the contin-
uous host rock. Following van Dinther, Gerya, Dalguer, Mai, et al. (2013)
and Herrendörfer et al. (2018) we define W = 𝛥x, where 𝛥x is the numer-
ical grid size. We use this approximation because in classical applications
of plasticity the deformation localizes to within 1–2 grid cells (e.g., Lavier
et al., 2000; van Dinther, Gerya, Dalguer, Corbi, et al., 2013). However,
this formulation makes the problem grid size dependent. We demonstrate
in section 3.4 that this grid size dependence does not impact our conclu-
sions. The relationship between slip rate and plastic strain rate may need a
physics-based redefinition if deformation is distributed within more than
a grid cell during the localization process toward a mature fault zone. This
problem will be addressed in a future study in detail (section 4.3).

To solve the governing equations, we use a 2-D numerical technique with
an implicit, conservative finite-differences scheme on a fully staggered
grid combined with the marker-in-cell technique (Gerya & Yuen, 2003,
2007). All details of the numerical technique that comprise the STM-RSF
code can be found in Herrendörfer et al. (2018).

2.2. Model Setup
The model setup represents a generic case to study the evolution of a fault
zone. It is a 2-D plane strain model, in which the fault zone propagates
as a mode II crack. The initial experimental geometry, together with the
Dirichlet vx-velocity boundary conditions applied in opposite directions
at the top and bottom boundaries, represents a dextral strike-slip zone
(Figure 1).

In such a dextral shear experiment the maximum compressive stress 𝜎1
is initially oriented at an angle of 45◦ to the imposed shear direction (e.g.,

Meyer et al., 2017), indicated by the gray arrow in Figure 1. We apply a weak perturbation in the center of
the model, which will be the locus of stress concentration and thus the starting point of spontaneous fault
growth. Rate- and state-dependent friction and material parameters were adopted from Herrendörfer et al.
(2018). Values for these parameters (Table 1) are largely in accordance with Lapusta et al. (2000) with differ-
ences in the choice of V0,𝜇0, and the initial mean stress PB. V0 is interpreted as loading slip rate. Combination
of elevated fluid pressure, found in a wide area surrounding fault zones (Hardebeck & Hauksson, 1999),

Table 1
Rate- and State-Dependent Friction and Material Parameters

Parameter Symbol Value
Shear modulus G 30 GPa
Bulk modulus K 50 GPa
Density 𝜌 2,700 kg/m3

Shear wave speed cs 3.3 km/s
Effective viscosity 𝜂 5·1026 Pa s
Initial mean stress (pressure) PB 5 MPa
Gravity gi 0 m/s2

Reference static friction coefficient 𝜇0 0.2
Reference slip velocity V0 2·10−9 m/s = 6.3 cm/year
Characteristic slip distance L 0.0075 m
Rate- and state-dependent friction direct effect a 0.011
Rate- and state-dependent friction evolution effect b 0.018
Initial state
Host rock 𝜃hr

L
V0

exp(5) s ≈ 17.64 years

Perturbation 𝜃p
L

V0
exp(−1) s ≈ 0.04 years
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Figure 2. Two stages of fault growth with distinctly different slip velocities. The two faulting stages are indicated by color. (a) Maximum slip velocity versus
time in years. V0 and Vseis are indicated. Vseis is the threshold slip velocity that separates seismic and aseismic faulting stages. Numbers indicate the substages
of fault evolution shown in the snapshots in (b). (b) Four numbered snapshots of plastic strain (𝜀p > 10−4). (c) Modeled fault pattern indicated by plastic strain
(𝜀p > 10−4) at the end of the simulation overlain with seismic waves indicated by horizontal acceleration at this instant. L∞ indicates the theoretical nucleation
length, 𝛼 is the angle between the two fault segments and the 𝜎1-direction (green arrow in the inset), 𝛼1 < 𝛼2. 𝛽 is the angle between the horizontal E-W
shearing direction (0◦, black dashed line) and the respective fault segment, 𝛽1 < 𝛽2. Green and blue crosses mark accelerometer locations for seismogram in
Figure 10.

and mean low permeability in the crust (Manning & Ingebritsen, 1999) result in fluid overpressuring above
hydrostatic values (𝜆 > 0.4) and approaching lithostatic values (𝜆 ∼ 1.0) (Sibson & Rowland, 2003), which
reduces the effective lithostatic pressure and as a consequence reduces the frictional sliding resistance of
the crustal material. This agrees with the notion that water during sliding experiments decreases the coeffi-
cient of friction (Kohlstedt et al., 1995). Hence, we choose 𝜆 ∼ 0.67 and a lower static friction coefficient of
𝜇0 = 0.2 with respect to Byerlee friction of 0.6. The initial pressure PB = 5 MPa is an effective quantity that
is lowered due to pore fluid pressure Pf and is related to the initial lithostatic pressure PBlith

as

PB = (PBlith
− P𝑓 ) = PBlith

(1 − 𝜆). (14)

Thus, PBlith
= 15.2 MPa, which is equivalent to a depth of 572 m, representing the upper crust. To confirm

that our conclusions concerning fault angles hold true across upper crustal depths, we investigate the role
of 𝜇0 and PB in section 3.5.

Note that Newtonian viscosity is constant and linear during these simulations which, for simplicity, ignore
any nonlinear effects of temperature and strain rate on the viscous rheology typically adopted in geodynamic
models (van Dinther, Gerya, Dalguer, Mai, et al., 2013). The effective viscosity is set very high (5 · 1026 Pa s),
which results in a mainly elastoplastic material behavior.

3. Results
In the reference model, we observe two successive stages of fault growth (stages S1 and S2) with slip velocities
of distinctly different magnitudes (Figure 2). In the following we analyze these different stages in terms
of fault angle, stress orientation, slip rate, and earthquake dynamics. For both faulting stages 𝜇l and 𝜎1
direction are systematically measured at the current position of the fault tip where slip velocity and local
friction value have their momentary global maximum (Figure 4). To select the exact location of the fault tip
we use a square that surrounds the current global maximum of the local friction value 𝜇lmax

(green filled
square in Figure 4) and sample the friction values that fulfill 𝜇l ≥ 𝜉𝜇lmax

with 𝜉 = 0.5, 0.95, and 0.99. This
sampling approach using different percentiles 𝜉 allows for a shape-independent sample box picking. From
the average data from the three percentiles we obtain the friction value 𝜇av

l at the fault tip. The 𝜎1 direction
is averaged at the same points and thus referred to as 𝜎av

1 . It is important to choose the size of the square

PREUSS ET AL. 8872
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Figure 3. Maximum friction 𝜇av
l and 𝜎av

1 , which are averaged in the area
around the propagating fault tip versus time in years.

large enough to exclude outliers and small enough to avoid oversampling.
A test with six different square sizes showed that a box of 1 × 1 km best
captured the relevant short-wavelengths variations.

3.1. Stage 1: Aseismic Fault Growth
At the beginning of the first stage of faulting (S1), the entire model is
elastically loaded due to the imposed shearing at the upper and lower
boundaries. In the first 70 years stresses concentrate at the boundary of
the weak perturbation. During this initial localization process, the log-
arithm of the global maximum slip velocity log(Vmax) increases linearly
(Figure 2a). At the end of the localization process two new shear surfaces
emerge and the growth rate of slip velocity decreases. One shear band
with orientation close to the E-W oriented shear direction and one conju-
gate shear band (not shown) develop in the model center at the location
of the weak perturbation. The E-W shear band is favored due to the ellipti-
cal shape of the weak perturbation and the imposed shear direction. This
shear band starts to grow at both sides of the perturbation in +x and −x
direction at an angle 𝛽1 = ±3.5◦ (Figures 2b and 4a). Since right and left
shear bands grow in simultaneous and symmetric fashion, we focus on

the right branch (i.e., positive x and y sector) in the following. This branch reaches a length of 7.8 km after
254.5 years, at which point Vmax has approached the reference slip velocity V0 at the propagating shear band
tip (Figure 2a). Interestingly, while Vmax < V0, 𝜇av

l and the orientation of 𝜎av
1 are relatively constant in the

entire model domain and remain close to their initial values (Figure 3). Within the next 0.72 years, Vmax
increases 7 orders of magnitude while it is still in the aseismic range of slip velocities. The fault continues to
grow at a constant angle 𝛽1 in this aseismic fault growth stage. Simultaneously, the shear band localizes fur-
ther to a one grid step wide feature that now represents a localized fault strand with 𝜇av

l and the orientation of
𝜎av

1 starting to increase slightly (Figure 3). This is caused by the direct effect of the rate- and state-dependent
friction formulation, which represents the immediate increase of friction and stresses to an increase in Vp.
The observed elevated slip velocities thus lead to 𝜇av

l = 0.26 and 𝜎av
1 = 45.4◦ at the fault tip (Figure 4b).

Moreover, the 𝜎1 direction decreases north of the fault (counterclockwise rotation) and increases south of
the fault (clockwise rotation). We note here that the increase of friction (at the fault tip) and the slight rota-
tion of stresses (north and south of the fault) occurs only very close to the propagating fault (Figure 4b). Far
from the fault, in the rest of the model domain, both quantities remain very close to their initial values. We
define the angle 𝛼 as the difference between the 𝜎1direction and the fault angle 𝛽 according to 𝛼 = 𝜎1 − 𝛽.
Combining the averaged maximum local friction coefficient 𝜇av

l , the 𝜎av
1 direction and 𝛽1, we are able to plot

the angular-frictional relation for stage S1. The result is consistent with the Arthur angle prediction (black
square in Figure 5a), which, in general, is a good approximation of the fault angle 𝛼 (Choi & Petersen, 2015).
The end of stage S1 is reached as Vmax transitions to seismic slip velocities Vseis = 0.012 m/s, which is deter-
mined by Rubin and Ampuero (2005) as the slip velocity at which the radiation of seismic waves produces
stress changes on the fault comparable to those induced by the direct effect of rate- and state-dependent
friction:

Vseis =
2aPcs

G
. (15)

At this point the right fault segment attains a length of 14.5 km and is straight with 𝛽1 = ±3.5◦, which means
that the entire fault is 29-km long.

3.2. Stage 2: Seismic Fault Growth
After the aseismic fault growth stage, a dynamic slip event nucleates at the location of the initial weak seed
and the fault produces an earthquake. The length of left and right fault segments when Vseis is exceeded
agrees well with the theoretical estimate of the nucleation size L∞ of 14 km, which depends on rate- and
state-dependent friction and material parameters and normal stress as Rubin and Ampuero (2005). We adapt
this formulation using P instead of normal stress as done in invariant rate- and state-dependent friction
formalism and explained before equation (11):
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Figure 4. Evolution of friction 𝜇l and 𝜎1 direction for faulting stages S1 and S2. (a) Contour plot showing plastic strain in gray colors with white contours at
two distinct points in time. Plot is cropped to first quadrant of the model domain. Location where friction and stress directions are picked are indicated by black
square (S1) and orange diamond (S2). The evolution in between these two points in time (duration of 0.55 years) is displayed schematically by a gray dashed
line and black dots. Panels (b) and (c) are snapshot zooms of the friction distribution, representative for stages S1 and S2, respectively. The fault itself is plotted
as plastic strain 𝜀p in gray colors with white contours. Red lines with circle indicate pointwise local direction of 𝜎1, red contour lines represent the distribution
of 𝜎1 orientations. Rotation of the 𝜎1 direction in stage S2 is evident. Orange box (1 km × 1 km) contains the global maximum of the friction coefficient, 𝜇lmax

,
in its center (green filled square). Magenta filled squares in this box mark the values that are used to compute 𝜇av

l (0.26 and 0.46 for S1 and S2, respectively) and
𝜎av

1 (45.4◦ and 56.3◦ for S1 and S2, respectively) according to three different percentiles (explanation at beginning of section 3). The average of these three
values of 𝜇av

l and 𝜎av
1 are used and plotted in Figure 5a.

L∞ = 2
𝜋

GbL
(b − a)2P(1 − 𝜈)

, (16)

The factor 2 difference between the length of the entire fault and the theoretical L∞ stems from the thick-
ness of the fault that is ∼2 times the grid size 𝛥x. This doubles the apparent L in our simulation. Because
simultaneously to the nucleation of the dynamic event, Vmax exceeds the seismic slip velocity threshold Vseis
(Figure 2a), we refer to this dynamic phase as seismic fault growth stage (S2).

It takes ∼5 s from the nucleation of the event in the center until two rupture fronts reach the fault tips
that were formed in stage S1. During this process, Vmax increases approximately by a factor of 5 (from 0.012
to 0.058 m/s), which results in the generation of shear and pressure waves as shown in the video in the
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Figure 5. Relation between friction 𝜇av
l and fault angle 𝛼. 𝜇av

l is an average value obtained from the shape-independent
sample box picking using three percentiles (explained at beginning of section 3 and applied in Figure 4). Angle 𝛼
calculates as 𝛼k = 𝜎av

1k
− 𝛽k, where k = 1, 2 indicates the respective faulting stage. 𝛽 is measured relative to the E-W

shearing direction, see the explanation in inset of left panel. (a) Taking dynamic local values into account. S1 and S2
plot close to the Arthur angle function and lie within the valid range of fault angles (the green-shaded polygon that is
spanned between Roscoe angle (45◦) and Coulomb angle). Given error bars indicate the standard deviation when using
different percentiles (0.5, 0.95, 0.99) for calculating 𝜇av

lk
and 𝜎av

1k
, respectively. The angle 𝛼k is subjected to an additional

measuring error that stems from measuring 𝛽k. This error is taken into account and was added to the vertical error
bars. (b) Taking far-field random (dynamic or static) samples into account. Orange dots indicate data from 100
randomly chosen locations. Their location around the green fault is visualized within inset in (b). Data points that lie at
𝛼 ≈ 30◦ were sampled close to or inside the fault zone but not at the fault tip. Pink data represent mean and standard
deviation taking into account data from all grid points. We only consider seismically formed fault S2 with an angle of
𝛽2 = 18.7◦. Averaged 𝜎1 direction in the entire model is 44.1◦, thus, 𝛼 = 𝜎1 − 𝛽2 ∼ 25.4◦. The 𝜇l is 0.21 on average in
the entire model. Data lie within the non-Arthur/Coulomb range of fault angles (red-shaded polygon, see main text for
explanation). Red star indicates the 1992 Landers earthquake (section 4.1.1). Here we assume a static friction of 0.6.

supporting information and in the repository for this publication (Preuss et al., 2019). As the rupture reaches
the old fault tip of stage S1, the fault starts to bend and the fault angle 𝛽 increases. The bending lasts 6 s and
afterward the fault propagates seismically at an angle 𝛽2 = ±18.7◦ (Figures 2b, 4a, and 4c). This dynamic
fault growth angle 𝛽2 remains stable throughout the rest of the simulation. Due to the direct effect of rate- and
state-dependent friction, elevated slip velocities additionally induce an increase of the friction coefficient up
to 𝜇av

l2
= 0.47 and a rotation of the average 𝜎1 direction to a maximum value of 𝜎av

12
= 65◦ (Figure 3). A clear

global maximum of 𝜇av
l is observed at the fault tip and the 𝜎1 direction is clearly elevated in the vicinity of

the fault and ahead of the fault tip (Figure 4c). In contrast, the local friction coefficient has an average value
of 0.08 inside the shear band and it drops to a minimum of 0.006 within the most mature, central part of the
fault. This decrease has, however, no impact on the angle of the growing faults. Due to the simultaneous
jump of 𝜎1 direction and friction value at the fault tip, the dynamically formed fault follows the theory of
the Arthur angle when applied to the elevated dynamic quantities (𝛽2, 𝜇av

l2
, 𝜎av

12
). Thus, the fault angle of S2

plots very close to the Arthur failure curve in Figure 5a.

In the following 27.4 s of the dynamic event the evolving fault extends by 22.3 km and the maximum slip
velocity on the fault reaches 0.83 m/s before the fault hits the side boundary. We stop the simulation at
the moment when the fault segment has reached a length of 36.8 km to impede boundary interaction. The
rupture event shows a crack-like rupture behavior during the entire simulation, such that at every point
in time the fault continues to slip (Figure 6b). At the beginning of stage S2 the amount of slip increase
at the propagating fault tip is slightly lower than that in the model center, and at the end of stage S2 it is
slightly higher than that in the most mature fault section. As the fault transitions to stage S2, shortly after
the dynamic event has nucleated in the model center, we observe a transient increase of the rupture velocity
Vr up to 1 km/s. As the rupture reaches the tip formed during stage S1 it decelerates rapidly and Vr decreases
due to more energy needed to break the intact rock ahead of the fault tip (Figure 6a). In the following,
Vr increases toward the end of the simulation in an unsteady, oscillatory manner. This reflects numerical
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Figure 6. Rupture and slip properties during stage S2. Curve colors correspond to different stages S1 and S2 as
indicated in the legend of (b). (a) Speed of the rupture front Vr along the x axis starting from the center of the model at
x = 50 km. Event nucleation phase is indicated in turquoise, the nucleation length L∞ is indicated by a dashed black
line. (b) Slip contours, plotted at regular times, whose interval depends on Vp as indicated in the legend. End of stage
S1 and the successive event nucleation phase are indicated. Stage S1 is represented by five lines, which add up to a total
of 250 years. However, during the initial localization phase no slip is accumulated and thus, only three lines are visible.

noise due to the rupture cutting through the numerical grid, leading to inaccuracies in simulations and
measurements. This behavior is also visible in the slip contours in Figure 6b). However, Vr never reaches
the speed of around 2.5 km/s that is observed on a predefined weak fault zone in an otherwise similar model
(Herrendörfer et al., 2018) because in our model energy is consumed by breaking intact rock.

3.3. Far-Field Sampling and Effects
In nature it is not possible to obtain both dynamic and local measures of an angular-frictional relation as we
can do in simulations. The reason is that (i) stress and friction measurements are not feasible proximal to
a propagating fault tip; (ii) dynamic measurements of these quantities during fault propagation cannot be
obtained (explained in discussion section 4.1.2).

To demonstrate that wrong conclusions can be drawn from usually available far-field measurements, we
imitate an off-fault borehole measurement by taking 100 samples of 𝜇l and 𝜎1 direction at random locations
in our model. Next, we sample each grid point of the model domain for both quantities and individually
compute mean and standard deviation of their sums, respectively.

The result, considering the seismically formed fault (S2), shows that random location measurements as
well as averaged measurements from all locations plot far from Arthur angle and Coulomb angle curves
(Figure 5b). They lie within a sector of the plot that can be labeled as non-Arthur/Coulomb fault angles,
because these data points do not fulfill the classical Coulomb nor the classical Arthur failure theories. This
demonstrates that if quantities to calculate the fault angle are not taken at the right location, that is, at the
fault tip, and at the right time, that is, during fault formation, the apparent fault angle becomes invalid in the
Coulomb/Arthur sense. The reason for this behavior is that the global average of the 𝜎1 direction remains
at 44.1◦ and friction at 𝜇 = 0.205. Both values are very close to their initial values. These far-field values do
not change between dynamic and static phases.

3.4. Grid Size Dependence
In this section we present the effects of grid size changes on fault angles. We increase the numerical resolu-
tion by decreasing the grid size from 500 to 125 m. The reference model has the intermediate resolution of
𝛥x = 250 m. Variations of fault angles lie within the error bars. In the low-resolution model with𝛥x = 500 m,
the fault angle during stage S1 is 𝛽1 = 0◦ and the resolution is too low to resolve the fault inclination. The
angle 𝛽 is influenced by the numerical resolution (Figure 7b). Faults become steeper with increasing resolu-
tion during both faulting stages. This is because the finer the grid the better the simulation resolves the peak
slip velocity of the rupture in the process zone Lb defined by Rubin and Ampuero (2005) as it approaches the
fault tip formed during S1. The process zone Lb during quasi-static rupture is 2.9 km in our simulation and
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Figure 7. Relation between grid resolution and fault angles. (a) Grid resolution in meter versus angle 𝛼. Colors indicate
different faulting stages. Grid size has a minor effect on the measured angles. Error bars indicate the standard deviation
when using different percentiles (0.5, 0.95, 0.99) for calculating 𝜎av

1 at the fault tip. The uncertainty in the measurement
of 𝛽 is added to this error as it is contained in the calculation of 𝛼. (b) Grid resolution in meter versus angle 𝛽.
Increasing grid size results in increasing fault angles. Error bars indicate the uncertainty in the measurement of 𝛽.

is resolved with 11 grid points. During dynamic rupture propagation it decreases as shown by Herrendörfer
et al. (2018). A higher Vp induces higher friction and higher stresses in the undeformed matrix at the begin-
ning of stage S2 and hence, the fault gets steeper. In contrast, the angle 𝛼, which is used especially to assess
the optimality of fault angles, is only affected marginally by resolution changes (Figure 7a). Thus, our main
findings concerning the fault angles remain well-founded.

The presented numerical sensitivity analysis indicates that our results are valid for 𝛥x ≤ 250 m at which
resolution we can distinguish two different stages of fault growth. Additionally, the conclusions we draw
from our results, based on stress rotations and frictional increase during time-dependent fault formation are
valid for aseismic and seismic fault growth.

3.5. Effect of Rate- and State-Dependent Friction Parameters and Viscosity
In this section we present the effects of changes of modeling parameters on fault angles. We systematically
increase and decrease all rate- and state-dependent friction parameters by 30% to analyze the effect on fault
angles. We are mainly interested in the impact of parameter changes on the angle 𝛼. Changing parame-
ters a, b, L, 𝜇0, P, 𝜃, and V0 individually does not change the relation we observe in the reference model
between angle 𝛼 and maximum averaged friction value at the fault tip 𝜇av

l . All simulations plot close to the
Arthur angle line. Variations lie within the measurement error described in Figure 5a and 7a. Thus, all sim-
ulations result in a Coulomb/Arthur type of faulting for both faulting stages and our main message, that
fault orientation depends on whether fault growth is seismic or aseismic, holds for a range of tested param-
eters. The very minor degree of variation of fault angle introduced by these parameters suggests that our
message holds for all parameters. This large degree of similarity results from the fact that the fault angle is
mainly influenced by the friction and the stresses ahead of the fault. Essentially, the simultaneous frictional
increase and the stress field rotation at the fault tip leads to the coherent result in Figure 8. Interestingly, the
local time-dependent friction coefficient at the fault tip 𝜇av

l always increases by a certain amount above the
assigned friction 𝜇0, as quantified in equation (17). This is independent of the changed parameters and thus
an intrinsic feature of fault growth, especially of seismic fault growth. We aimed at keeping all numerical
parameters between the individual simulations constant. The only exceptions are the cases of 30% higher a
and 30% lower b, for which we had to increase the domain size to 350 km× 350 km and 1,000 km× 1,000 km,
respectively. The reason is that by either increasing a or decreasing b, the nucleation size L∞ increases dra-
matically, since it depends quadratically on (b − a) in equation (16). This effect is strongest for a change in
a, where a rather small change of 30% increases the nucleation size to 100 km. Interestingly, changing a has
the highest impact on 𝛽. We discussed this in the beginning of section 4 by introducing equation (17). As
a consequence, changing parameter a causes an alteration of fault angles of 1.3◦ and 6◦ for stages S1 and
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Figure 8. Relation between friction 𝜇av
l and fault angle 𝛼 for a variety of rate- and state-dependent friction parameter

changes. Colorful symbols represent +30% and −30% changes of all rate- and state-dependent friction parameters. Gray
symbols with red contour show changes of pressure by a factor of 1/2, 1/4, 2, and 4, respectively. Void black symbols
represent the case of Byerlee friction 𝜇 = 0.6. Black-filled symbols represent aseismic fault growth with L = 0.075 m.

S2, respectively (with respect to the reference model). The change of 𝜇0 increases or decreases angle 𝛽 in a
similar manner. In contrast, changing L, P, 𝜃, or V0 has only minor influence on the total fault angle 𝛽.

We also modeled fault growth at different depths by increasing and decreasing pressure P by a factor of 2
and 4 (P = 1.25, 2.5, 10, and 20 MPa, respectively). An increase of P by a factor of 4 represents a simulation
at ∼2.3-km depth. As presented in equation (16), the theoretical nucleation size L∞ is proportional to 1∕P.
Indeed, an increase of P by a factor of 2 or 4 decreases the fault length at which the transition from aseismic
to seismic slip occurs by factors of 2 and 4, respectively. Hence, the length of the fault generated through
aseismic deformation decreases with depth. This means that fault formation occurs more readily in seismic
mode at larger brittle depths. We note that a change in P has no significant impact on the angle 𝛼, as expected
from equations (1)-(3). These findings suggest that our results about fault angles can be expanded to different
depths of the brittle crust.

An increase of 𝜇0 to Byerlee friction of 0.6, which can be interpreted as the absence of pore fluid pressure
(i.e., 𝜆 = 0), increases the angle 𝛽 by 6◦ (S1) and 2.8◦ (S2) with respect to the reference model. However, as
in all other presented models, the angle of the seismically formed fault lies in between Coulomb and Arthur
fault angle (void black symbols in Figure 8).

To simulate pure aseismic fault growth we increase the value of L by a factor of 10. This increases L∞ by
an equal factor of 10. Hence, this simulation is reduced to a fault localization phase and an aseismic fault
growth stage (S1), while seismic fault growth is prevented. The resulting fault angle is in agreement with
the faulting stage S1 of the reference model (black-filled symbols in Figure 8). Additionally, the fault angle
𝛽1 corresponds to the fault angle that emerges when rate- and state-dependent friction is off and the yield
strength of the medium is computed with a pressure-dependent Drucker-Prager yielding criterion using a
constant static friction coefficient. The angular-frictional relation between 𝛼 and 𝜇av

l does not change if the
initial friction coefficient of host rock and weak seed are changed independently or simultaneously in these
models without rate- and state-dependent friction.

We tested various lower effective viscosities ranging from 𝜂 = 1 · 1018 to 𝜂 = 1 · 1025 Pa s to analyze the
effect on the localization and the geometry of the forming fault. The results show that if 𝜂 ≥ 7 · 1019 Pa s,
we observe the successive faulting of stages S1 and S2 with fault angles 𝛼 and 𝛽 agreeing with the reference
model.

4. Discussion
We identified two fault growth modes that can be distinguished by both their angle 𝛽 relative to the reference
E-W shearing direction and by their angle 𝛼 relative to the 𝜎1 direction. The transition between the two
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modes occurs as the slip velocity reaches Vseis and each side of the fault (i.e., half of the entire fault) measures
a length corresponding to L∞. At this moment, a dynamic rupture event nucleates on the fault and as Vmax
keeps rising, further fault growth is driven at a greater angle. This greater angle 𝛽 suggests the corresponding
fault formed seismically.

Furthermore, we observe that the fault tip stress plays an important role in forming new fault surface and
an alteration of the stress field surrounding the fault leads to an increase in mean stress and stress rotations
there. This was similarly reported by, for example, Ando, Shaw, and Scholz (2009), Faulkner, Mitchell, Healy,
and Heap (2006), and Mitchell and Faulkner (2009). We extend their view by adding that the time-dependent
value of the stresses and the time-dependent friction coefficient ahead of the fault tip need to be taken into
account when assessing fault angles of forming faults. These values always increase dynamically above the
assigned value of 𝜇0 and the initial 𝜎1 orientation. This finding supports our first proposal. When taking into
account time-dependent and local quantities of the angular-frictional relation, both aseismic and seismic
fault growth mode produce faults at an Arthur angle. Formation at an Arthur angle is also observed for
Riedel shear localization on a frictional interface using dynamic rupture simulations (Xu & Ben-Zion, 2013).

Our simulations show that dynamic and local friction coefficient and stress orientations increase temporally
when a propagating fault tip reaches a given point (Figures 3 and 4). The location of the peak friction value
𝜇av

l2
at the fault tip moves and the spatial offset between 𝜇av

l2
and the peak slip velocity Vmax is constant at

around 2.5 km during stage S2. We conclude that the increased fault angle is slip velocity induced and is
due to the slip rate dependence of the friction value in the rate- and state-dependent friction formulation.
The peak friction 𝜇av

l2
is then given as

𝜇av
l2

= 𝜇pre + a · log(
Vmax

Vpre
), (17)

where 𝜇pre and Vpre are the friction and slip velocity before the arrival of the rupture front. This estimate of
𝜇av

l2
arises from the acceleration of slip at a given point, which is so fast that 𝜃 does not have time to evolve.

The stress increase ahead of the rupture is due to dynamic stress transfer from the slipping region.

In addition, we present a way to assess whether a natural fault formed seismically or aseismically by
mimicking far-field measurements in our model:

1. A fault formed aseismically when far-field friction and the angle 𝛼 between fault and far-field 𝜎1 direction
suggest a valid, Coulomb/Arthur fault.

2. A fault formed seismically when far-field friction and the angle 𝛼 between fault and far-field 𝜎1 direction
suggest a nonvalid, non-Arthur/Coulomb fault.

This distinction is possible, because an aseismically formed fault always results in a valid Arthur fault angle,
independent on location and time of the measurement. In contrast, a seismically formed fault can only
correctly be assessed as Coulomb/Arthur fault when considering local dynamic (time-dependent) friction
and stress orientation at the fault tip. We note that these implications are only true if the far-field stresses are
constant on the timescale considered for fault assessment. Long-term, large-scale tectonic rearrangements
can alter stress orientations. However, since most stress measurements are obtained near term, this issue
becomes minor.

We pursue this line of reasoning in the following section by considering the 1992 Landers earthquake.

4.1. Comparison to Natural Examples
4.1.1. The 1992 Landers Earthquake
We consider here the example of the 1992 Mw 7.3 Landers earthquake, which occurred off the main San
Andreas fault to which it lies at a high angle (∼47◦). Precisely, it nucleated on the Johnson Valley fault and
then ruptured the Kickapoo, Homestead Valley, Emerson and the Camp Rock faults (Plesch et al., 2007;
Rockwell et al., 2000; Sieh et al., 1993). Of these faults the only unknown fault at the time was the Kickapoo
fault (Sieh et al., 1993). Thus, the Kickapoo fault segment might have linked the previously known faults.
The other fault segments were believed to have been in the process of formation just recently before the
Landers event (Nur et al., 1989; Ron et al., 1981). Especially insightful were at least four previous earthquakes
in that region that had similar rupture directions in the four decades before the 1992 Landers rupture (Nur
et al., 1993). The hypothesis of a new Landers-Mojave fault line was based on observations and the fact that
the well-developed N-W oriented strike-slip faults in the region (gray lines in Figure 9) and the main San
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Figure 9. Stress map of the eastern California shear zone from World Stress Map Project (Heidbach et al., 2018)
combined with Community Fault Model (CFM) fault catalog from Southern California Earthquake Center (Plesch
et al., 2017; Plesch et al., 2007). Colored symbols in turquoise, orange, and red represent 𝜎1 orientations obtained from
focal mechanisms. SS = strike slip; TF = thrust faulting; NF = normal faulting. Red lines represent Landers-Mojave
fault line (Johnson Valley fault, Homestead Valley fault, Camp Rock-Emerson fault). Black line marks San Andreas
main fault. Gray lines are the before 1992 mapped faults. Green line is the Kickapoo fault. Gray-green shaded area
marks locally rotated stresses.

Andreas fault (black line in Figure 9) are mechanically unfavorably oriented with respect to the maximum
tectonic compressional stresses 𝜎1 (Nur et al., 1993; Stein et al., 1992; Zoback et al., 1987, 1991). As a matter
of fact, the N-W oriented strike-slip faults and the main San Andreas fault are oriented at a high angle (∼90◦)
to the regional 𝜎1 orientation. The hypothesis of a new forming fault line follows because new faults form
when the primary fault becomes critically misaligned with the principal stresses or inefficient (Fattaruso
et al., 2016; Scholz et al., 2010; Sibson et al., 2011). We here assume that fault linkage, like in the case of
the Kickapoo fault, can potentially follow either of the two growth modes, too. To prove our assumption
we want to analyze the stress field in the Eastern California Shear Zone in the same manner as done in
section 3.3 and discussed at the beginning of section 4, because this has the potential to give insights about
the mode of fault growth of the Kickapoo fault (aseismic vs. seismic). However, we emphasize here that this
analysis is not necessarily based on the assumption that the Kickapoo fault formed as a result of the Landers
earthquake but rather that it formed at any point in time.

The Kickapoo fault is approximately oriented at 10◦ with respect to N-S. Thus, it is parallel to the remote
stress field (𝜎1 direction of 10◦) of the region (Figure 9). According to all classical faulting theories, it is not
prone to have formed in this stress field. The local stresses around the Landers-Mojave fault line including
the Kickapoo fault have an orientation of ∼30◦ (green-gray polygon in Figure 9). Hence, the angle 𝛼 between
the local 𝜎1 direction and the Kickapoo fault is low and approximately at 20◦. Assuming Byerlee friction of
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0.6 the angular-frictional relation for this fault would plot in the non-Arthur/Coulomb fault angle range in
Figure 5b. Thus, consideration of the local stress field brings the fault closer to the prediction of the Arthur or
Coulomb faulting theories. However, it is still far from both. Now, we want to assume that the local stresses
had rotated during the propagation of a dynamic rupture as predicted by our study, that is, they might have
rotated by an angle of 20◦ (same angle as between simulation stages S1 and S2). This would result in a
dynamic local 𝜎1 direction of ∼50◦. If, furthermore, it is right that fault growth is controlled by these local
time-dependent quantities, as suggested by our study, the Kickapoo fault would have formed according to
the Arthur faulting criterion. This brings the fault in the valid range of fault angles in Figure 5b.

Our conclusion is that the Kickapoo fault might but must not have formed due to the 1992 Landers earth-
quake. Based on our simulation results we believe that the fault has formed seismically, which seems to be
confirmed by other studies (see above). Additionally, we propose that a fault at an angle of ≳25◦ to the par-
ent fault has formed seismically. This follows from the combined analysis above and is likely only true if
fault growth was not affected by surrounding structural heterogeneities.

We gain another insight from our brief analysis: Fault formation changes the stress field adjacent to the
formed fault and that far-field stresses are potentially not affected by the formation of the new fault network
as they had a similar orientation before the 1992 event. Our simulation results have implied this proposal.
The proposal would be true even if the fault was a blind fault and formed not due to the 1992 seismic event,
but before.
4.1.2. Sampling Friction Angles and Stress Orientations
Stress measurements like well bore breakouts, drilling-induced fractures, and in situ stress measurements
(overcoring, hydraulic fracturing, and borehole slotter) do not exist in immediate proximity (<1 km) to the
fault and earthquake focal mechanisms, on the other hand, are not suitable to determine friction coefficients
(pers. communication: Heidbach et al., 2018). An exception to the lack of in situ stress measurements is
the SAFOD drilling into the San Andreas fault at Parkfield (Hickman & Zoback, 2004; Zoback et al., 2010).
However, even in this location it is not possible to measure 𝜇 and 𝜎1 direction during the dynamic rupture
propagation. Especially, it is not possible to sample data during fault growth as the sampling location would
have to move with the propagating fault tip. Furthermore, SAFOD is clearly not located at the current fault
tip of a San Andreas fault segment. The stress and friction data we obtain in nature are static ones compared
to the timescale of an earthquake and they are subject to a large error. Furthermore, they can be interpreted
as reflecting a far-field behavior of the stress field, although they are obtained at a definite location. In this
paper we show how these static far-field values can be used to assess whether a fault formed seismically or
aseismically.
4.1.3. Implication for Fault Maturation in a Homogeneous Weak Material
Our modeling indicates that a single sequence of aseismic and seismic fault growth can occur on faults that
are free to grow in isolation in a homogeneous stress field, that is, without being surrounded by other faults.
Additional faults would add structural complexity that would result in stress heterogeneities. Furthermore,
the material is weak (low initial friction and low initial state contrast). These two factors facilitate fault
growth in contrast to the case of material with a higher strength or existing stress heterogeneities. Thus, a
single seismic event can form a several-tens-of-kilometer-long fault because of dynamically elevated stresses
at the fault tip. These result in a high potential strain energy in the vicinity of the evolving fault and feed
fault growth. We expect that strong prevailing heterogeneity in structure or stresses might challenge the
behavior described above. On a relatively short 100-year timescale, we expect that the propagation of faults
may mostly operate by linking of existing structures, as in the Landers example. The linking segments must
not necessarily be small. Further, they can operate either seismically or aseismically, depending on various
factors as, for example, the theoretical nucleation size of an event, the strength of the host rock, the regional
stress field variability, and the curvature of the preexisting structure. On the long-term, we expect faults also
propagate by continuous lateral extension at fault tips, as shown in the example of the North Anatolian Fault
(Sengör et al., 2004). In a future work we will study more complex faulting behavior including the evolution
of fault networks by alternating sequences of aseismic and seismic fault growth, fault linkage and branching
and the effect of stress field heterogeneities.
4.1.4. Relation to Fault Bends, First-Order Splay Faults and Normal or Thrust Faults
Many faults in nature have kinks or bends (e.g., Biasi & Wesnousky, 2017, and references therein). Our
results provide a possible explanation for fault bends. When a fault transitions from aseismic to seismic fault
growth as slip velocities increase, the fault line will bend, change its direction, and the absolute fault angle
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𝛽 will increase. The so generated seismic fault in our simulation forms under a typical splay fault angle and
fulfills all criteria to be defined as classical first-order splay fault (Scholz et al., 2010). Splay faulting at an
average angle of ±17◦ from the San Andreas fault deviates only slightly from the bend angle of ±15.2◦ we
observe between stages S1 and S2 (Ando et al., 2009). This might imply that branching as well as bending
starts once a rupture nucleated on the main fault and once it reached a high enough slip velocity. In the
case of our simulation the main fault is the aseismic fault formed during S1. As this high slip velocity is
reached the stress field rotates close to the rupture tip and the friction value increases locally according to
equation (17). Consequently, the primary fault becomes misaligned with the rotated stresses, which is a
condition for splay fault formation (Scholz et al., 2010). If then the off-fault material is prone to undergo
yielding a new branch/bend will start under a different and more optimal oriented angle than the main
fault. In essence, we assume that splay faulting and fault bending are related processes if the latter originated
from elevated slip velocities during seismic fault growth. The difference between both cases is that a fault
bend constitutes the continuation of the main fault while a splay fault branch is a secondary structure. The
difference is a geometrical one: The onset of bending/branching depends on whether the transition to high
enough slip velocities is reached at the main fault tip or before, respectively. Thus, it is debatable if the fault
in S2 can be considered as a classical splay fault. However, we argue that both types might form in response
to the same processes when neglecting structural heterogeneities.

As shown by Poliakov et al. (2002), in mode II, dynamic stresses near a rupture tip are maximal on the
extensional side at one certain angle, when rupture speed is sufficiently fast. This implies rupture branching
or bending at that angle. The same study shows that for mode III the dynamic stresses at a rupture tip
have two symmetric maxima, which may predict forking rather than bending. Based on these findings we
assume that fault growth in normal or thrust faults is different than in mode II strike slip and likely results in
forking. However, in both cases fault geometry changes at fast (seismic) rupture speeds. Additionally, many
parameters change with depth, which is of great importance in vertical mode III fault growth and ignored
in our current model.
4.1.5. Relation to Slip Spectrum
The second proposal of this paper is that different modes of fault growth may exist, similarly to the existence
of different modes of fault slip. Natural faults generate a wide slip spectrum ranging from dynamic, coseis-
mic slip to fault creep (e.g., parts of the Haiyuan Fault in China; Jolivet et al., 2013). Additionally, decades
of observations demonstrate that small, moderate, and large earthquakes occur on creeping shallow crustal
faults around the world (Harris, 2017; Lindsey et al., 2014). Evidence that seismic and aseismic slip coin-
cide on the same fault segment is rare; however, few observations exist: Four seismically inactive patches
have different locations after the Izmit (before the Düzce) and after the Düzce mainshock (Bohnhoff et al.,
2016), which can be interpreted as shifting of aseismic fault patches along the fault. Furthermore, two of
these inactive fault patches are colocated or coincide with the maxima of the coseismic slip (Bohnhoff et al.,
2016). Areas of coseismic slip coincide with fault areas that are otherwise aseismic on the Calaveras fault, as
shown for the 1979 Coyote Lake and the 1984 Morgan Hill earthquake (Oppenheimer et al., 1990). Addition-
ally, an 8-month slow-slip event triggered progressive nucleation of the 2014 Chile megathrust, that broke
both frictional asperities and surrounding conditionally stable areas, which, before, hosted slow-slip and
superimposed seismic signals (Socquet et al., 2017). The above observations are supported by recent model-
ing studies in which slip can change from slow-slip to fast rupture events on the same fault segment (Noda
& Lapusta, 2013; Veedu & Barbot, 2016). Thus, faults generate a wide slip spectrum. In this study we addi-
tional show that fault growth is equally accompanied by varying slip velocities. We furthermore show that,
as a result of these varying slip velocities, two fault growth modes exist.

4.2. Seismic Wave Analysis
We record generated seismic waves at two stations whose location is displayed in Figure 2b. The seismogram
in Figure 10a plots the time series of time derivatives of vx and vy velocities. The accelerometer at location
1 records the E-W component first, while the N-S ground acceleration is first recorded at location 2. Taking
into account that the start of recording of the seismogram is right at the beginning of stage S2, the approx-
imate onset of all arrivals between 5 and 10 s agrees well with the theoretical P wave speed cs of 5.6 km/s
(using a P wave/S wave ratio cs/cs of 1.7) and the averaged distance of the two locations from the event
nucleation point of ∼40 km, yielding ∼7.1 s travel time. The dominant frequency content of the waveforms
is below 2 Hz (Figure 10b). This value is higher than that in the case of a rupture event on a predefined
fault in a similar model, in which the dominant frequency content is below 0.5 Hz (Figure 9 in Herrendör-
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Figure 10. Seismic wave properties during stage S2. (a) Time series of time derivatives of E-W vx (upper panel) and N-S
vy (lower panel) velocities at two locations as indicated with the correspondingly colored crosses in Figure 2b. The two
accelerometers are located at equivalent positions as in Herrendörfer et al. (2018). (b) Amplitude spectra of the
waveforms in (a).

fer et al. (2018)). Dynamic earthquake rupture on a newly forming fault produces a higher-frequency signal
because the strength drop is larger for a fault that is in the process of being created. The initially intact rock
is penetrated by the approaching fault tip and thus dynamically weakened. During this weakening phase
the fault is still stronger than the predefined fault that is continuously weak. This means that the material
at the locations through which the fault propagates evolves from a relatively strong material (higher 𝜇l) to
a weaker material (lower 𝜇l). A higher (𝜇s

l − 𝜇d
l ) implies a stronger high-frequency content of the source,

because the highest-frequency cutoff of the source is positively dependent on the material strength:

𝑓max =
Vr

Λ
∼

Vr
GL

(𝜎(𝜇s
l −𝜇

d
l )

, (18)

where𝛬 is the dynamic cohesive zone length (Herrendörfer et al., 2018; Lapusta & Liu, 2009), 𝜇s
l and 𝜇d

l are
static and dynamic local friction coefficients, respectively.

4.3. Modeling Limitations and Uncertainties
In nature, fault growth is a three-dimensional process. With our presented 2-D plane strain model we neglect
the third dimension and instead assume perfectly vertical fault surfaces. This is valid in a first-order sense;
however, various natural strike-slip faults can have changing dip angles with depth (e.g., Ross et al., 2017).
Another drawback of our 2-D simulations is the finiteness of the seismogenic depth. A finite seismic layer
limits the stress concentration at the fault tip, which in turn limits the spatial extent of plasticity outside the
main fault (Ampuero & Mao, 2017) and the energy available for a dynamic rupture to keep growing (Weng &
Yang, 2017). Potentially, in 3-D the dynamic rupture would stop spontaneously after some propagation dis-
tance larger than the seismogenic depth. A repetition of this cycle might then lead to a complex intermittent
sequence of aseismic and seismic fault growth, which can be supported by stronger host rock, misaligned
faults, and stress rotations. At much longer timescales, viscous relaxation below the crust could counteract
this effect of seismogenic depth (Ampuero & Mao, 2017).

Our simulations and theoretical predictions suggest that the fault length that forms through aseismic
deformation decreases with an increase in depth (section 3.5). However, these simulations exclude a
temperature-dependent rheology that would imply rheology changes with depth and they ignore a stress
concentration at the base of the seismogenic zone. Temperature has a first-order effect on the rate- and-
state-dependent friction parameters a and b, which in turn are expected to affect the length of stage S1 as
encapsulated in equation (16). Stress concentrations at the base of the seismogenic zone are induced by
deeper fault creep. This allows earthquakes to start at depth while the rest of the fault at shallower depth still
has low stress, giving a low depth-average apparent fault strength. We thus note that the depth dependence
of L∞ implied by our 2-D model might be oversimplified and 3-D simulations that take depth-dependent
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variations into account are hence needed to study to which degree active fault geometry is controlled by
conditions at depth.

Additionally, changes of frictional parameters and material parameters (e.g., shear modulus) with plastic
strain are not taken into account in our simulations. We note that our modeling assumes elastic isotropy and
no dilation. However, observations of natural faults display anisotropy in their damage zones, and evidence
for volume changes during their activity (Brace et al., 1966; Hamiel et al., 2009; Li et al., 2015; Misra et al.,
2015; Nasseri et al., 2010; Peacock & Sanderson, 1992; Rawling et al., 2002; Tarasewicz et al., 2005; Woodcock
et al., 2007). In this respect our model is a simplification as we ignore anisotropy, poroelasticity, or dilatant
volume changes. We expect that these ingredients could potentially affect slip behavior but not the main
message of this study because it will still be the local time-dependent values of friction and 𝜎1 direction that
control the fault angle. Furthermore, we acknowledge that we use a rate-weakening bulk material. Steady
state rate weakening has been documented for a wide range of sliding conditions in rocks (e.g., Dieterich,
1979, 1978; Di Toro et al., 2011; Ruina, 1983), but bulk rheology might be rate strengthening. The grid size
dependence of the angle 𝛽 (section 3.4) is a limitation of our model that we will address in a future study.
We aim at proposing and testing one alternative invariant continuum-based rate- and state-dependent fric-
tion formulation for fault width W , such that during the strain localization phase W adapts dynamically as
a function of evolving material parameters (e.g., Manning et al., 2007). There is a need to introduce a length
scale in the viscoelastoplastic formulation making it nonlocal (Eringen, 1983). A phenomenological plastic-
ity law (Fleck et al., 1994) or a continuum theory where strain rate is uniform within a shear band of finite
thickness in a gouge layer of nominal thickness and zero outside this zone (Sleep et al., 2000) have been
demonstrated to be heuristic fixes. Furthermore, we note here that modeling arbitrary crack growth is an
active area of research in the computational mechanics community (e.g., Borden et al., 2012; Liu & Borja,
2008).

4.4. Rate- and State-Dependent Friction in a Continuum
The classical Dieterich-Ruina rate-and-state friction framework has been validated for sliding on predefined
rock surfaces. In classical seismic cycle simulations, discontinuous brittle deformation occurs in form of slip
on an infinitely thin, predefined fault. It is the magnitude of slip velocity that enters into the rate-and-state
formalism. In contrast, in our continuum mechanics approach, plastic deformation is treated as strain, rep-
resented in the form of a shear band of finite width and can occur everywhere (see section 2.1). The difference
in the concepts of slip and strain requires that the slip rate magnitude in the classical rate-and-state fric-
tion framework is related to the second plastic strain rate invariant in the continuum mechanics description
(Herrendörfer, 2018). This is achieved by scaling the magnitude of the slip rate to the second invariant of
plastic strain rate (see equation (13)). Further research including the comparison to analog models is needed
to test and further refine the continuum-based constitutive relationship describing self-consistently both
localization toward a fault and deformation within the fault (Herrendörfer, 2018).

4.5. Role of Cohesion
In our simulations we assume the material has zero residual strength (C = 0 MPa), as typically assumed
in rate- and state-dependent friction modeling. This is justified by numerical tests from Herrendörfer, 2018
(2018, section 7.2.2), which showed that a cohesionless fault embedded produces the same results in a host
rock with or without cohesion. Additionally, Herrendörfer, 2018 (2018, section 7.2.2) demonstrated that
cohesion applied along the fault does not change the overall earthquake cycle behavior apart from more
time is required to generate the first earthquake. Herrendörfer, 2018 (2018, section 7.2.2) follows from these
tests that adding cohesion has essentially the same effect as increasing the reference effective static friction
𝜇0 by an equivalent amount (Herrendörfer, 2018, section 7.2.2). To confirm that cohesion has no influence
on fault angles during rapid fault growth we present a simulation with a cohesive host rock in section 3.5.
We note that a nonzero cohesion in the host rock does not change fault angles and thus, will not change our
conclusions. Furthermore, the higher initial state in the host rock compared to the weak inclusion can be
considered to be equivalent to a higher cohesion there.

Interestingly, the local time-dependent friction coefficient at the fault tip 𝜇av
l always increases a certain

amount above the assigned friction 𝜇0. This is independent of the changed parameters and thus an intrinsic
feature of fault growth, especially of seismic fault growth.

These values always increase dynamically above the assigned value of 𝜇0 and the initial 𝜎1 orientation.
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5. Conclusions
We systematically studied the process of spontaneous fault growth using a model that allows for the spon-
taneous evolution of a fault governed by an invariant rate- and state-dependent friction formulation. With
this model we investigated how fault angles evolve during different stages of fault formation and propaga-
tion. Our two hypotheses are as follows: (1) Fault angles are defined by evolving local instantaneous near-tip
stress field and friction coefficient during all phases of fault formation. (2) Similarly to the existence of slow
and fast modes of fault slip, seismic and aseismic modes of fault growth may exist. Our findings confirm
these hypotheses and comprise the following:

1. Two end member fault growth modes are distinguished in a generic model of a strike-slip fault zone,
which are aseismic and seismic fault growth. After an early stage of shear band localization faults grow
aseismically until they reach the nucleation size of a dynamic event. As the event nucleates, the slip
velocity increases and the growing fault transitions to a seismic propagation mode. The result is a greater
strike angle of the growing fault, which leads to a fault bend. This finding supports our second hypothesis.

2. The increase of the total fault angle at the transition between the aseismic and seismic faulting stage
is induced by slip rate. It is due to the slip rate dependence of the friction value in the rate- and
state-dependent friction formulation. Seismic fault growth causes significantly elevated dynamic stresses,
stress orientations, and friction coefficient at and ahead of the propagating fault tip. These local dynamic
quantities increase significantly above the assigned reference static friction coefficient 𝜇0 and the initial
𝜎1 orientation. This behavior causes the increase in fault angle and holds for a range of tested parameter
changes. These findings support both our hypotheses.

3. With respect to the remote stress field, aseismic fault growth agrees with Coulomb/Arthur failure criteria,
while the seismic fault growth stage does not agree with it. However, in relation to local and dynamic
quantities, both fault growth modes obey the Coulomb/Arthur failure theory. It follows that all faults
form as predicted by the failure criterion of Mohr-Coulomb because they grow according to the state of
stress prevailing at the time of genesis. Consequently, the assessment of the optimality of fault angles
requires the consideration of local near-tip stress field and friction coefficient in a dynamic sense, that is,
during the phase of fault formation. This finding further supports our first hypothesis.

4. We show that the main conclusions are not affected by numerical and physical parameters.
5. The four previous points suggest that seismically formed faults can be distinguished from aseismically

formed faults in two ways in nature:
a. By comparing them to far-field stress orientations: An aseismically formed fault will be pre-

dicted as a Coulomb/Arthur fault, while a seismically formed fault will be predicted as a
non-Arthur/Coulomb fault. The reason is that local stress field and friction value are marginally
altered during aseismic fault growth, but they are significantly altered during the seismic stage of
propagation. However, the far-field stress field and far-field samples of the friction value are not
affected by local fault growth. This conclusion underlies the assumption that the far-field stresses
are constant on the timescale considered for fault assessment. That is mostly valid as stress mea-
surements are obtained near term. The above statement is supported by the analysis of the stress
field in the region of the 1992 Landers earthquake where only the near-fault stresses have rotated.

b. By comparing them to the shearing direction: In relation to the shearing direction seismically
formed faults have a greater angle than aseismically formed faults. We propose that a fault at an
angle ≳25◦ to the parent fault has formed in seismic mode. We obtain this value from the anal-
ysis of the stress field in the Eastern California Shear Zone where the Kickapoo fault potentially
formed seismically near term to the 1992 Landers earthquake. We make this statement under the
assumption that fault growth was not effected by surrounding structural heterogeneities.

6. The fault orientation could be used to predict the dynamic stress field during seismic fault formation,
which is otherwise not measurable.

7. Our results have implications for big strike-slip systems as, for example, the San Andreas fault. The stress
field surrounding mature fault zones is often misaligned with existing faults. This is due to a combination
of the following factors: reorientation of the stress field during fault formation, long-term reorientation
of stresses due to strain accumulation, structural complexity, for example, induced by nearby faults, and
general heterogeneity of stresses on a local to far-field scale. The misalignment of the stress field with
existing faults facilitates the reactivation of inactive and potentially blind or unknown fault branches and
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can additionally cause formation of new faults. Our approach gives an indication how such new faults
can grow and at which angle.

Appendix A: Online Repository
A video showing the temporal evolution of the fault and also the generation of shear and pressure waves is
in the repository of this paper (Preuss et al., 2019) and can be found under this link.
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