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Abstract

This paper presents a numerical inverse method dedicated to the characterization of adhesive
joints under multiaxial and dynamic loading conditions. The properties under scrutiny are the
constitutive behavior of the joint as well as the final fracture surface. The experimental setup
consists of a Split Hopkinson Pressure Bar system and local strain measurements performed
by Digital Image Correlation (DIC) as well as a novel specific sandwich specimen denoted
as DODECA. The direct numerical model is an original Finite Element computation combin-
ing 3D and 1D elements for an optimal handling of wave reflection and interfaces. It further
provides an optimal compromise between computation time and accuracy. The identification
method is based on the Finite Element Model Updating method (FEMU). Material parame-
ters are identified for three different multiaxial loading conditions and presented as yield and
fracture surfaces in the space of equivalent von Mises stress vs hydrostatic stress. As a com-
plement of the analysis, uncertainties and confidence of the identified parameters are estimated
with precise qualitative tools.
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1. Introduction

The constraints of energy efficiency and weight reduction in structures and specifically
in aeronautical applications have enforced the choice of adhesive joints as an interesting al-
ternative to conventional methods such as riveting or screwing. However, the actual state of
engineering for adhesive joints do not cover all aspects of material characterization to insure
aircraft certification requirements for critical structural assemblies.

The difficulties of the material characterization of adhesive joints stem on the one hand side
from the geometrical aspect ratio of joints and on the other hand side from the wide ranges
of loading conditions. Joints can combine a thickness of several tens of microns with a span
of several meters and are subject to quasi-static or dynamic multiaxial loadings, as well as
thermomechanical fatigue or aging.

Significant results in the characterization of adhesive joints were recently obtained for in
the quasi-static loading regime, where a precise and complete experimental campaigns under
multiaxial loading has been proposed for example in [1, 2]. However studies in the dynamic
loading regime are less complete, they rely only on the single-lap joint specimen [5] or the
double-lap joint specimen [6, 7]. These experimental set-up are dedicated only to the shear
behavior of adhesive joints. Therefore, extensions to complex loading conditions combining
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normal tension and shear are still limited. This is a considerable drawback for the description of
real structures where the tensile dominate loading conditions control the overall joint strength.
The importance of the tensile strength of joints has been already discussed in the pioneering
papers like [3, 4]. Moreover, the real intrinsic constitutive behavior of polymers is nonlinear
and combines hydrostatic and deviatoric components. A case of the yield strength depending of
various parameters as described before is discussed in [8] for several examples. Recent studies
of pressure sensitive adhesives and the influence of the pressure sensitive modelling on the
evolution of different characteristics such as peak equivalent stress in the joint are [9–11]. [12]
proposed a finite element implementation of a pressure sensitive yield criterion for adhesives.

Split Hopkinson bar systems are an established tool for characterizing materials and struc-
tures under dynamic loading. They provide global measurements: displacements and resultant
forces at both ends of the specimen. However, in the case of an adhesive assembly, even though
this technique enables to characterize the assembly, it does not provide local measurements in
the neighborhood of the joint which would permit the identification of its behaviour, as already
noticed in [5–7]. Therefore, additional local optical measurements are carried out and inter-
preted as displacements and strain fields using Digital Image Correlation (DIC) methods. For
instance, DIC measurements have been performed under quasi-static conditions [13, 14] and
under dynamic conditions [15–18].

In a previous work [19], we have shown that the measurements extracted from the ex-
periment permit a rough estimate of the material parameters assuming some assumptions are
verified. It has been shown that both global (SHPB) and local (DIC) measurements can be
exploited to characterize main features of the material behavior of the adhesive joint. However,
the complex geometry, as well as the inhomogeneous stress and strain states in the joint make
a direct interpretation of measurements difficult. As a consequence, an accurate identification
of the behavior of the adhesive joint can only be obtained by applying an inverse identification
method.

The subject of inverse identification methods and in particular of constitutive parameters
is supported by a large literature, as illustrated for example in [20–25]. General mathematical
studies related to inverse methods such as existence, uniqueness and stability of the solution
and the concept of ill-posed problems are reported for instance in [26, 27]. These sources
present equally a framework for practical identification methods. An important complement to
mathematical methods for inverse problems in the framework of Bayesian inference has been
published in [28] and presents solution methods for controlling uncertainties both in the data
and the parameter space.

Interesting reviews of different methods dedicated to the identification of constitutive pa-
rameter based on kinematic full-field measurements such as DIC have been recently proposed
for example in [29, 30]. Several techniques are proposed within: the finite element model
updating method (FEMU), the constitutive equation gap method (CEGM), the virtual fields
method (VFM), the equilibrium gap method (EGM) and the reciprocity gap method (RGM).

The aim of this paper is the characterization of adhesive joints under dynamic multiaxial
loadings. In previous studies [31, 19], we have proposed a novel specific sandwich specimen
denoted as DODECA and performed simple material characterization using a Split Hopkinson
Pressure Bar system and local strain measurements performed by Digital Image Correlation
(DIC). Here, we add to this framework a detailed direct and inverse analysis of the system which
will lead to the characterization of the yield and fracture surfaces in the space of equivalent von
Mises stress vs hydrostatic stress. More precisely, we shall use a finite element model updating
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method (FEMU) combined with a gradient free optimization method for the minimization of
a cost function defined as the distance between measurements and model. Finally, precise
qualitative tools are proposed for the uncertainties and confidence analysis of the identified
parameters.

The paper is organized as follows. Section 2 makes a short hand-out of the experimen-
tal set-up. Section 3 discusses the direct numerical simulation of the experimental SHPB test
based on the finite element method. The method is carefully broached as the method has to find
the optimal compromise between computational time and accuracy, both aspects are required
for the inverse minimization loop. Section 4 presents the framework of inverse identification
method, the cost function and the minimization technique. Identification results, i.e. the con-
stitutive material parameters, yield and fracture surfaces are discussed in section 5. They are
later re-examined in the final section 6 from the point of view of the uncertainties.

2. Experimental set-up

The experimental apparatus, already discussed in [31, 19], consists of three main compo-
nents, as displayed in figure 1:

(i) a conventional Split Hopkinson Pressure Bar (SHPB).
(ii) a specimen named DODECA enabling to test three distinct multiaxial loadings (denoted

by 15˚, 45˚ and 75˚) with the same methodology and whose geometry has been optimized
in order to avoid edge effects.

(iii) local measurements performed by Digital Image Correlation (DIC).

Therefore, information is provided either classically from global measurements on the Hopkin-
son bar system by using the DAVID software developed by [32], or from local optical measure-
ments using a high-speed camera and a Digital Image Correlation (DIC) software to measure
local displacements with a micrometric resolution, as described in [19].

Figure 1: Experimental setup : the Split Hopkinson Pressure Bar, the DODECA specimen and the imaging system

The DODECA specimen is actually a sandwich dodecahedron, with two aluminum parts
bonded by the adhesive joint. The outer flat edges are meant to ensure plane-to-plane contact
between bars and the specimen in order to ease experimental and numerical procedures. The
particular shape of the specimen enables three different impact angles (15˚, 45˚ and 75˚) leading
to three different stress states in the adhesive joint. The adhesive joint is a 300 µm thick film
bonded to aluminum parts of the specimen and passing between two nodes of the dodecahedron.
Beaks are machined in the aluminum parts at the edges of the joint to avoid end effets such as
strain or stress concentrations in the joint [1, 2, 33]. For more details on different specimen
geometries and how the DODECA specimen has been designed, the reader is referred to [19].
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3. Direct numerical simulation

The importance of the direct numerical simulation stems, on the one hand, from the com-
plexity of the specimen and the loading conditions of the SHPB experiment, and on the other
hand, from inverse identification method. As discussed below in section 4), the identification
method is based on the iterative minimization of a cost function measuring the distance between
the model and the measurements. Therefore, the direct numerical method should achieve an
optimal compromise between accuracy and computation time.

3.1. Numerical strategy
Various modeling strategies of the SHPB test have been proposed. Analytic models relying

on one-dimensional elastic wave propagation are widely used for the post-processing of the
measured signals. Several studies based on analytic, closed-form models improve the interpre-
tation of the signals. For instance, wave dispersion due to geometrical effects, i.e. a correction
to consider the bar not as one-dimensional rod but as a three-dimensional object subjected to
the Poisson effect, has been addressed [34]. Deconvolution techniques [35] have been devel-
oped in order to analyze signals on longer time intervals. A correction due to the punching of
the specimen into the Hopkinson bars has been proposed [36]. The software DAVID [32], used
for the direct interpretation of the global measurements of the SHPB gathers almost all the pre-
ceding analytic features for the computation of forces and displacements at any position of the
input and output bars as well as the bar/specimen interfaces. In the case of simple cylindrical
specimens of the same diameters as the bars, one can assume a homogeneous mechanical state
within the specimen. Moreover, if balance of forces is ensured, i.e. equilibrium or forces at
both ends of the specimen are similar, one can directly infer the mechanical behavior of the
specimen. However, the main and most reliable outputs given by the DAVID software are force
and displacement signals at any position in both bars. It is important to understand, that these
force and displacement signals cannot be directly measured. They have to be computed from
strain waves usually measured with strain gauges at the input bar (incident and reflected waves)
and at the output bar (transmitted wave).

Numerical models have also been applied to tackle complex specimen design. Finite El-
ement computations have been proposed in [37, 38] for the Brazilian disk specimen. Let us
further mention, numerical modeling features are not based on consensus, despite the fact that
FE computations of the SHPB test are widely used. When analyzing the SHPB set-up two
extreme approaches have generally been used: (i) modeling of the specimen alone [38] and (ii)
modeling of the complete SHPB system composed of the specimen and of the input and output
bars [37, 7, 39].

Modeling of a stand-alone specimen is numerically simpler to develop and leads to shorter
computation time. However, the contact boundary conditions between the bars and the speci-
men are replaced by either imposed displacements or pressure distribution. A precise simpli-
fication of the contact boundary condition is difficult and is usually accompanied by spurious
reflected waves if the imposed boundary conditions are not perfectly consistent.

Modeling of the complete SHPB system overcomes the difficulty of the contact boundary
conditions by modeling entirely the input and output bars. The loading boundary conditions of
this computations are simply the input pulse (inferred from the strain gauges) at the beginning
of the input bar and the free surface at the end of the output bar. This strategy is often preferred
to the first one even if it conducts to longer computation. However, the contact boundary
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conditions are still a critical difficulty, as the chosen contact model has a direct influence on the
final results.

In this paper, we propose to model the complete SHPB system. However only small por-
tions of the input and output bars are covered with 3D elements and the rest of the output bar is
modeled with 1D elements. This hybrid model, permits on the hand side to ensure the compu-
tational accuracy around the contact between the bars and the specimens and to avoid spurious
wave reflection and on the other hand side it decreases the computational burden.

This compromise has been justified in a small study by comparing the three different mod-
eling strategies. The tested boundary conditions, the material parameters for the bars and the
elastic-plastic material parameters for the adherents are displayed in tables 1,2 and 3, respec-
tively. In order to avoid further complexity, a bulk DODECA specimen (without joint) instead
of a sandwich DODECA aluminum specimen has been used for the study.

Table 1: Different FE models for the experimental setup

Condition Input bar Output bar
1 no no
2 100 mm (3D) 100 mm (3D)
3 100 mm (3D) 100 mm (3D)+1.4 m (1D)
4 3 m (3D) 1.5 m (3D)

Table 2: Material parameters for the elastic bars

Diameter DB (mm) 40
Young’s modulus EB (GPa) 74.5
Poisson coefficient νB (-) 0.33
Density ρB (kg/m3) 2820

Table 3: Material parameters for the elastic-plastic adherents

Young’s modulus EA (GPa) 72
Poisson coefficient νA (-) 0.33
Density ρA (kg/m3) 2800
Yield stress σ0

A (MPa) 260
Yield stress at 4% σ1

A (MPa) 380
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Figure 2: Numerical strategies for the modeling of the DODECA experiment based on the four conditions of
table 1. Condition 1 : no bars, Condition 2 : bars of 100 mm, Condition 3 : bars of 100 mm + an output beam,
Condition 4 : bars of 3 m and 1.5 m

The computations were performed using ABAQUS [40] with an explicit time integration
scheme. Time increments were automatically adapted as a function of stability and conver-
gence criteria. The meshes used for the different numerical strategies are displayed in figure 3.
These meshes are rather coarse as the purpose of the study is only to determine the numerical
strategy by comparing three modeling strategies. Results are not meant to be used to iden-
tify material parameters as in section 3.3. There are 1680 volume elements (C3D8R) for the
DODECA specimen alone and there are 3686 volume elements (C3D8R) for the DODECA
specimen with the small portions of bars. In addition there are 35 beam elements (B31) for the
1D portion of the output bar.. Let us denote by (S in, S out) and (S̃ in, S̃ out) the input and output
surfaces on the specimen and on the bars respectively, as depicted in figure 2. Let us remark
that Condition 4 corresponds to a complete 3D of the SHPB system and will therefore be con-
sidered as the reference computation. Condition 2 is an attempt to reduce computation time
by truncating both the input and output bars and imposing at S̃ in and S̃ out the corresponding
measured displacements. For comparison of the numerical computations, we used a real exper-
iment with a DODECA specimen without adhesive joint. More precisely, comparison was done
on the displacements at (S in, S out) and (S̃ in, S̃ out). For the experimental displacements, we used
the displacements provided by the software DAVID, which converts the strain measurements
at the gauges into displacement and force signals anywhere in both the input and output bars.
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A comparison between the experimental forces (with the punching correction) and numerical
computations of condition 1 inferred at S in and S out is presented in figure 4. One can remark
the good qualitative agreement between computations and measurements. More precisely, the
overall response has similar shape and amplitude and oscillations due to several reflections at
the free surfaces of the DODECA specimen are in phase. However, the discrepancies are still
important to be used within an inverse identification procedure.

(a) Condition 1
(b) Condition 2

Sb,in

position +0

(c) Condition 3

Figure 3: Meshes used for the numerical strategies : condition 1, 2 and 3 of table 1

t (µs)
0 50 100 150 200 250 300 350 400 450 500

0

10

20

30

40

50

F (kN)

F
in, exp

F
in, num

F
out, exp

F
out, num

Figure 4: Time evolution of the input and output forces (at the specimen/bar interfaces) : comparison between the
experiment and the FE computation (condition 1)

The first comparison involves two numerical simulations, one with the complete bars (con-
dition 4) and one with bars having a reduced length (condition 2). The comparison is per-
formed by imposing the numerical obtained displacements at S̃ in and S̃ out in the computation
with condition 4 as the boundary input of the computation in condition 2. Figure 5) displays the
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comparison of conditions 2 and 4 as a time evolution of the input and output forces. One can
remark that both the overal behavior and the oscillations are very similar. Here the imposed
displacements on S̃ in and S̃ out for the computation with condition 2 were extracted from the
computation of condition 4. This result shows, that it is possible to reduce the modeled part of
the bars without losing accuracy. Moreover, it validates that 100 mm long bars are sufficient to
capture accurate signals. This simplification rises however several difficulties. If the imposed
displacements on S̃ in and S̃ out in condition 2 do not stem from the numerical simulation with
condition 4 but directly from the experiment, significant oscillations occur S̃ out and have an in-
creasing amplitude over time as exhibited in figure 6. It shows that the imposed displacements
at S̃ in and S̃ out extracted from the experiment are not perfectly in phase with the computed
waves, which generates unrealistic reflections. This phenomenon is due to the discrepancy
between simulated and real wave propagation. This limitation also holds for condition 1.
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Figure 5: Time evolutions of the input and output forces (at the specimen/bar interfaces) : comparison between
conditions 2 and 4
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Figure 6: Time evolutions of the output force at the specimen/bar interface (left) and at 100 mm from the interface
: comparison between conditions 2 and 4. Boundary conditions for the Condition 2 are extracted directly from an
experiment : Reflections issues

The idea proposed next, is to take advantage of the FE model of condition 2 but overcoming
reflection issues if the imposed displacements are not perfectly consistent with numerical wave
propagation, by adding 1D elements for the rest of the output bar as shown in figure 3c. Thus,
boundary conditions are imposed only at S̃ in and the wave propagates freely through the output
bar until it reaches the free surface at the end of the bar where a reflection takes place as for real
bars. Thus, oscillation issues are overcome as shown in figure 7. Different numerical strategies
are summarized in figure 2.
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Figure 7: Time evolution of the output force extracted at the specimen/bar interface (X = +0) and at 100 mm from
the interface (X = +100) with Condition 3: Solving reflection problems

3.2. Contact law
Another critical feature of the numerical computation is the contact model. Several different

theoretical and numerical modeling options are available. Let us further refer to the classic
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penalization method, which relates the interpenetration distance between the surfaces in contact
and the corresponding contact pressure. Specifically it supposes a zero pressure in the absence
of contact and an increasing pressure with interpenetration. The contact law depends of the
roughness profiles and explicit empirical formulas for the pressure function have been proposed
in the literature, as for example [41–43]. Contact laws relating nominal surface interpenetration
and the resulting contact pressure can be inferred from such empirical works. Next, we propose
to define the contact law as a piecewise linear function of the pressure as a function of the
interpenetration using three adjustable parameters (c1, P1, P2), as displayed in table 4.

Table 4: Contact law

Interpenetration Contact pressure
(mm) (MPa)

0 0
c1 P1

1 P2

3.3. Numerical simulation of SHPB tests with adhesive joints
The direct numerical model of the SHPB test including the sandwich DODECA specimen

with adhesive joint is depicted in figure 9. The mesh size has been refined in comparison to
section 3.1 in order to capture more accurately strain gradients for the inverse method. The
mesh is composed of 159776 volume elements (C3D8R) for each small portion of the bars
and 7170 volume elements (C3D8R) for each substrate of the DODECA specimen, in addition
there are 48 beam elements (B31) for the 1D portion of the output bar and 400 joint elements
(C0H3D8) for the adhesive joint. The typical mesh size for the DODECA specimen and bars
is 1 mm. It has been checked that results are not sensitive to the mesh pattern for the tested
conditions. Moreover, a convergence study has been conducted to justify the chosen mesh
density. The force at the surface S out is presented in figure 8a for various mesh sizes of the
DODECA specimen (modeled alone). Convergence is obtained for a typical mesh size of
1 mm as no significant variation is observed with finer mesh density. Moreover, the force at
the surface S̃ out is presented in figure 8b for various mesh sizes of the bars considering that the
DODECA specimen is modeled with elements of typical size of 1 mm. Convergence is also
obtain for the same mesh density.
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(a) Mesh convergence of the specimen.
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(b) Mesh convergence of bars.

Figure 8: Mesh density.

Bars are purely elastic and the adherents of the specimen are elastic-plastic with a piece-
wise linear isotropic hardening curve. The two adherent parts of the specimen are made of
aluminum whose elastic parameters are relatively well known. The corresponding geometrical
and material parameters are listed in table 5.

Let us now mention that the experiments with plain specimens revealed that the plastic
parameters present some variability even within the same material batch. The parameter vari-
ability is probably the signature of the process, sample history as it depends on the rolling
direction, on the specific plate or the orientation of the specimen, etc. . Therefore particular
dynamic tests have been performed in order to identify material parameters of the aluminum.
When manufacturing the corresponding specimens, particular care was given to the sample ex-
traction from the same rolled plate along the same direction as the adherent of the DODECA
specimen.

The adhesive joint is assumed to be elastic-plastic with a piecewise linear isotropic harden-
ing. As a consequence, five material parameters have to be identified, namely: (i) the Young’s
modulus denoted by EJ , (ii) the Poisson ratio νJ, (iii) the initial yield stress σ0

J, (iv) the yield
stresses σ j

J and (v) the corresponding fixed plastic strains ε j
J, where the subscript J stands for

joint and 1 ≤ j ≤ 2. Thus, the 5-dimensional parameter space is denoted by:

Θ =
{(

EJ, νJ, σ
0
J, σ

j
J

)
, (1 ≤ j ≤ 2)

}
(1)

Let us finally highlight, that both the adherents and the adhesive joint of the specimens are
represented using elastic-plastic material in the conditions of the test. However, the material
coefficients are highly different as dictated by the characteristics of aluminum and the polymer
joint respectively and that they are not related in any other matter. Moreover, the behavior of
the aluminum adhesives is identified independently and will therefore not interfere with the
characterization of the joint.
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Modèle numérique : DODECA à 45°

Confidentiel / 22.06.2017 /SAFRAN COMPOSITES30

Géométrie du modèle

Défaut du substrat
Vexp, in

Lbar = 100 mm

Lbeam = 1400 mm

Normal contact law

Joint elements COH3D8

2 demi-dodécagones avec becs de rayon 20 mm, de hauteur 10 mm

1 joint de 10 x 38,6 mm, d’épaisseur 0,300 mm

2 cylindres de rayon 20 mm, de longueur 100 mm

1 poutre de rayon 20 mm, de longueur 1400 mm

Figure 9: Numerical mesh for the experimental SHPB set-up with the DODECA specimen at 45˚.

DODECA specimen
Inscribed circle diameter d (mm) 40
Thickness th (mm) 10
Adherent Young’s modulus EA (GPa) 72
Adherent Poisson ratio νA (-) 0.33
Adherent density ρA (kg/m3) 2800
Adherent yield stress σ0

A (MPa) 235
at 0.41% σ1

A (MPa) 290
at 5% σ2

A (MPa) 410
Adhesive joint thickness (depends on each specimen) th j (mm) ≈ 0.3
Adhesive joint length L j (mm) 38.65
Adhesive joint density ρ j (kg/m3) 1100

Bars modeled with 3D elements
Diameter D3D

B (mm) 40
Length L3D

B (mm) 100
Young’s modulus EB (GPa) 72.31
Poisson ratio νB (-) 0.33
Density ρB (kg/m3) 2802

Output bar modeled with 1D elements
Diameter D1D

B (mm) 40
Length L1D

B (mm) 1400

Table 5: Geometrical and material parameters of the experimental SHPB set-up

4. Inverse method

4.1. Cost function and minimization space
In the preceding section 3, we defined both the direct Finite Element simulation of the

experimental SHPB set-up and the set of material parameters for the joint:

θ =
(
EJ, νJ, σ

0
J, σ

j
J

)
which has to be identified. Supplying the direct problem with a compatible parameter set
θ transforms the problem into a well-posed direct problem which can numerically be solved
and which provides the complete history of the mechanical fields of the set-up. The inverse
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identification problem seeks to find the parameter vector θ ∈ Θ, which minimizes the distance
between measured and computed quantities, defined by the cost function

ϕ : θ ∈ Θ 7→ ϕ(θ) ∈ R+

In order to define the cost function, global and local measurements are exploited next.
The classic interpretation of strain waves measurements at the SHPB tests provides global

displacements and forces at any position of the bars, which can further be used as a measure-
ment value in the definition of the cost function. Next, the superscript S HPB will refer to
global measurements from this strain wave interpretation. Thus, the displacement signal at S̃ in,
further also denoted as US HPB is used as an input boundary condition of the direct problem
detailed in the preceding section 3. As a consequence, the output force signal FS HPB at S̃ out is
used as a global measurement in the definition of the cost function ϕ. This output force signal
FS HPB is extracted from the direct FE computation with the same frequency as measurements,
more precisely every µs or at f S HPB = 1 MHz rate.

The local measurements refer to local values of the mechanical fields as measured through
optical means and DIC post-processing. For example, shear and normal displacements at the
center of the adhesive joint are measured by DIC and are used as local measurements in the def-
inition of the cost function ϕ. Next, the superscript DIC will refer to these local measurements.
More precisely, we are going to use the tangential displacement jump ∆UDIC, corresponding
to the shear loading and the normal displacement jump ∆VDIC corresponding to the normal
loading. These quantities are computed by measuring the displacement difference between
two positions in the aluminum adherents at precisely 1.3 mm above and under the midline of
the adhesive joint. For example, the comparison of histories of computed and measured local
displacements signals is presented for a test at 45˚ in figure 10.

The final complete expression of the cost function to be minimized is given by the following
combination of measures:

ϕ(θ) = α
∥∥∥FS HPB − FFEM(θ)

∥∥∥ + β
∥∥∥∆UDIC − ∆UFEM(θ)

∥∥∥ + γ
∥∥∥∆VDIC − ∆VFEM(θ)

∥∥∥ (2)

where α, β, γ ∈ R+ are positive weights and ‖·‖ is the standard vector norm. The precise values
of the weights is adapted to the amplitudes and the noise intensities of the different signals.
The choice used in the following analysis, corresponds to α = 1/FS HPB

max , where FS HPB
max is the

maximum value of FS HPB, and β = γ = 100 µm−1. These values account for the difference in
frequency acquisition of the signals and therefore different vector lengths. More precisely, the
global force FS HPB is measured with 13 times higher acquisition frequency than displacement
jumps ∆UDIC and ∆VDIC. Moreover, considering that the amplitude of ∆UDIC is around 20
times higher than the amplitude of ∆VDIC, the condition β = γ means that the jump measure-
ment ∆VDIC has a limited weight in the minimization process. This choice is justified by the
better signal-to-noise ratio of the displacement jump ∆UDIC than that of ∆VDIC . However, in
the case of a 75˚ loading condition, γ is increased to 200 µm−1 to account for a higher amplitude
of ∆VDIC in this particular loading.
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Output force

Δtmes = 1 µs

Displacement jumps at 

the adhesive center

Δtmes = 13 µs

Shear

Compression

Figure 10: Extraction of computed signals FFEM ,∆UFEM ,∆VFEM and comparison with measurements
FS HPB,∆UDIC ,∆VDIC

The inverse method consists in solving the following minimization problem:

θI = argmin
θ∈Θ

[
ϕ(θ)

]
(3)

under the constraint that FFEM,∆UFEM,∆VFEM are extracted from the direct FE model pre-
sented in section 3 and, therefore, depends on the trial material parameters of the adhesive joint
θ ∈ Θ.

The numerical minimization is performed using a gradient-free Nelder-Mead descent algo-
rithm programmed in Python [44] script. At each iteration of the minimization loop, denoted
within the fields and parameters by the index k, the current evaluation θk is sent to Abaqus [40]
to compute the output signals FFEM(θk),∆UFEM(θk),∆VFEM(θk). Then, these quantities are
sent back to the Python script for the evaluation of the cost function ϕ(θk) and the proposal of
a new trial parameter set θk+1. Iterations are computed until convergence, as depicted in fig-
ure 11. Among the large variety of gradient-free algorithms (genetic, particle swarm, Nelder-
Mead etc.), the Nelder-Mead simplex algorithm has been chosen as it is well indicated for local
minimum search within a multi-dimensional context. This algorithm converges to the nearest
optimal point, which seems sufficient as the initial guess is educated from a priori knowledge
of the studied materials. Other algorithms such as particle swarm optimization [45] (e.g., ap-
plied to tailor material properties [46]) do not stop in local minimum but often necessitate a
sufficiently large number of particles inducing larger number of calls to the cost function than
the Nelder-Mead algorithm, which would be computationally costly.
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Figure 11: Schematic representation of the inverse method

Despite the very simple descent algorithm and standard FEM computations combined in
the algorithm, several difficulties can be encountered.

As local and global measurements are mixed, combining the standard wave interpretation
and DIC respectively, it is of utmost importance to synchronize consistently the time origin of
each of the different signals. The synchronization is done as follows. Let us consider ∆tS HPB

and ∆tDIC the two time shifts enabling to synchronize the SHPB and DIC measurements with
computations as shown in figure 10. The determination of ∆tS HPB and ∆tDIC is done in two
steps: first, (i) an approximate evaluation of the adhesive joint material parameters is made
following the experimental method proposed by [19], and then, (ii) a direct computation is
performed with the first estimation of the parameters. The shifts ∆tS HPB and ∆tDIC are now
computed directly from the comparison of experimental and numerical signals. Let us further
remark that, ∆tDIC is more difficult to estimate due to the limited frequency of acquisition of
the optical system.

Contact properties between the bars and the specimen also influence the outcome of the
minimization process. Without a precise a priori knowledge of the parameters, contact param-
eters c1, P1, P2 defined in table 4 have equally been included in the minimization procedure
because the contact behavior depended on each test.

In this case, the minimization space defined by (1) is therefore extended to the 8-dimensional
space:

Θ =
{
EJ, νJ, σ

0
J, σ

1
J, σ

2
J, c1, P1, P2

}
(4)

In this case, the strain yield limit, i.e. plastic strains corresponding to σ1
J and σ2

J are fixed man-
ually in the minimization algorithm. Although plastic strains are negligible in the adherents for
the 45˚ and 15˚ loading conditions , significant plastic strains take place in the aluminum adher-
ents, for the 75˚ loading condition. Therefore, results significantly depend on plastic properties
of the aluminum for the 75˚ loading condition. As already mentioned, plastic properties of the
aluminum adherents present some variability even within the same lot depending on the rolling
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direction or the specific plate and introduce a bias between different tests. Therefore, additional
plasticity parameters have been added to characterize the yield surface for 75˚ loading condi-
tion, the yield stress σ0

A and σ1
A at 5% strain of the aluminum adherents. The parameter space

(1) for the 75˚ loading condition becomes therefore:

Θ =
{
EJ, νJ, σ

0
J, σ

1
J, c1, P1, P2, σ

0
A, σ

1
A

}
(5)

Fracture properties are not determined using the inverse identification method by the mini-
mization of the cost function ϕ. They are directly obtained as the failure stresses and presented
as a surface in the space of von Mises equivalent stress vs hydrostatic stress. When fracture
is observed experimentally, the stress state is extracted from the direct FE simulation at the
corresponding time.

4.2. Ill-posedness and regularization
Inverse methods are ill-posed, meaning that solutions tend not to be unique and that small

errors in the input data might correspond to large differences in the identified parameters. The
techniques applied to decrease this effect, modify the convexity and the smoothness of the cost
function by adding an additional term and are denoted as regularization. For instance, one can
add a term of the form

∥∥∥θ − θest
∥∥∥ where θest is a reasonable, expected value of the material

parameters given as a prior estimation. A similar effect is obtained by adding a constraint
such as

∥∥∥θ − θest
∥∥∥ ≤ η, where η quantifies the range of the parameter set and will constrain

the solution around the a prior estimation. These regularization techniques tend to select one
solution on the basis of additional knowledge such as a rough estimation of material parameters
as proposed by [19]. In this contribution, the regularization has not been applied automatically.
However, material parameters have been manually chosen among several solutions obtained
with different initial parameter vectors θ0 and different fixed choices of plastic yield strains ε1

J
and ε2

J, corresponding to σ1
J and σ2

J respectively, in the minimization algorithm.
In addition, the dimension 8 of minimization space Θ ∈ R8 complicates further the min-

imization procedure. Thus, not all dimensions of the minimization space are explored at the
same time. The minimization process is orientated to determine, first, the elastic parameters by
focusing on the initial part of the signals, where the material behavior is assumed to be purely
elastic. Consequently, only the first 4 images, corresponding to the first 50 µs are considered
for the preliminary elastic identification of EJ, νJ. Then, remaining material parameters are
identified by performing the optimization on the complete signals considering EJ, νJ fixed at
the previously identified values.

Finally, the failure stresses are identified by extracting the corresponding stress state from
the direct FE simulation just as fracture is observed experimentally.

5. Results

The material parameters and fracture properties identified for each loading condition 15˚,
45˚ and 75˚are listed in tables 6, 7 and 8 respectively.

Let us first remark that the values identified are consistent with standard accepted values
of parameters in structural adhesive joints. For instance, the adhesive joint under scrutiny
has a Young’s modulus of 1400 MPa in quasi-static conditions and therefore the values of
2100 MPa and 2300 MPa identified in dynamic conditions are consistent with this information.
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Similar remarks apply to other parameters. An important role in this result is played by the
regularization performed during the minimization process and discussed in the previous section.

Discrepancies of contact parameters between loading conditions are not fully understood,
but may be due to rigidity and geometry differences of the specimen for each angle condition.

Figures 12, 13 and 14 present comparisons between measurements and corresponding com-
putations. The figures show that the three quantities F,∆U,∆V are correctly modeled in an
acceptable uncertainties range. This will be discussed in the next section.

In addition, the results obtained for the three loading conditions are gathered to construct
a yield surface and a fracture surface in two different spaces as presented in figure 15. The
first space is made up of normal stress and shear stress in the adhesive joint and the second one
of von Mises equivalent stress and hydrostatic stress in the adhesive joint. The yield surface
is consistent with typical mechanical properties of structural adhesive joints. For instance,
the yield stress increases with the hydrostatic pressure (Drucker-Prager type behavior) and
decreases when the adhesive joint is under tension. The rupture surface is similar to the yield
surface with slightly higher values. As we know plastic deformation is important, it would be
interesting to build a mixed criterion with both stress and strain.

Table 6: Identified material parameters for 45˚ loading conditions

Adhesive joint Contact
EJ νJ σ0

J σ1
J ε1

J σ2
J ε2

J c1 P1 P2

Test (MPa) (-) (MPa) (MPa) (-) (MPa) (-) (µm) (MPa) (MPa)
1 2100 0.42 106.5 115 0.18 142 2 0.014 315 1000
2 2100 0.42 99.5 114 0.11 148 2 0.012 330 900

Table 7: Identified material parameters for 15˚ loading conditions

Adhesive joint Contact
EJ νJ σ0

J σ1
J ε1

J σ2
J ε2

J c1 P1 P2

Test (MPa) (-) (MPa) (MPa) (-) (MPa) (-) (µm) (MPa) (MPa)
1 2100 0.42 85 97 0.04 120 1.7 0.016 555 3000

Table 8: Identified material parameters for 75˚ loading conditions

Adhesive joint Contact Aluminum adherents
EJ νJ σ0

J σ1
J ε1

J c1 P1 P2 σ0
A σ1

A at 5%
Test (MPa) (-) (MPa) (MPa) (-) (µm) (MPa) (MPa) (MPa) (MPa)

1 2300 0.42 142 204 2 0.019 580 3000 255 870
2 2300 0.42 145 252 2 0.018 560 3100 260 880
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(c) Measured and computed signals: F
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Figure 12: Measured and computed signals for the 45˚ loading condition
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Figure 13: Measured and computed signals for the 15˚ loading condition
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Figure 14: Measured and computed signals for the 75˚ loading condition

Figure 15: Yield and fracture surfaces : space of normal and shear stresses (left), space of von Mises equivalent
stress and hydrostatic stress (right)
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6. Qualitative estimation of uncertainties

Measurement uncertainties and uncertainties resulting from the identification procedure
(modeling choices, sensitivity of the direct numerical model) should be estimated (at least qual-
itatively). Measurement uncertainties depend on the measurement system (i.e., DIC or SHPB).
The uncertainty amplitude is roughly evaluated to around 2.5 µm for the DIC measurement
system. This estimation is done by analyzing ∆VDIC in figure 12b because the signal amplitude
is very low and measurement uncertainties are visible. A simple polynomial function is fitted
on measurements ∆VDIC (through a least square method) in order to extract an estimation of
uncertainties δDIC as shown in figure 16. The relative uncertainty is denoted by ζ∆U or ζ∆V

and defined as the amplitude of the measurement noise δDIC (an upper bound is considered:
2.5 µm) divided by the amplitude of the corresponding signal ∆UDIC or ∆VDIC (as defined by
(9)). Resulting relative measurement uncertainties are listed in table 9. Relative uncertainty ζF

related to the wave analysis of the SHPB system is fixed arbitrarily to 3%, that is a reasonable
upper bound.
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Figure 16: Estimation of measurement uncertainties for DIC : example of the signal ∆VDIC at 45˚

Table 9: Estimation of measurement uncertainties for F,∆U,∆V for the three different loading conditions

Condition ζ∆U ζ∆V ζF

(%) (%) (%)
45˚ 1 51 3
15˚ 6 44 3
75˚ 3 4 3

The identification performed in this work has been developed with a purely deterministic
nature, therefore, the results are not presented as probability density functions. However, a
qualitative estimation of the errors on the identified material parameters can be performed. Let
us remark that uncertainties appear not only as an outcome of the measurement procedure, but
equally as an outcome of the bias introduced by the inverse method itself. This is partly due
to the differences between the real experiment and the direct FE model. The later will always
be a rather simpler model than the complex reality. Indeed, modeling choices such as the
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elastic-plastic behavior for the adhesive joint, the isothermal conditions, the unilateral contact
law (without friction effects) are responsible for a residual distance between measurements and
computed signals. Consequently, the cost function ϕ, which measure the difference between
model and reality, cannot rigorously vanish, i.e. ϕ(θI) > 0 where θI denotes the identified
optimal material parameter vector.

The residual error is quantified as follows:

EQ(t) =
Q(t, θI) − Q(t)

[Q(t)]T
(6)

where Q(t) is a measured signal:

Q(t) ∈
{
∆UDIC(t),∆VDIC(t), FS HPB(t)

}
(7)

where Q(t, θ) is a computed signal:

Q(t, θ) ∈
{
∆UFEM(t, θ),∆VFEM(t, θ), FFEM(t, θ)

}
(8)

and where the amplitude of a signal f (t) is denoted by
[
f (t)

]
T :[

f (t)
]
T = max

t∈[0,T ]
f (t) − min

t∈[0,T ]
f (t) (9)

The residual error EQ(t) is presented in figures 12d, 13d and 14d. For all loading conditions,
the residual error is between -5% and +5% for ∆U and F. For the 75˚ loading condition, the
residual error is between -5% and +5% for ∆V as well. This range of 10% shows that the
proposed direct model and the minimization procedure are able to reproduce measurements
rather satisfyingly. However, the amplitude of ∆V is much lower than ∆U for the 45˚ and
15˚ loading conditions. Thus, the relative measurement uncertainty ζ∆V is much larger than
ζ∆U as detailed in table 9. As a consequence, the residual error E∆V(t) is very large (between
-40% and 70% for the 45˚ loading condition and between -15% and 15% for the 15˚ loading
condition). This measurement uncertainty issue does not compromise the inverse method, since
the weight on ∆V is not significant for the minimization of ϕ (for the 45˚ and 15˚ loading
conditions).

The residual error EQ(t) quantifies the ability of the direct model to approximate the exper-
imental tests, but the identification itself is responsible for uncertainties independently on the
residual error EQ(t) (i.e., even though computed signals Q(t, θI) were in perfect agreement with
experimental data Q(t)). Thus, the identified computed signal Q(t, θI) is taken as a reference
in order to overcome the bias between measurements and computations. The sensitivity of the
direct model is introduced as follows:

S Q(t, θ) =
Q(t, θ) − Q(t, θI)[

Q(t, θI)
]

T

(10)

Because of the relative measurement uncertainty ζQ, all material parameters θ such as S Q(t, θ) ≤
ζQ is acceptable. Thus, the uncertainty is estimated by computing the range of acceptable vari-
ations of material parameters from the identified vector θI =

(
θI

1, · · · , θ
I
N

)
. For each identified

parameter θI
j (where 1 ≤ j ≤ N with N = 8) considered independently, one can obtain an
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upper bound of the uncertainty. Indeed, consider ∆θn
j = (0, · · · ,∆θn

j , · · · , 0) where ∆θn
j is a n%

variation on θI
j and:

S Q,n
j (t) = S Q(t, θI + ∆θn

j) (11)

If
∣∣∣∣S Q,n

j (t)
∣∣∣∣ > ζQ, then, θI + ∆θn

j is not acceptable and n% is an upper bound of the uncertainty
for θI

j. This estimation is presented in principle in figure 17.

Q(t,θ  )I

Q(t)

Q(t,θ +Δθ  )I
j

Measurement
uncertainty

t

n

n% variation on θj
unacceptable

Figure 17: Uncertainty estimation : comparison of a measured signal and two different computed signals

Furthermore, a covariance-like matrix related to the sensitivity S Q,n
j (t) is introduced in order

to give a synthetic tool. Consider:

sQ,n
j (t) = S Q,n

j (t) −
〈
S Q,n

j (t)
〉

T
(12)

where, for a signal f (t):

〈 f (t)〉T =
1
T

∫ T

0
f (t)dt (13)

The covariance-like matrix is defined as follows:

MQ
jl =

〈
sQ,n

j (t)sQ,n
l (t)

〉
T

(14)

On the one hand, diagonal terms (variance) enable to evaluate an overall sensitivity of the di-
rect model for each material parameter. On the other hand, non-diagonal terms (covariance)
enable to estimate if variations of two different material parameters have similar effect, that can
make the identification difficult. The qualitative interpretation of the covariance-like matrix is
as follows. If diagonal terms

∣∣∣∣MQ
j j

∣∣∣∣ are higher than the measurement uncertainty variance, then
the corresponding parameter may be identified within n% (with n = 5 in this paper). The mea-
surement uncertainty variance is obtained for ∆U and ∆V (and for each loading condition) by
analyzing the estimation of measurement noise δDIC(t) presented in figure 16. Indeed, δDIC(t) is
divided by the considered signal amplitude and the variance denoted by VarQ (where Q should
be replaced by ∆U or ∆V) is computed and listed in table 10. Considering the poor estima-
tion of measurement uncertainties, it should be reminded that only the order of magnitude is
meaningful.

In addition, the smaller non-diagonal terms
∣∣∣∣MQ

jl

∣∣∣∣ are in comparison to
√

MQ
j jM

Q
ll and the

easier it is to distinguish the effect of the two corresponding material parameters variations.
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Similar qualitative reasoning also holds for the variance of measurement uncertainty VarQ in

comparison to
√

MQ
j jM

Q
ll . Thus, a qualitative interpretation of non-diagonal terms is to consider

that the effect of the variation of the two corresponding parameters can be distinguished if the
following criterion is verified:

CQ
jl =

∣∣∣∣MQ
jl

∣∣∣∣ VarQ

MQ
j jM

Q
ll

� 1 (15)

Table 10: Estimation of the variance of measurement uncertainties for ∆U,∆V for the three different loading
conditions

Condition Var∆U (×10−5) Var∆V (×10−5)
45˚ 1 1628
15˚ 23 1188
75˚ 4 9

The sensitivity S Q,n
j (t) is presented in figures 18a, 19a, 20a and 20c for n = 5% for dif-

ferent material parameters variations. The corresponding covariance matrices are presented in
figures 18b, 19b, 20b and 20d. Only the most interesting components are presented (i.e., com-
ponents that exceed significantly measurement uncertainties). The sensitivity corresponding to
the global signal F is below 3% for all loading conditions, showing the necessity of having
local contributions ∆U and ∆V that are more sensitive to the joint material parameters. For all
loading conditions, two criteria are used to determine if a material parameter can be identified
within 5%. The sensitivity S Q,n

j (t) should exceed the measurement uncertainty threshold ζQ on
the one hand, and the corresponding diagonal term MQ

j j of the covariance matrix should also ex-
ceed the variance of measurement uncertainties VarQ. Results are presented in table 11 where
the symbol + indicates that only one criterion is verified, ++ indicates that both criteria are
verified and - indicates that none is verified. Elastic parameters EJ and νJ (Young’s modulus
and Poisson ratio) cannot be identified within 5% on the basis of the 45˚ and the 15˚ loading
conditions. However, since the adhesive joint is assumed to be isotropic, νJ can be obtained
from the 75˚ loading condition and fixed for the other loading conditions. The value of the
Young’s modulus EJ identified from the 75˚ loading condition is slightly adapted for the other
loading conditions on the basis of the first frames of the DIC at the beginning of the test (where
the other material parameters have very few influence). Unlike elastic parameters, plastic pa-
rameters σ0

J, σ
1
J, σ

2
J should be discussed for each loading condition individually, because each

condition is related to a specific tensorial stress state corresponding to a specific point on the
yield surface. Thus, the points of the yield surface are not identified with the same uncertainty.

Results presented in table 11 are not sufficient to conclude that material parameters labeled
++ or + in table 11 can be identified within 5%. Indeed, non-diagonal terms of the covariance
matrices should also be analyzed with respect to the criterion proposed in (15) in order to de-
termine if one can distinguish the effects of variations of two parameters. Thus, matrices C∆U

jl
introduced in (15) are computed for parameters labeled ++ or + in table 11 and are presented
for all loading conditions in figure 21. For the 45˚ loading condition, all material parameters
verify the criterion (15) with a maximum C∆U

jl = 0.16 that is fairly smaller than 1. For the
15˚ loading condition, most material parameters verify the criterion (15) excepted ε1

J and σ0
J
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(C∆U
jl = 0.25) whose effects may be slightly difficult to distinguish with respect to the vari-

ance of measurement uncertainties. However, for the 75˚ loading condition, EJ, σ
0
A, σ

1
A and P1

cannot be identified within 5% because they have very similar effects (C∆U
jl > 0.5) that is also

visible in figure 20a. This work shows this type of uncertainties analysis is of great interest in
the identification of material parameters using an inverse method. It gives good insights on the
confidence of each identified parameter, and not a single value. A larger experimental database
would be useful to determine uncertainties quantitatively.

Table 11: Identification within 5% of the material parameters (the symbol + indicates that only one criterion is
verified, ++ indicates that both criteria are verified and - indicates that none is verified.)

45˚ 15˚ 75˚
EJ - - +

νJ - - +

σ0
J ++ ++ ++

σ1
J ++ ++ –

ε1
J / σ0

A + + ++

σ2
J / σ1

A ++ - +

c1 - - -
P1 ++ ++ +

P2 + - -
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Figure 18: Sensitivity and covariance matrix for a 5% variation of θI for the 45˚ loading condition
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Figure 19: Sensitivity and covariance matrix for a 5% variation of θI for the 15˚ loading condition
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Figure 20: Sensitivity and covariance matrix for a 5% variation of θI for the 75˚ loading condition
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Figure 21: Criterion on non-diagonal terms of the covariance matrix for the three different loading conditions

7. Conclusion

This paper presented a numerical inverse identification method of the material parameters
of adhesive joints under multiaxial and dynamic loading conditions. The experimental setup
consists of a Split Hopkinson Pressure Bar system with strain rates roughly set to 1000 s−1, a
dedicated specimen and local optical measurements processed by Digital Image Correlation.
The proposed identification approach, the Finite Element Model Updating method (FEMU)
consists in developing a reasonably accurate and fast direct Finite Element simulation of the
experiments combined with a Nelder-Mead gradient free minimization of the cost function.

The study proved that a direct FE method mixing 3D and 1D elements for the modeling of
the input and output bars provides precise prediction of the time evolution of the mechanical
fields and is therefore a good compromise between computation time and accuracy.

The identification procedure combined with an adequate strategy of identifying in several
steps: (i) first elastic and then (ii) plastic and finally (iii) failure parameters provided a robust
estimation of the material characteristics of adhesive joints. Moreover, the identified parameters
were consistent with common knowledge from databases in literature.

The proposed uncertainty analysis provided error estimates of the identified parameters
and showed that this information can be obtained with a small additional cost added to the
identification method. However, the discussion about uncertainties is purely qualitative but
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gives some interesting insights on the confidence one can expect from the identified material
parameters.

The results proved that the identification analysis is feasible in a reasonable computational
time, but needs at several steps human input to choose the pertinent identification strategy,
complexifying the system on a step by step basis. This is because the different model param-
eters combining finite element meshing choices, with contact model and material behavior are
complex and coupled between each other. It is clear that a precise quantative estimation of
parameters and their uncertainties would demand a larger experimental data base.
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