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Abstract—This paper deals with a receiver architecture where
adaptive equalization and channel decoding are jointly performed
in an iterative manner in order to both reduce intersymbol
interference (ISI) and to recover phase error. To decrease
the equalization complexity that can be prohibitive over some
channels, we propose a low complexity turbo equalization with
only a few coefficients to be updated. Simulation results show
that our proposed low complexity equalizer allows a large
reduction in computational complexity while also achieving better
performance over multipath channels.

Index Terms—Turbo equalization, demodulation complexity,
channel decoding, underwater acoustics communication.

I. INTRODUCTION

The underwater channel is one of the most challenging
channels as the acoustic signal may suffer from both a very
limited coherence bandwidth and from high Doppler effect.
In particular the multipath propagation introduce ISI that can
seriously limit the system performance. To work around this
issue, several equalization algorithms have been studied in the
literature [1-5]. Following the discovery of turbo decoding, in
[1], a turbo equalization scheme has been proposed. Never-
theless, the complexity of such algorithm grows exponentially
with the communication parameters, which prohibits its use
in real life applications. To face this issue, numerous algo-
rithms were proposed, such as adaptive turbo equalization
[2] and linear filtering with decoding [3]. Those proposals
allow a good BER performance with a reasonable complex-
ity; in particular, to further reduce complexity over time-
varying channels, [2] proposes to use some theoretical optimal
equalizer taps expressions which depend on the estimated
channel coefficients; however in practice, this may lead to
suboptimal performances when the channel is poorly estimated
[6]. Instead, in this paper, we propose to use a sparse adaptive
turbo detector with only a few taps to be updated in order to
lower down the complexity burden. Furthermore, the relative
movement between the transmitter and the receiver or the
swell may introduce some Doppler effect [7, 8] and may lead
to poor equalization performance [4]. Thus, differently from
[2], to enhance the BER performance, the proposed equalizer
attempts to jointly cancel the IST and to correct the phase error
[9].

In recent years, numerous physical-layer algorithms and
modulation schemes have been proposed. However, comparing
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Fig. 1. System model

objectively these proposals in an undersea environment is often
difficult because the simulation environments are different. In
this paper, simulation results were obtained for both synthetic
discrete time-varying channels and underwater simulation
channels [10] labeled "WATERMARK”; this environment [10]
includes a library of several impulse responses of 5 kinds of
underwater channels measured in Norway, France and Hawaii
and can be used on a Matlab platform.

The paper is organized as follows. Section II describes the
system model. Section III presents the adaptive equalizer struc-
ture. Some numerical results obtained over real underwater
channels and over discrete time-varying channels are displayed
in section IV, as well as a detailed complexity analysis. At last,
some conclusions are made in Section V.

II. SYSTEM MODEL

The transmission scheme is displayed in Fig. 1. The channel
encoder is a systematic parallel convolutional turbo code of
rate 1/ 3 with generator polynomials equal to 5, 7. A Bit
Interleaved Coded Modulation (BICM) system [11] is used to
encode at rate I, the information bits b at the transmitter side.
To increase the diversity of the code, each set of m = log, M
interleaved coded bits d are mapped into an M-QAM complex
symbols z. It is worth mentioning that in practice a preamble,
known by the receiver, should be added at the beginning
of each frame. Indeed, this preamble is essential for the
frame detection and the good convergence of the adaptive
equalization [2, 10, 12]. Finally, those signals are transmitted
through generally a time and frequency selective channel. This
is the case for instance of the underwater channel as it can be
observed in Fig. 2 which shows some impulse responses of a
channel captured in a shallow stretch of Oslofjorden (NOF1)
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Fig. 2. Impulse responses at times t = 1, 2, 3s of NOF1

TABLE I
THE MEASUREMENT PARAMETERS.
Parameters BCHI1 NOF1
Time of the year May June
Water depth 20 m 80 m
-3dB freq. band | 32.5-37.5 KHz | 10-18 KHz
Duration 59.4's 32.9s
Type SIMO SISO
Hydrophones 4 1

over a distance of 750m [10] at different times. Furthermore,
simulations of our proposal are performed as well in section [V
over another submarine channel measured in the commercial
harbour of Brest, France, noted BCHI1. The measurement
parameters of these two channels are summarized in Table
L

Similarly to [13], one can model the discrete received signal
as

Tn = Z hll‘n—l + W, (1)
l

where n refers to the time index, w,, is the AWGN noise
and x,_; (resp. h;) indicates the transmitted symbols and the
channel impulse response coefficients respectively.

At the receiver side, several signal processing algorithms are
needed in order to correctly recover the transmitted frame. In
this paper, we focus on the design of an algorithm performing
jointly the equalization and the phase synchronization. As
detailed in the next section, the phase estimation [14-18]
is carried out separately from the equalization process as it
evaluates more rapidly than the timing synchronization [19-
23] and this could be an additional difficulty if the equalization
step had also to inherently follow those rapid variations.

III. ADAPTIVE TURBO EQUALIZATION
A. Adaptive equalizer structure

As for the classical turbo equalizer [1], the receiver has
to jointly perform equalization and channel decoding by the
mean of exchanging extrinsic information. For each iteration
p, the equalizer is fed in by received signal samples R,
and estimated data X,, obtained from the previous iteration
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Fig. 3.

Joint equalizer and phase estimator structure

(p — 1). Furthermore, Fig. 3 describes a joint equalizer and
phase estimator structure, including two transversal filters
P, (f) and @, (f) respectively fed by the received symbols
and by soft estimated ones at the previous iteration. The
adaptive algorithm requires a training sequence known at the
receiver side to initialise the equalizer coefficients and ensure
convergence of the algorithm. Furthermore, during the tracking
period, the coefficients are updated based on the decisions on
estimated symbols Z,, for all p > 1.

In order to simplify the notation, the index (p) is dropped
in the sequel. The output of the equalizer can be expressed as:

2y = P Rpe™ — QT X, @)
where X, = [z%nJrLz,---:%.nn-,:En,LZ]T and I, can
either be symbol =z, during the preamble or esti-
mated symbol =, during the tracking period; R, =
(S SPRERY S ,rn_Ll]T denotes the received symbols;
Py = [p—,(n), - .po(n), -+ ,pr, (n)]" and Q, =
[g—r, (n),-+ ,q0(n) =0,--+ ,qr, (n)]" are transversal fil-

ters of respective lengths 2L,+1 and 2Lo+1; ¢, is the es-
timated phase error. The coefficients of the filters are updated
in order to minimize the estimated Mean-Square Error:

MSE(P,Q,L,O):E“Zn—.%nF}. (3)

Similarly to [2, 4], the derivation of M SE with respect to P,
Q@ and ¢ leads to the following gradients:

Ve (|zn — @nl?) =2(2n — &) R;‘f“""
Vo (|zn —Zpl?) = —2(2n — &n) X}
Vo (|2n — @nl?) =2Im (PIRpe™" (2, — &n)").
C))
We obtain the corresponding update coefficients expressed as:
Poi1 =Py — (20 — @n) Rie™ 5)
Qn+1 - Qn + (Zn - in) X:; (6)

n+1 = pn —yIm (PnTRne_wn (2n — in)*) ) O]

where p and «y are the appropriate step sizes. It is also worth
to note that the channel response of the underwater channel
can be particularly large [4, 24, 25]; thus, in order to have an
cfficient equalization, L, and Lo should also be large enough,
leading to a significant impact on the receiver architecture.
Consequently, once the convergence during the preamble is
established, we propose to put the coefficients of the filters
that are below a certain threshold to zero. Similarly, one can
keep a certain predefined percentage of the filters coefficients



with the highest energy and set the others to zero. The new
sparse transversal [24, 26] filters are labeled in the sequel as

P,(f) and Q,(f)-
B. Symbol to Bit Converter (SBC)

The role of the SBC (see Fig. 1) is to compute the
LLR value of the coded bits from the equalized symbol z,
which will be transmitted to the soft-input soft-output channel
decoder. z,, can be decomposed as the sum of two parts [5]:

z2n = Bon + Vn, (8)

where SpZ,, is the desired signal with a constant bias factor
Bo, vn is the sum of the noise and residual interference
at the output of the equalizer. It can be found, assuming
a Gaussian distribution of the residual ISI, that v, follows
a complex Gaussian distribution with zero mean and total
variance 02 = 0280 (1 — fp), where 0 < By < 1 and o2
is the signal & variance. The extrinsic LLRs of the mapped
bits I'(@) (i =0,1,...,logaM — 1) are given by:

2
> exp (——IZ"_UeUSI )

sExé

, 9
Z exp (_|Zw,,—§u5|2) ©
sexg 7

LLR (I'(z)) =In

where [*(z) is the i-th bit of symbol z and X} denotes the set
of the constellation points whose i-th bit is b =1 or 0.

C. Bit to Symbol Converter (BSC)
(p—1)

For all p > 1, one calculates the estimated value T
from the BSC using the output LLR values of the channel
decoder at the iteration p — 1. The soft estimation T,, is given
by:

log, M
T,ﬁlp_l) — Z S H P’I’ (lZ (I'n) = lZ (S)) (10)
seEX 1=1

where X refers to the signal constellation set. The term
Pr (1% (z,) = j) where j can either be 0 or 1 can be written
as:

exp (LLR (I' (z,)))
1+ exp(LLR (I (x4,)))
Pr(I'(z,) =0) =1—Pr(I'(z,) =1).

IV. NUMERICAL RESULTS

Pr(l'(z,)=1) = (11

A. Complexity Analysis

The detailed analysis on the complexity of the algorithm
is evaluated in terms of Real Multiplication (RM) and Real
Sum (RS), where a RS can ecither be a real addition or a real
subtraction.

- In equation (2) : Multiplying the P, vector by R,
requires 3 (2L + 1) + 4L; RSs and 4(2L; + 1) RMs,
then multiplying the term (P! R,,) by e~"» needs 3RSs
and 4RMs. Similarly, multiplying the @,, vector by X,
requires 3 (2Ly + 1) + 4L2 RSs and 4 (205 + 1) RMs.

TABLE II
COMPLEXITY COMPARISON BETWEEN THE PROPOSED SPARSE ADAPTIVE
AND THE FULL COMPLEXITY EQUALIZERS

Real Multiplications Real Sums

(16L1+16L>13DN,
A| +(16L1+16 Lo+ 3D pmaz(Ne—Np)
+2MlogM (pmaz— 1)Ns

(200, +20L2+28) N,
+(20L1+20L2+28)pmax(Ns—Np)
+2M(pmaz—1)Ns

(16L1+16L5+31N, +
B | (16L\+16L+31 )pmas(Ne—Ny)
+2M10gM (pmaz—1) N

(20L1+20L>+29 N, +
(20L1+20L5428 Jpmas(Ns—Ny)
+2M(Prmaz—1)N,

Therefore, equation (2) takes a total of 10L; +10Ly+11
RSs and 8L + 8Ls + 12 RMs.

- In equation (5): Computing p (z, — ) requires 2RSs
and 2RMs, multiplying it with e~%~ needs 3RSs and
4RMs. Multiplying the previous product by 7} requires
3(2L1 +1) RSs and 4 (2L + 1) RMs. Thus, equation
(5) needs globally 10L; + 8 RSs and 8L; + 10 RMs.

- In equation (6): The multiplication with X requires
3(2Ly + 1) RSs and 4 (2L2 + 1) RMs. Thus, equation
(6) requires a total of 10Ls + 5 RSs and 8L + 4 RMs.

- In equation (7): It takes 3RSs and 4RMs to multiply with
(2n — ¥p)". Thus, equation (7) totally requires 4RSs and
5SRMs.

- In equation (10): The product of the term
Pr(l*(z,) =1"(s)) needs 2Mlog, M RMs. Thus,
equation (10) requires a total amount of 2M RSs and
2M logs M RMs.

Therefore, performing the full complexity equalization of

a symbol globally requires (20L; + 20Lo + 28 +2M)
RSs and  (16L; +16Ly + 31+ 2M logy, M)  RMs,
while performing the sparse proposal of a symbol in
(20L’1 +20L, + 28 + 2M) RSs

(mL’1 +16L5 + 31 + 2M log, M) RMs,

(QL;(resp.L/Z)—H) is the number of non-zero coefficients of
the filter P, (f) (resp. Q.,(f)).

Table II compares the complexity between the full com-
plexity equalizer and the sparse proposal (referred as A
and B respectively) with py,q, iterations and N, (resp. Np)
corresponds to the number of total symbols (resp. preamble).

tracking period requires

and where

B. Time-varying Channels

In addition to the WATERMARK real recorded channels,
we also perform simulations on a synthetic channel. As in
[2], in this part, channel coefficients are modeled as:

I
P, .
hi(n) =4/ Tl E eI @ (fa COSEl,z)nT-i-%lJz.r.,)7 1=0,1,---,L—1.
=1

(12)
where at time n, P, is the mean power of the [ — th channel
path, random variables & ; and v, ; obey uniform distributions
over the interval [0, 2] and T is fixed to 10 in our simulations.
Generally the Doppler effect is characterised by ByT' and
By = 2f4 refers to the Doppler band.

For simulations, the information data were encoded by a 1/3
rate turbo code, a training sequence made up of 25 symbols,
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Fig. 4. QPSK BER comparison between the full complexity equalizer and
the proposed one, with and without phase synchronization over the Rayleigh
multipath channel

out of a total length of 125 symbols per packet, is transmitted
to make the equalizer converge. The number of channel taps in
(12) L is equal to 5. All packets are successively transmitted
over the continuously varying Rayleigh multipath channel
(12). At the first iteration, the number of taps for P, (f) and
Qn(f) are equal to 21, the central coefficient of P, (f) is set
to 1; in the training (resp. tracking) period p is equal to 0.001
(resp. 0.0003), ~ is set to 0.01 (resp.0.006). For following
iterations, the number of taps of P, (f) and Q,,(f) are equal to
21 and 31; in the training (resp. tracking) period y is equal to
0.001 (resp. 0.0002), ~ is set to 0.01 (resp.0.006). The number
of turbo equalization is Py, = 5. In the tracking period, the
sparse equalizer turns off 14 (resp. 22) among the 21 (resp. 31)
coefficients of P, (f) (resp. @, (f)). Thus, the number of non-
zero coefficients P, (f) and Q,,(f) are 7 and 9 respectively.

Fig. 4 compares the BER performance between the full
complexity algorithm and the sparse proposal, with and
without phase synchronization respectively, for the QPSK
constellation over the Rayleigh multipath channel. It can be
observed that our sparse proposal allows a BER performance
improvement of about 0.3dB compared with the full com-
plexity algorithm, and in addition, performing phase synchro-
nization separately with equation (7) allows an additional
gain of 0.5dB. Furthermore, with table II, we found that
compared with the full complexity equalizer, the amount of
real multiplications (resp. real sums) of our sparse equalizer
is reduced by 59% (resp. 60%).

C. WATERMARK

To obtain Bit Error Rate (BER) curves over the underwater
channel, user frames of 2048 bits are coded with a turbo
code of rate 1/3. A training sequence made of 511 symbols
is added before each user frame for both frame detection and
convergence of the equalizer. The information is transmitted at
a bit rate of roughly 2 kbit/s (QPSK) and 4 kbit/s (16-QAM)
at a 14 kHz (resp. 35 kHz) carrier frequency over the channel

—QPSK:Full Complexity

——QPSK:Sparse
16QAM:Full Complexity

—16QAM:Sparse

3 4 5 6 7 8 9 10 11 12 13 14
SNR(dB)
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Fig. 5. BER comparison between the full complexity equalizer and the
proposed one over the channel NOF1
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Fig. 6. BER comparison between the full complexity equalizer and the
proposed one over the channel BCH1

NOF1 (resp. BCH1). At the first iteration, the number of taps
for P,(f) and Q,(f) are equal to 41 and 51 respectively, the
central coefficient of P,(f) is set to 1; 7y is set to 0.08. In
the training (resp. tracking) period p is equal to 0.003 (resp.
0.0005). The number of turbo equalization is p,,q,=10. In the
tracking period, the sparse equalizer turns off 30 (resp. 38)
among the 41 (resp. 51) coefficients of P, (f) (resp. Qn(f)).

Fig. 5 (resp. Fig. 6) compares the BER performance be-
tween the full complexity algorithm and the sparse proposal
for the QPSK and 16-QAM constellations over the channel
NOF1 (resp. BCHI1). It can be observed that our sparse
proposal allows a BER performance improvement of about 0.4
(resp. 0.3) dB. This is because small coefficients of the full
complexity equalizer add supplemental unwanted noise to z,
and are weakly related to the channel. Furthermore, with table
II, we found that compared with the full complexity equalizer,
the amount of real multiplications (resp. real sums) of our
sparse equalizer is reduced by 70% (resp. 71%).



V. CONCLUSION

In this paper, a fully adaptive low complexity joint itera-
tive channel equalization and channel decoding process was
proposed. Indeed, for our proposal, only a small number
of coefficient updates make the low complexity equalizer
suited for real-time processing. The equalizer was success-
fully tested over Rayleigh time-varying and over recorded
multipath underwater channels. The good performance and the
simplicity of our proposal make it very attractive for practical
implementation. Finally, unsuited step sizes can have serious
impacts on the algorithm, thus, in the future, we want to adjust
our proposal so as to adaptively update these step sizes. We
would also like to test several channel coding schemes such
as block turbo codes [27-29], coded modulation [30-32] with
larger coding rates in order to save bandwidth [33] without
sacrificing the efficiency of our equalizing proposal.
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