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DUALITY FOR DIFFERENTIAL-DIFFERENCE SYSTEMS OVER
LIE GROUPS

HENRI BOURLÈS∗ AND ULRICH OBERST†

Abstract. In modern mathematical systems theory, there exist two consistent ways of defining
and describing a linear system: (i) in the behavioral approach, a linear system is the kernel B of
a matrix-valued operator R in a power of a signal space W ; (ii) in the module-theoretic setting, a
linear system is the cokernel M of the above matrix R. These two formulations have connections.
The minimal conditions under which they are equivalent are investigated in this paper. The general
theory is applied to differential-difference systems over Lie groups.
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AMS subject classification. 93B25.

1. Introduction. The notion of linear system can be defined in many ways (by a
transfer function, a state-space representation, etc.). Two of them are of a particular
interest since they are complete (especially, hidden modes are well represented) and
intrinsic (i.e. independent of a choice made a priori, e.g. of the state and of the input-
and output-variables). They can be characterized as follows, denoting by A a ring
of operators:

(i) A linear system is characterized by its behavior, i.e. the kernel B of a matrix-
valued operator R ∈ Aq×k in a power of a solution space W , assumed to be an
A-module. This approach was initiated by Willems in the 80’s [68] (see also [70]).

(ii) A linear system is associated with a finitely presented A-module M , i.e. the
cokernel of a matrix-valued operator R such as the one above. This formulation
was initiated by Malgrange [46] and developed by experts in the theory of D-modules
(e.g., Palamodov, Björk, Kashiwara and Schapira, to cite a few of them: see [43], [21],
[3], [55] and the references therein) and was popularized in systems theory by Fliess
[29].

Each of these two above approaches has its advantages. Approach (i) emphasizes
the role of solutions and therefore could be more appealing for engineers. Approach
(ii) emphasizes the role of equations which are the base of science. Given the ring A,
the behavior B can always be deduced from the module M and the signal space W ,
thus it can be written BW (M); for the converse to hold true, the space W must be
"rich enough" (for example, if W = {0}, then BW (M) = {0} whatever the module
M is). On the other hand, the ring A must be appropriate both to reflect the nature
of the system and for the equations over A to have solutions in the suitable space
W , thus there must be the right interplay between A and W . If W is a cogenerator
—a classical notion in homological algebra—, then M is determined by BW (M) since
the map M 7→ BW (M) is injective. The second author extensively used the notion
of cogenerator and showed its importance in systems theory (see [50] and related
references).

However, the condition that W be a cogenerator is somewhat restrictive (as al-
ready noticed by Wood [72]). The aim of this paper is to further investigate the
minimal conditions under which approaches (i) and (ii) are equivalent. This leads us
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to enlarge the notion of cogenerator, usually defined in (and for) an abelian category
C (such as AMod, the category of left A-modules). Here we define a cogenerator in
an additive category C for a full subcategory D of C. A typical example is when C is
AMod and D is AMod

fp, the category of finitely presented left A-modules.
Then we apply the general theory to differential-difference systems over Lie

groups. Such systems —and, more generally, convolution systems over Lie groups—
have applications in various fields such as robotics, image processing, vision and poly-
mer science (see, e.g., [14], [75] and [16]).

The paper is organized as follows: the general definition of a cogenerator for a
subcategory is given in Section 2 after some preliminaries, and illustrated by two
examples: that already mentioned (C = AMod, D =A Modfp) and another one,
similar but with additional topological considerations. The application to differential
systems with shifts over a Lie group is developed in Sections 3 (case of lumped shifts)
and 4 (case of distributed shifts). Section 5 is devoted to concluding remarks. The
main results are stated in theorems, the other ones in lemmas and corollaries. Two
appendices are proposed in Section 6 for the reader’s convenience: the first one on
categories and functors, the second one on Lie groups, Lie algebras and convolution
algebras over Lie groups.

Acknowledgement 1.1. The authors would like to thank the anonymous re-
viewers, as well as Prof. M. Duflo, N. Ortner, F. Rouvière, and P. Wagner, whose
comments were helpful to improve the manuscript.

2. Cogenerators: a categorical point of view.

2.1. A general definition of a cogenerator.

2.1.1. U-cokernels and behaviors. The following notation is used throughout
this paper:

Notation 2.1. Let R be a ring. (i) The morphisms of left (resp. right) R-
modules are left (resp. right) morphisms (see Appendix 1). (ii) Let M be a left (resp.
right) R-module and consider a power and a copower of M with set of indices I; the
power is denoted by M I (resp. IM), the copower by M (I) (resp. (I)M), and both
of them by Mn (resp. nM) if I = {1, ..., n}; the elements of this power and of this
copower are represented by rows (resp. columns) and the set of all n × m matrices
with entries in M is denoted by nMm. (iii) The set of nonzero elements of R is
denoted by R×.

In what follows, C is a preabelian category with arbitrary products (see Appendix
1), except when otherwise stated. Let U and W be objects of C, A , HomC (U,U)
and E , HomC (W,W ) the rings of left endomorphisms of U andW , respectively (Ap-
pendix 1, §6.1.1). Then for any objectsM,N of C, the abelian groups HomC (M,W )
and HomC (U,N) of all left morphisms •f :M →W and •g : U → N are respectively
a right E-module and a left A-module via composition of morphisms. The abelian
group HomC (U,W ) is an (A,E)-bimodule ([4], Subsect. II.1.14). The additive func-
tor BW = HomC (•,W ) is contravariant and left exact from C to the categoryModE
of right E-modules.

Let I be a set of indices, arbitrary if C has arbitrary coproducts and finite other-
wise. Consider a subobject N of U (I) (written N ⊆ U (I)), ι : N /→ U (I) the inclusion,
and the associated factor object M = coker ι (also written M = U (I)/N) defined by
the canonical exact sequence of left morphisms

N
•ι−→ U (I)

•ϕ−→M −→ 0. (2.1)
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Definition 2.2. (i) A factor of U (I) is called U -generated (and U -finitely gen-
erated if I is finite).
(ii) The above object M = coker ι is called a U -cokernel.

Remark 2.3. (i) All objects of C are U-generated if, and only if U is a generator.
If the category C is not abelian, a U -generated object need not be a U-cokernel since
Noether’s first isomorphism theorem is not valid (see also Remark 2.22 below).
(ii) The above item holds because we allow the set I of indices to be arbitrary. This is
also necessary for the proof of Theorem 2.13(iii) and thus for that of Theorem 4.5(iv)
below to be correct.

As in Appendix 1, §6.1.2, the right E-modules I HomC (U,W ) and
HomC

¡
U (I),W

¢
are identified. The subobject N gives rise to the W -behavior

N⊥ ,
n
w ∈ HomC

³
U (I),W

´
: ιw = 0

o
(2.2)

which is an object ofModE. The result below is a straightforward generalization of
a classical result due to Malgrange ([46], Sect. 2, 2◦) where multidimensional systems
with constant coefficients are considered:

Lemma 2.4. There is a canonical E-linear isomorphism

σ : HomC (M,W ) →̃N⊥ : ŵ 7→ w

given by w = ϕŵ.
Proof. The kernel kerBW (ι) is the largest subobject of BW

¡
U (I)

¢
=

I HomC (U,W ) annihilated by BW (ι) : w 7→ ιw (Appendix 1, §6.1.1), thus N⊥ is
a representative of kerBW (ι). Applying BW to (2.1) we obtain the exact sequence
of right morphisms

0 −→ BW (M)
BW (ϕ)−→ BW

³
U (I)

´
BW (ι)−→ BW (N) (2.3)

thus BW (M) is another representative of kerBW (ι). The isomorphism σ : ŵ 7→ ϕŵ
is canonical and E-linear.

Definition 2.5. Let D be a full subcategory of C, all objects of which are U-
cokernels. The class of all W -behaviors associated with D is BW (D).

Conversely, let B ⊆ HomC
¡
U (I),W

¢
and consider the object

B⊥ ,
T

w∈B
kerw = ker

³
(w)w∈B : U

(I) −→WB
´
⊆ U (I). (2.4)

For any U -cokernel M (i.e. for any M such as in (2.1)) and B = N⊥ defined by
(2.2) we define the canonical (left) morphism

•φM , (ŵ)w∈B :M −→WB ; (2.5)

we have by Lemma 2.4 ϕφM = (w)w∈B , thus by (2.4)

ker (•ϕφM ) = B⊥. (2.6)

Lemma 2.6. The two maps (•)⊥ : N 7→ N⊥ and B 7→ B⊥ constitute an order-
reversing Galois connection (for the inclusion).
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Proof. (i) Let N1 ⊆ N2 and ι1 : N1 /→ U (I) the inclusion. For any w ∈ N⊥2 ,
ι1w = 0, thus N⊥2 ⊆ N⊥1 . Similarly, B

⊥
2 ⊆ B⊥1 whenever B1 ⊆ B2. (ii) We have to

prove that

N ⊆ N⊥⊥, B ⊆ B⊥⊥.

We have N ⊆ kerϕ ⊆ kerϕφM = N⊥⊥ and the proof of the second inclusion is
similar..

2.1.2. Cogenerators. First let us establish the following:
Lemma 2.7. Let C be a preabelian (or more generally an additive) category with

arbitrary products, M and W objects of C, and the canonical morphism

•φM , (ŵ)ŵ∈HomC(M,W ) :M →WHomC(M,W ).

(1) The following conditions are equivalent:
(i) φM is a monomorphism;
(ii) There exists a monomorphism M /→W J for some set of indices J;
(iii) For every object M1 of C, the arrow map

BW : HomC (M1,M) 7→ HomE (BW (M) ,BW (M1))

is injective.
(2) If U is a generator, the above conditions are equivalent to:
(iv) For any nonzero morphism •h : U →M , there exists •β :M →W with •hβ 6= 0.

Proof. (1). (i)⇒(ii): This is clear (take J = HomC (M,W )). (ii)⇒(iii): Let
•f : M1 → M and •η =

¡
•ηj
¢
i∈J : M /→ W J . If BW (f) = 0, then BW (f)

¡
ηj
¢
=

•fηj = 0 for all j ∈ J , thus •fη = 0 and since •η is a monomorphism, this implies
f = 0. (iii)⇒(i): By (2.5), BW (f) = 0 if, and only if fφM = 0; thus, if BW is
injective, then φM is a monomorphism.

(2). Assume that U is a generator. (ii)⇒(iv): Let •η =
¡
•ηj
¢
j∈J : M /→ W J

and •h : U →M , h 6= 0. Then •hη 6= 0, thus there exists j ∈ J such that hηj 6= 0 and
we have found β = ηj : M → W such that •hβ 6= 0. (iv)⇒(iii): Let •f : M1 → M
be such that BW (f) = 0, thus BW (f) (β) = fβ = 0 for any •β :M →W . If f 6= 0,
there exists •h1 : U → M1 such that h1f 6= 0 whereas h1fβ = 0, i.e. hβ = 0 with
h = h1f 6= 0, and (iv) does not hold.

Corollary and Definition 2.8. (i) Let C be a preabelian (or more generally
an additive) category with arbitrary products. An object W ∈ C is called a cogener-
ator for a full subcategory D of C if the conditions of Lemma 2.7(1) are satisfied for
all objects M ∈ D.
(ii) Then BW (D) is a subcategory ofModE and the functor BW induces an isomor-
phism BW : Dop→̃BW (D) .

See Appendix 1 for the proof of (ii). When taking D = C, one meets the
classical definition of a cogenerator again, and the statement of Lemma 2.7 can be
easily generalized to the case when C is any category with arbitrary products (this
generalization is left to the reader).

Recall that a left A-moduleM is said to be faithful if for any 0 6= a ∈ A, aM 6= 0.
We have the following:

Lemma 2.9. Let D be a full subcategory of the preabelian (or more generally the
additive) category C, W ∈ C a cogenerator for D, U ∈ D and A , HomC (U,U).
Then BW (U) is a faithful left A-module.
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Proof. By Lemma 2.7(1)(iii), the map

BW : A→ HomE (BW (U) ,BW (U)) , a 7→ a•

(where a• is the left composition by a) is injective, thus if a is nonzero, then a• and
aBW (U) are nonzero too, which implies that the left A-module BW (U) is a faithful.

Theorem 2.10. Let C be a semi-abelian category (Appendix 1, §6.1.1) and
U,W ∈ C.
(1) Let I be a set of indices, N ⊆ U (I), ι : N /→ U (I) the inclusion and M = U (I)/N
a U-cokernel. The conditions in Lemma 2.7(1) are equivalent to:
(v) im ι = N⊥⊥.
(2) Let D be a full subcategory of C and SD

¡
U (I)

¢
be the set of all N ⊆ U (I) such

that U (I)/N ∈ D and ι : N /→ U (I) is strict; in addition, let SD
¡
U (I)

¢⊥
be the set of

all N⊥, N ∈ SD
¡
U (I)

¢
. If W ∈ C is a cogenerator for D, the Galois connection in

Lemma 2.6 induces an order-reversing Galois connection

SD
³
U (I)

´
←→ SD

³
U (I)

´⊥
: N 7→ N⊥, B 7→ B⊥

which is bijective.
Proof. (1). (i)⇒(v): By (2.6), ker •ϕφM = N⊥⊥. If (i) holds, then N⊥⊥ =

kerϕ = ker coker ι = im ι. (v)⇒(i): If (v) holds, then kerϕ = ker (ϕφM ), hence also
by (6.2), (6.3)

coim (ϕφM ) = coimϕ = coker ker coker ι = coker ι = ϕ.

The canonical decomposition of ϕφM yields

ϕφM = coim (ϕφM ) g = ϕg,

thus φM = g which is a monomorphism since C is semi-abelian.
(2). If ι : N /→ U (I) is strict, then ι = im ι and by (v), N = N⊥⊥ since W is a

cogenerator for D, hence N = B⊥ where B = N⊥; thus the map SD
¡
U (I)

¢
3 N 7→

N⊥ ∈ SD
¡
U (I)

¢⊥
is bijective with inverse B 7→ B⊥.

Theorem 2.10(2) can be viewed as a generalization of ([50], Sect. 2, Corollary
(47)) and ([63], Corollary 1.1) where D = C = AMod. In everything that follows, we
make the following

Assumption 2.11. C is a semi-abelian category and D is a full subcategory of C,
all objects of which are U -cokernels. The two E-modules in Lemma 2.4 are identified
under σ.

2.1.3. U-finitely presented objects. Let •ιqj : U /→ Uq be the j-th injection
and •πki : Uk ³ U the i-th projection. There exists a canonical isomorphismA-linear
isomorphism HomC

¡
Uq, Uk

¢
→̃ qAk given by

•f→̃ (Rij)i,j , Rij , ιqi fπ
k
j , f =

P
i,j

πqiRijι
k
j .

The matrix R = (Rij)i,j ∈ qAk is written Mat (f). Let •f : Uq → Uk and •g :
Uk → U l. Then, Mat (fg) = Mat (f)Mat (g) . Let M be an object of C and
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x ∈ HomC (M,Uq) = HomC (M,U)q; then x = (xi)1≤i≤q is denoted by a row with
entries xi (1 ≤ i ≤ q) and

xf =

Ã P
1≤i≤q

xiRij

!
1≤j≤k

∈ HomC
¡
M,Uk

¢
= HomC (M,U)

k

is the row xR, thus the left morphism •f is identified with the right multiplication by
the matrix R = Mat (f); this right multiplication is written •R.

Lemma and Definition 2.12. (i) An objectM ∈ C is called U -finitely presented
if there exists an exact sequence

Uq •f−→ Uk •ϕ−→M −→ 0. (2.7)

(ii) In that case, M = coker ι where ι , im f , and ι = im ι = kerϕ.
For the proof of (ii), see §6.1.1. The morphism •f can also be written •R,

R = Mat (f). The W -behavior B , N⊥, identified with BW (M), is obtained by
applying the functor BW to (2.7) which yields the exact sequence of right morphisms

0 −→ BW (M)
BW (ϕ)−→ BW

¡
Uk
¢ BW (•R)−→ BW (Uq)

with the canonical E-linear isomorphisms BW

¡
Uk
¢ ∼= kW and BW (Uq) ∼=qW ;

BW (•R) is identified with the left multiplication by R, written R•, and BW (ϕ) with
the inclusion BW (M) /→kW , thus setting BW (M) = B we obtain (in accordance
with (2.2))

B =
©
w ∈ kW : Rw = 0

ª
, kerW R • . (2.8)

The following generalizes ([50], Sect. 2, Theorem (61)):
Theorem 2.13. Let Mi = coker •Ri be U-finitely presented objects of C¡

Ri ∈ qiAk
¢
and Ni = im •Ri (i = 1, 2), and let D be a full subcategory of C, all

objects of which are U-finitely presented.
(i) If there exists a matrix X ∈ q1Aq2 such that R1 = XR2, then kerW R2• ⊆
kerW R1•.
(ii) The converse of (i) holds true if M2 ∈ D, U is projective in C and W ∈ C is a
cogenerator for D.
(iii) If U is a generator and the converse of (i) holds true whenever M2 ∈ D, then
W ∈ C is a cogenerator for D.

Proof. (i) is obvious.
(ii): Since C is semi-abelian, the morphism •Ri can be factored as •Ri = βiωi

where •βi : Uqi ³ Ni is an epimorphism and ωi : Ni /→ Uk is the inclusion. We
have N⊥2 ⊆ N⊥1 , thus N1 ⊆ N⊥⊥1 ⊆ N⊥⊥2 by Lemma 2.6, and N⊥⊥2 = N2 by Theorem
2.10(1) and Lemma and Definition 2.12(ii). Since N1 ⊆ N2, let ι : N1 /→ N2 be the
inclusion. We have •R1 = γω2 with γ = β1ι : U

q1 → N2. Since U is projective, so
is Uq1 too and there exists •ξ : Uq1 → Uq2 such that γ = ξβ2, thus γω2 = ξβ2ω2, i.e.
•R1 = ξ •R2. Therefore, R1 = X R2 where X = Mat (ξ).

(iii): Since U is a generator there is an epimorphism f = (•Ri)i∈I : U
(I) ³ N⊥⊥2

where

•Ri : U
ιi
/→ U (I)

f
³ N⊥⊥2 /→ Uk
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i.e. Ri ∈ Ak, im (•Ri) ⊆ N⊥⊥2 . Then,

kerW (R2•) = N⊥2 = N⊥⊥⊥2 ⊆ im (•Ri)
⊥ = kerW (Ri•) .

If the converse of (i) holds, there are rows Xi ∈ Aq2 with Ri = XiR2 and therefore
im (•Ri) ⊆ im (•R2) = N2, hence f = (•Ri)i∈I : U

(I) → N2 and im f ⊆ N2. Since
N⊥⊥2 is a kernel and f : U (I) ³ N⊥⊥2 , we have N⊥⊥2 = im f and thus also N⊥⊥2 ⊆ N2;
finally, N⊥⊥2 = N2, thus W is a cogenerator for D by Theorem 2.10(1).

2.2. Classical example.

2.2.1. The category AMod. Let R be a ring and C the category AMod of
left R-modules with its left morphisms x 7→ (x) f = xf . Then U , R is a projective
generator and the map

A , HomR (R,R)→ R, f 7→ (1) f ,

is a ring-isomorphism with inverse r 7→ •r. We identify A and R and with this
identification,

HomR (R,M)→M : g 7→ (1) g

is an isomorphism of left A-modules. The category C is abelian and every object of
C is an A-cokernel ([5], Subsect. I.2.8).

In the present context, Lemma 2.9 can be rephrased as in the corollary below
which generalizes a classical result of homological algebra ([39], Corollary (19.7)(1)),
obtained when D = C = AMod:

Corollary 2.14. Let D be a full subcategory of C such that A ∈ D and W ∈ C
be a cogenerator for D. Then W is faithful.

Let N ⊆ A(I), M = A(I)/N and W ∈ AMod. According to Pillai and Shankar
[53] (see also [63], [72], [64]), N is called W -closed if N = N⊥⊥. By Theorem 2.10,
this means (using the terminology in Definition 2.8) that W is a cogenerator for the
subcategory of C consisting of M alone.

2.2.2. Controllability. The full subcategory of AMod, the objects of which
are finitely presented, is denoted by D =A Modfp in what follows. Let us recall
that a module M ∈ AMod is: (i) torsion-free if whenever a ∈ A is right-regular
and am = 0 (m ∈M), then m = 0; (ii) torsionless if A is a cogenerator for the
subcategory of AMod consisting of M alone ([42], 3.4.2). For further reference, the
following gathers several results which can be found in the literature, except (ii) and
(iv) which slightly generalize ([50], Sect. 2, Lemma and Definition (27)) and ([76],
Lemma 1), respectively.

Lemma 2.15. Let A be a ring and consider the sequence (2.9) below where
R1 ∈qAk, R2 ∈kAr

Aq •R1−→ Ak •R2−→ Ar → 0 (2.9)

and let M1 = coker •R1.
(i) The following conditions are equivalent: (a) the sequence (2.9) is exact at Ar, i.e.
the map •R2 is surjective; (b) •R2 is left-invertible; (c) the algebraic transpose R2•
of •R2 is left-invertible; (d) the matrix R2 is left-invertible over A.
(ii) Given R2 ∈kAr, if A is a left coherent ring, there exists R1 ∈qAk such that the
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sequence (2.9) is exact at Ak.
(iii) If the sequence (2.9) is exact at Ak, then there exists an embedding M1 /→ Ar;
in particular, in that case M1 is both torsion-free and torsionless.
(iv) Conversely, given R1 ∈qAk, if there exists an embedding M1 /→ Ar, there exists a
matrix R2 ∈kAr such that the sequence (2.9) is exact atAk. Such an embedding exists
if the ring A is right coherent and M1 is torsionless, or if the ring A is semiprime
Goldie (in particular, if A is an Ore domain1) and M1 is torsion-free.
(v) Given R1 ∈qAk, there exists a positive integer r and a matrix R2 ∈kAr such that
the sequence (2.9) is exact if, and only if, then M1 is free.

Proof. (i): Obviously, (b)⇔(c)⇔(d)⇒(a). If (a) holds, Ak/ ker •R2 ∼= Ar by
Noether’s first isomorphism theorem, thus ker •R2 is a direct summand of Ak and
since •R2 is surjective, it is left-invertible ([4], Subsect. II.1.9, Corol. 1 of Prop. 15).

(ii): If A is left coherent, then ker •R2 ⊆ Ak is finitely generated ([18], Theorem
A.9); a matrix R1, the rows of which form a finite generator of ker •R2, is universal
with respect to R1R2 = 0 ([50], Sect. 2, Lemma and Definition (27)) and then the
sequence (2.9) is exact at Ak.

(iii): If the sequence (2.9) is exact at Ak, there exists an induced map (•R2)ind :
M1 → Ar which is an embedding, and then M1 is both torsion-free and torsionless
since so is Ar.

(iv): (a) Consider the exact sequence

Aq •R1−→ Ak ϕ1−→M1 → 0.

If there exists an embedding •ι : M1 /→ Ar, set •R2 = •ϕ1ι : Ak → Ar. Then the
sequence (2.9) is exact at Ak.

(b) If M1 is torsionless, there exists an embedding ε : M1 /→ AI of M1 into a
power AI of A. Set •τ = •ϕ1ε : Ak → AI ; for any x ∈ Ak, xτ can be written xT
where the matrix T ∈ kAI has possibly infinitely many columns. The sequence

Aq •R1−→ Ak •T−→ AI (2.10)

is exact, thus R1T = 0. If A is right coherent, there exists a natural integer r and
matrices R2 ∈ kAr, D ∈ rAI such that R1R2 = 0, T = R2D ([18], Theorem A.6(f))
and the exactness of the sequence (2.10) at Ak implies that of the sequence (2.9) at
Ak, thus there exists an embedding M1 /→ Ar by (iii).

(c) The same holds if A is semiprime Goldie and M is torsion-free ([42], Prop.
3.4.7), and any Ore domain is a semiprime Goldie ring.

(v): (a) Assume M1 is free of rank r. The above monomorphism ι : M1 /→ Ar

is then an isomorphism, thus •R2 = •ϕ1ι is an epimorphism and the sequence (2.9)
is exact. (b) Conversely, if the sequence (2.9) is exact, (iii) holds and (•R2)ind is an
isomorphism, thus M1

∼= Ar is free.
We consider now the exact sequence (2.7) with U = A and the W -behavior

BW (M) = B defined by (2.8). As shown in [69], ([54], Sect. 6.6), [58], [73], [53],
[74], [63], where various kinds of rings and signal spaces are considered, the "behavioral
controllability" is linked to the existence of an "image representation" of BW (M),
i.e. to the existence of matrix S ∈ kAr such that

BW (M) = imW S• ,
©
w ∈ kW : ∃ξ ∈ rW,w = S ξ

ª
. (2.11)

1 In this paper, the expressions Ore, Noetherian, coherent, etc. are used for two-sided Ore, two-
sided Noetherian, two-sided coherent, etc.

8



When BW (M) has an image representation of the form (2.11) where S• :rW →
BW (M) is injective (thus bijective), this image representation is said to be "ob-
servable" since then the "latent variable" ξ is uniquely determined by the "manifest
variable" w ([54], Sect. 5.3), and BW (M) is said to be strongly controllable [59], [71].

On the other hand, according to Fliess and Mounier [29], [48], [49], a linear system
is a finitely presented left A-module M . Such a system is said to be free controllable
(resp. torsion-free controllable) if the module M is free (resp. torsion-free). In
accordance with Zerz [76], a linear system M is said to be torsionless controllable if
the module M is torsionless. A free controllable linear system M is also said to be
flat and a basis of the free module M is called a flat output [30].

The consistency between the two above points of view has been widely studied
when the A-moduleW is injective (see, e.g., [53], [17], [71], [72]). It is clarified below
without this assumption.

Theorem 2.16. (1) If •S : Ak → Ar is left-invertible, then the image repre-
sentation (2.11) is observable, and the converse holds true if W is a cogenerator for
D =A Modfp.
(2). (i) If M = coker •R is a free module, then BW (M) has an observable image
representation. (ii) Conversely, if W is cogenerator for D in AMod and BW (M)
has an observable image representation, then M is free.
(3). (i’) Assume that the ring A is right coherent (resp. semiprime Goldie) and that
the A-module W is faithful. If M is torsionless (resp. torsion-free), then there exists
a matrix S over A such that BW (M) = (imW S•)⊥⊥. (ii’) Conversely, if W is a
cogenerator for D, then the equality BW (M) = (imW S•)⊥⊥ implies that M is both
torsionless and torsion-free.

Proof. (1) If •S : Ak → Ar is left-invertible, then the image representation (2.11)
is obviously observable. Conversely, consider the exact sequence

Ak •S−→ Ar ψ−→ N → 0

which yields (through the functor BW (•)) the exact sequence

0 −→ BW (N) −→ rW
S•−→ kW .

If S• :rW → BW (M) is injective, this implies BW (N) = 0, and finally N = 0 if in
addition W is a cogenerator for D. Therefore, •S is surjective, thus left-invertible by
Lemma 2.15(i).

(2). (i) is obvious.
(ii): Assuming that BW (M) has an observable image representation, (2.11) holds

with •S left-invertible by (1), thus the sequence

0 −→ rW
S•−→ kW

R•−→ qW (2.12)

is exact in ModE and there exists a matrix T ∈ rAk such that TS = Ir. This
equality proves that •S is surjective and the exactness of (2.12) proves that S• is
injective and RS• = 0, thus RS = 0 since W is a cogenerator for D. Therefore,
AqR ⊆ ker •S and there exists a map •f such that the diagram below is commutative

Ak •S−→ Ar

↓ ϕ f %
M
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where •ϕ : Ak ³ M = Ak/AqR ∈ AMod
fp is the canonical epimorphism and

•f : M → Ar is an epimorphism too since so is •S. Thus BW (M) = kerW (R•) =
imW (S•) ∼=rW (by exactness of (2.12)) and since the functor BW is left exact, the
surjectivity of •f implies the exactness of

0 −→ rW
BW (•f)−→ BW (M) ,

thus BW (•f) : rW → BW (M) is an embedding. Therefore, BW (•f) is an isomor-
phism rW→̃BW (M). Now we have

IdAr = •TS = •Tϕf = gf, g , •Tϕ : Ar →M.

Thus •f = •fgf , hence BW (•f) • = BW (•fg)BW (•f) • which implies BW (•fg) =
IdrW for BW (•f) is invertible. Since W is a cogenerator for D, this implies •fg =
IdAr , thus •f is injective; finally, •f an isomorphism M→̃Ar, and M is free.

(3). (i’): By Lemma 2.15(iv), there exists a matrix S such that the sequence

Aq •R−→ Ak •S−→ Ar → 0

is exact at Ak, i.e. im •R = ker •S which implies (im •R)⊥ = (ker •S)⊥. We have
(im •R)⊥ = kerW R•. Let r ∈ ker •S; then rS = 0 which implies that rSξ = 0 for
any ξ ∈W r, thus ker •S ⊆ (imW S•)⊥. If W is faithful, we conclude that

ker •S = (imW S•)⊥ (2.13)

thus kerW R• = (imW S•)⊥⊥.
(ii’): Assuming that kerW R• = (imW S•)⊥⊥ andW is a cogenerator for AMod

fp

in AMod, we have (kerW R•)⊥ = (imW S•)⊥, thus im •R = (imW S•)⊥ = ker •S by
Theorem 2.10, Corollary 2.14 and (2.13). The conclusion follows from Lemma 2.15(iii)
with R1 = R, R2 = S.

Remark 2.17. (i) A non-trivial proof of Statement (2)(ii) of the above theorem is
needed because the A-module W is not assumed to be injective, therefore the exactness
of a sequence

BW (M3)
R2•−→ BW (M2)

R1•−→ BW (M1) (2.14)

in ModE does not imply the exactness of

M1
•R1−→M2

•R2−→M3

in AMod, despite Corollary and Definition 2.8(ii); compare with ([56], Sect. 3) and
([17], Theorem 3(6)). The reason for this is that the sequence (2.14) is not necessarily
exact in BW (D), for this category is not full in ModE. According to ([50], Sect. 2,
Duality Theorem (56)), BW (D) is full inModE if W is a large injective cogenerator.
(ii) To specify the above item, recall that a cogenerator in AMod need not be injective.
(a) An example of non-injective cogenerator is given in ([39], §19, Exercise 20).
(b) Let us give a second example: let A be a ring, AW1 an injective cogenerator and
W2 6= 0 a non-injective left A-module, e.g. A = C [d/dt], W1 = E (R), W2 = D (R).
Then W ,W1⊕W2 is a cogenerator which is a non-injective left A-module by ([39],
Prop. 3.4).
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2.3. Topological modules and behaviors.

2.3.1. The category ATMod. In everything that follows, we make the follow-
ing

Assumption 2.18. k is the field of real or complex numbers and all algebras are
associative, unitary and defined over k.

Let A be an algebra, W a k-vector space and a nondegenerate bilinear form ([7],
Subsect. II.6.1)

h−,−i : A×W → k.

We also consider the nondegenerate bilinear form

h−,−i˜ :W ×A→ k (2.15)

defined by hw, ai˜ = ha,wi for any a ∈ A and w ∈W . The weak topology σ (A,W )
(resp. σ (W,A)) is the coarsest topology inA (resp. inW ) which makes continuous all
linear forms a 7→ ha,wi , w ∈ W (resp. w 7→ ha,wi , a ∈ A). The following facts are
classical ([7], Subsect. II.6.2): the spaceW is canonically isomorphic to, and identified
with, the topological dual A0 of (A, σ (A,W )), i.e. of A endowed with the topology
σ (A,W ); this statement is also valid withW and A interchanged; (A, σ (A,W )) and
(W,σ (W,A)) (respectively written A and W in what follows, for short) are locally
convex topological vector spaces (LCTVS’s) and Hausdorff.

A leftA-moduleM is called topological if it is endowed with a structure of LCTVS
and if all maps A → M : a 7→ am, m ∈ M , are continuous; a topological right A-
moduleM is similarly defined. (Note that the definition of a topological module over
a topological ring is different ([6], Subsect. III.6.6).) The algebra A may be itself a
topological left or right A-module. The algebraic dual A∗ = Homk (A,k) is a left
and right A-module via

(x) aα = (xa)α and (αa)x = α (ax) , α ∈ A∗, a, x ∈ A

(using Notation 2.1(i)). In general, A0 =W is not an A-submodule of A∗ and when
this happens is characterized below:

Lemma 2.19. (1) The following conditions are equivalent:
(i) The left module AA is topological, i.e. all maps a 7→ ab (b ∈ A) are continuous.
(ii) W is a left A-module with ha, bwi = hab, wi for all a, b ∈ A and w ∈W .
Then also all maps W →W : w 7→ bw (b ∈ A) are continuous.
(2) The following properties are equivalent:
(i’) The right module AA is topological.
(ii’) W is a right A-module with hwa, bi˜ = hw, abi˜ for all a, b ∈ A.
Then also all maps W →W : w 7→ wb (b ∈ A) are continuous.
(3) If the conditions of (1) hold, then those of (2) are equivalent to:
(iii’) The left module AW is topological.

Proof. (1). (i)⇒(ii): If a 7→ ab is continuous, then so is bα : a 7→ a (bα) = (ab)α
for any α ∈ A0 =W with the identificationW 3 w 7→ h−, wi ∈ A0. Hence A0 =W is
an A-submodule of A∗. (ii)⇒(i): If (ii) holds, then bw ∈W for any b ∈ A, w ∈W ,
therefore the map A 3 a 7→ ha, bwi = hab, wi ∈ k is continuous which implies that so
is the map a 7→ ab. The maps w 7→ ha, bwi are continuous by the above equality. (2)
is shown like (1).
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(3). If (ii) holds, the following conditions are equivalent: all maps b 7→ bw are
continuous, i.e. (iii’) holds; all maps b 7→ ha, bwi = hab, wi are continuous; all maps
b 7→ ab are continuous, i.e. (i’) holds.

Definition 2.20. Assuming that all conditions of Lemma 2.19 are satisfied,
the category of topological left A-modules and continuous linear maps is called the
category of topological left A-modules and written ATMod.

Lemma 2.21. ATMod is a semi-abelian category with arbitrary products and
coproducts and with projective generator A.

Proof. (a) The category C = ATMod is a subcategory of AMod; C is obviously
additive and has kernels and cokernels which are the algebraic ones endowed with the
induced and coinduced topology, respectively, thus C is preabelian. Let •f : X → Y
be a morphism of C and find be its induced morphism in AMod. Then find is
bijective (since AMod is abelian) and continuous by definition of the topologies of
coim f and of im f . Therefore, find is the induced morphism of f in C. Since find is
both a monomorphism and an epimorphism, the preabelian category C is semi-abelian.
Last, C has arbitrary products and coproducts which are the algebraic ones endowed
with the product topology and the locally convex direct sum topology, respectively
([7], Subsect. II.4.5, Definition 2).

(b) Let M ∈ C. There exists an A-linear surjection •ϕ : A(I) ³ M . Let
•ι : A /→ A(I) be the canonical injection. Let •f = •ιϕ : A → M ; for any a ∈ A,
(a) f = am where m = (1) f , thus f is continuous since the module M is topological.
Therefore, ϕ is continuous (if A(I) is endowed with the locally convex direct sum
topology) according to ([7], Subsect. II.4.5, Prop. 6). This proves that A is a
generator of C.

(c) Let •f : A → M and •g : M1 ³ M be respectively a morphism and an
epimorphism of C. Since •f and •g are respectively a morphism and an epimorphism
of AMod, there exists a morphism •h : A → M1 of AMod such that •f = •hg.
SinceM1 is topological, •h is continuous, i.e. is a morphism of C, thus A is projective
in C.

2.3.2. Cogenerators for topological modules. For X,Y ∈ ATMod, we de-
note by HomA,c (X,Y ) the k-vector space consisting of all continuous A-linear maps
X → Y . Endowed with the topology of pointwise convergence, HomA,c (X,Y ) is an
LCTVS; in particular we have the additive left exact contravariant functor

BW : ATMod→ModE :M 7→ BW , HomA,c (M,W ) , E , HomA,c (W,W ) .

The image BW (ATMod) is called the class of all (topological) W -behaviors. All
results in Subsect. 2.1 are valid, in particular Theorems 2.10 and 2.13.

Remark 2.22. Let M ∈ C. By Lemma 2.21, there exists a set of indices I
such that M is a factor of A(I), i.e. there exists a continuous A-linear surjection
ϕ : A(I) ³ M . There exists a continuous bijection ϕind : A

(I)/N → M where
N = kerϕ. But ϕ−1ind is not continuous in general, i.e. is not an isomorphism of C,
thus A(I)/N and M cannot be identified; then, M is not an A-cokernel.

Let I be a set of indices. The nondegenerate form h−,−i is extended to the
nondegenerate form

h−,−i : A(I) × IW : (x,w) 7→
P
i∈I
hxi, wii

where all terms of the sum are zero except a finite number of them. The locally
convex topologies induced by this form in IW and A(I) are respectively the product
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topology σ
¡
IW,A(I)

¢
=
Q

i∈I σ (W,A) ([7], Subsect. II.6.6, Prop. 8) and the topol-
ogy σ

¡
A(I), IW

¢
. The latter coincides with the locally convex direct sum topologyL

i∈I σ (A,W ) if, and only if I is finite ([61], Chap. IV, Exercise 8). In the sequel,
A(I) is endowed with the topology σ

¡
A(I), IW

¢
and I may be assumed to be finite,

to avoid confusions. If N ⊆ A(I) in ATMod (which means that N is a subspace of
A(I)), its polar N0 ⊆ IA is defined as usual:

N0 =
©
w ∈ IW : hN,wi = 0

ª
=
T
x∈N

ker hx,−i

and N0 is closed in IW . According to the bipolar theorem ([7], Subsect. II.6.3),
N00 = N where N denotes the closure of N in A(I).

Theorem 2.23. (i) Let N ⊆ A(I); then

N⊥ = N0 and N⊥⊥ = N00 = N .

(ii) Let M = A(I)/N be an A-cokernel in C =ATMod; then M is Hausdorff if, and
only if N = N⊥⊥.
(iii) Let D be a full subcategory of C, all objects of which are A-cokernels. Then
W ∈ C is a cogenerator for D if, and only if all objects M = A(I)/N of D are
Hausdorff.

Proof. (i): (a) The identity

hax,wi = ha, xwi , a ∈ A, x ∈ A(I), w ∈ IW

holds. By definition, w ∈ N⊥ if, and only if for any x = (xi)i∈I ∈ A(I), xw ,P
i∈I xiwi = 0. Since h−,−i is nondegenerate, the last equality is equivalent to

0 = ha, xwi = hax,wi for any a ∈ A, thus to hx,wi = 0. Thus N⊥ = N0. (b) Since
the module AA is topological, the maps A→ A : x 7→ ax and A(I) → A(I) : x→ ax
(a ∈ A) are continuous ([7], Subsect. II.4.5). This implies that aN ⊆ aN ⊆ N
and that N is a left A-submodule of A(I). Now, x ∈ N⊥⊥ if, and only if for any
w ∈ N⊥ = N0, xw = 0. The last equality holds if, and only if for all a ∈ A,
0 = ha, xwi = hax,wi, i.e. ax ∈ N00 = N . Since N is a left A-submodule of A(I),
this is equivalent to x ∈ N .

(i) implies (ii) which implies (iii) by Lemma and Definition 2.12(ii), and Theorem
2.10.

Remark 2.24. (i) Theorem 2.23 is a generalization of ([28], Theorem 4.1) and
of ([33], Theorem 3.4) where W = E (R), A is the convolution algebra (W 0, B) and A
acts on W via the convolution product.
(ii) Let W be an LCTVS and A ⊆ W 0. Then, the restriction to A × W of the
canonical bilinear form h−,−i : W 0 × W → k is possibly degenerate; the topology
σ (A,W ) is Hausdorff (since it is induced from σ (W 0,W )) but σ (W,A) is not in
general ([7], Subsect. II.6.1, Prop. 1). Therefore, the statements of Theorem 2.23
are no longer valid. This situation is further investigated in the two next sections
where convolution systems are considered.

3. Differential systems with lumped shifts over Lie groups.

3.1. Actions over a Lie group and convolution algebra. In everything that
follows, we’ll use the following

Notation 3.1. G is a Lie group with Lie algebra g, W = E (G) is the space all
k-valued indefinitely differentiable functions on G, and its topological dual W 0 is the
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space of all k-valued distributions with compact support included in G (Appendix 2,
§6.2.2).

The group G continuously acts on W via a left and a right action, both of them
denoted by ◦, and defined by

(i) (y) (a ◦ ϕ) = (ya)ϕ (left action of G on a left map, which is a right shift),
(ii) (ϕ ◦ a) (x) = ϕ (ax) (right action of G on a right map, which is a left shift),
for any x, y, a ∈ G and ϕ ∈ W . By (Appendix 2, (6.12)), this yields for any

S, T ∈W 0

hS, a ◦ ϕi = hS B δa, ϕi , hϕ ◦ a, T i˜ = hϕ, δa B T i˜

(see (6.9) for the latter notation which is consistent with (2.15)).
These actions induce respectively a right and a left action on W 0, both of them

also denoted by ◦, according to

hS ◦ a, ϕi = hS, a ◦ ϕi , hϕ, a ◦ T i˜ = hϕ ◦ a, T i˜ (3.1)

and from the above

S ◦ a = S B δa, a ◦ T = δa B T.

We also define a left and a right action of W 0 on W , both of them denoted by ◦,
respectively by

S◦ :W →W : (S ◦ ϕ) (x) = hS, ϕ ◦ xi (3.2)

◦S :W →W : (x) (ϕ ◦ S) = hx ◦ ϕ, Si˜ (3.3)

for any ϕ ∈ W and S ∈ W 0. As a consequence of (Appendix 2, (6.13)) one easily
obtains

ϕ ◦ S = Š B ϕ, S ◦ ϕ = ϕ B ∆̌−1Š

where ∆ is the modulus function, ϕ̌ (y) = ϕ
¡
y−1

¢
and

­
Š, ϕ

®
= hS, ϕ̌i for any y ∈ G,

ϕ ∈W and S ∈W 0. We have the following:
Lemma 3.2. (i) The equality

hT, S ◦ ϕi = hϕ ◦ T, Si˜

holds for any S, T ∈W 0 and ϕ ∈W.
(ii) Both actions ◦ of W 0 on W induce one bilinear law of composition ◦ :W 0×W 0 →
W 0 according to

hT ◦ S, ϕi = hT, S ◦ ϕi , hϕ, T ◦ Si˜ = hϕ ◦ T, Si˜ (3.4)

and this law of composition is the usual convolution product B.
(iii) For any S, T ∈W 0 and ϕ ∈W,

(T ◦ S) ◦ ϕ = T ◦ (S ◦ ϕ) , ϕ ◦ (T ◦ S) = (ϕ ◦ T ) ◦ S, (3.5)

i.e. W is a left and right W 0-module.
Proof. (i): We have

hT, S ◦ ϕi =
Z
G

dT (x)
R
G
dS (y) (ϕ ◦ x) (y) =

Z
G

dT (x)
R
G
dS (y)ϕ (xy)

14



thus

hT, S ◦ ϕi = hT B S, ϕi . (3.6)

Similarly (denoting ϕ as a left map)

hϕ ◦ T, Si˜ =
Z
G

dS (y)
R
G
dT (x) (x) (y ◦ ϕ) =

Z
G

dS (y)
R
G
dT (x) (xy)ϕ

thus

hϕ ◦ T, Si˜ = hT B S,ϕi . (3.7)

(ii): This is an obvious consequence of (3.6) and (3.7).
(iii): By (3.2) , (3.4) we get

hU, T ◦ (S ◦ ϕ)i = hU B T ∗ S, ϕi = hU, (T B S) ◦ ϕi = hU, (T ◦ S) ◦ ϕi

which proves the first equality of (3.5). The second one is likewise deduced from (3.3)
and (3.4).

Definition 3.3. A convolution algebra is a subalgebra of (W 0, ◦).
3.2. Fundamental principle and divisibility. Let B be a convolution alge-

bra. The restriction to B×W of the action ◦ :W 0×W →W and that of the canonical
bilinear form h−,−i :W 0×W → k are still denoted by ◦ and h−,−i, respectively. In
general the latter is degenerate, then the topology σ (B,W ) of B is Hausdorff but not
the topology σ (W,B) of W (see Remark 2.24(ii)). Therefore, the theory in Subsect.
2.3 cannot be directly applied.

Example 3.4. Consider the case when B = Uk (g) (Appendix 2, §6.2.4); we
have B =

L
α∈Nn D

α
ξ δe (where N is the set of non-negative integers and the notation

in §6.2.2 is used); the polar Ao of A is given by

Ao =
©
w ∈W : ∀α ∈ Nn,Dα

ξ w (e) = 0
ª

thus Ao 6= 0 (except in the trivial case G = {e}). We have

A⊥ =
©
w ∈W : ∀α ∈ Nn,Dα

ξ δe ◦ w = 0
ª
= 0

where Dα
ξ δe ◦w = Dα

ξ w, thus A
o 6= A⊥ and Statement (ii) of Theorem 2.23 does not

hold.
Let I be a set of indices; the canonical bilinear form h−,−i : B×W → k and the

action ◦ : B×W →W are extended to B(I)× IW according to

h−,−i : B(I) × IW : (T,w) 7→
P
i∈I
hTi, wii

◦ : B(I) × IW : (T,w) 7→
P
i∈I

Ti ◦ wi.

As usual, the orthogonal space with respect to h−,−i, i.e. the polar, is denoted by
(−)0, and that with respect to ◦ by (−)⊥.

The notions of crossed product and of polycyclic by finite group are useful for
the sequel ([42], 1.5.8, 1.5.12). Both of them are recalled below for the reader’s
convenience with a notation adapted to the present context:
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Definition 3.5. Let A be a ring and H a group. Let B be an over-ring of A
and a map ε : H→ B such that
(i) ε is injective, ε (e) = 1B and all ε (h) (h ∈ H) are units of B;
(ii) for all h, h1, h2 ∈ H,

ε (h)A = A ε (h) , ε (h1h2)A = ε (h1) ε (h2)A = Aε (h1h2) = Aε (h1) ε (h2) ,

(iii) B is a free right (and, by (ii), left) A-module with basis (ε (h))h∈H.
Then B is called a crossed product of A by H, written A ∗H.

Definition 3.6. Let H be a group with a finite chain

{e} =H0 CH1 C ... CHn =H (3.8)

where Hi C Hi+1 means that Hi is a normal subgroup of Hi+1, and the factor
Hi+1/Hi is either infinite cyclic or finite. Without loss of generality, the only fi-
nite factor is Hn/Hn−1, and H along with the above chain is called a polycyclic by
finite group (and a polycyclic group if Hn/Hn−1 = {e}).

The following definition will also be needed in the sequel:
Definition 3.7. Let G be a Lie group; then Pcf (G) is the set of all subgroups

H of G such that all finitely generated subgroups of H are polycyclic by finite.
Note that if G is commutative or, more generally, if G is a Dedekind group, i.e.

if every subgroup of G is normal [36], then all subgroups of G belong to Pcf (G).
In everything that follows, we’ll use the following
Notation 3.8. H is a subgroup of G and A is a Noetherian subalgebra of

Uk (g).
The two main cases are A = Uk (g) —the algebra of invariant differential

operators— and A = Zk (g) —the algebra of bi-invariant differential operators— when
the latter is Noetherian (§ 6.2.4). Let

B =
P

x∈H δx ◦A, C =
P

x∈G δx ◦A.

Setting ε (x)S , δx ◦ S (x ∈ G, S ∈ A), this yields by (6.14) B = A ∗H and C =
A ∗G. We have

C =
P

x∈Ḡ δx ◦
¡P

x∈H δx ◦A
¢
=
P

x∈Ḡ δx ◦B

where Ḡ ⊆G is a set of representatives of the cosets ofGmoduloH. All distributions
belonging toA have their support included in {e}, thus again by (6.14) all above sums
are direct since G is the disjoint union of its distinct cosets modulo H. In particular,
B is a subalgebra of C and

C =
L

x∈Ḡ δx ◦B = C
N

BB (3.9)

is a free right B-module.
When G = Rn and H is a finitely generated subgroup of G, then B is a con-

volution algebra of differential-difference operators with lumped shifts, denoted by
Ashift.

Lemma 3.9. Let H ∈ Pcf (G); then B = A ∗H is coherent.
Proof. Let H be the directed system of all finitely generated subgroups H of

G. The ring A is Noetherian , thus if H1 ∈ H, then the ring A ∗H1 is Noetherian
again ([42], Theorem 1.5.12), thus it is coherent. Moreover, if H1 ⊆ H2 are finitely
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generated subgroups of G, then A ∗H2 is a free —hence flat— left and right A ∗H1-
module ([42], Lemma 1.5.9(i)), thus

B =
S
I∈H

A ∗ I = lim
−→
I∈H

A ∗ I

is coherent according to ([5], Sect. I.2, Exercise 12(e)).
Since the two rings B ⊆ C are subrings of W 0, W is both a left and right module

over B and over C via the actions ◦ induced by those defined in (3.2) and (3.3).
The nondegenerate bilinear form h−,−i : W 0 × W → k induces a bilinear form
h−,−i : C×W → k. We have the following:

Lemma 3.10. The bilinear form h−,−i : C×W → k is nondegenerate.
Proof. The ring C contains all distributions δx, x ∈ G. If w ∈ W is such that

hC, wi = 0, then hδx, wi = w (x) = 0 for all x ∈ G, thus w = 0.
Let R2 ∈ qBk, N = Bq ◦R2 and M = Bk/Bq ◦R2; then the sequence

Bq ◦R2−→ Bk −→M −→ 0

is exact in BMod and M is finitely presented in that category. The map ◦R2
is weakly* continuous (i.e. is continuous when Bq and Bk are endowed with the
topologies σ (Bq,qW ) and σ

¡
Bk,kW

¢
respectively) since the convolution product

B : W 0 ×W → W is separately weakly continuous ([11], Chap. I, Prop. 1;2). It
induces a weakly* continuous map ◦R2 : Cq → Ck.

Lemma 3.11. (i) Assume that H ∈ Pcf (G). Then there exists r ∈ N and a
matrix R1 ∈ rBq such that the sequence below is exact in BMod:

Br ◦R1−→ Bq ◦R2−→ Bk (3.10)

(ii) The exactness of the sequence (3.10) in BMod is equivalent to the exactness of
the sequence below in CMod:

Cr ◦R1−→ Cq ◦R2−→ Ck. (3.11)

Proof. (i): The ring B is coherent by Lemma 3.9, thus there exists a matrix R1
such that the sequence (3.10) is exact in BMod by Lemma 2.15(ii).

(ii): As seen above, the right B-module C = C⊗B B is free, thus faithfully flat
([39], Example (4.72)(3)), thus the exactness of the sequence (3.10) is equivalent to
that of (3.11) ([39], Theorem (4.70)).

The following expresses when a fundamental principle for W -behaviors is valid
(compare with the Ehrenpreis-Malgrange-Palamodov fundamental principle ([27],
Sect. IV.2), [45], ([51], Sect. IV.5)) using the above notation:

Corollary 3.12. Let R2 ∈ qBk be given and R1 ∈ rBq be as in Lemma 3.11(i)
if it exists. The following properties are equivalent:
(a) The fundamental principle holds, i.e. R2 ◦ kW = {u ∈ rW : R1 ◦ u = 0} (R2 ∈
qBk, R1 ∈ rBq) i.e. the equation R2 ◦ w = u (u ∈ rW ) has a solution w ∈ kW if,
and only if u satisfies the compatibility (or integrability) condition R1 ◦ u = 0.
(b) The map ◦R2 : Cq → Ck is strict, i.e. coimC ◦R2 ∼= imC ◦R2 = Cq ◦R2.

Proof. By Lemma 3.10 and (3.4), the transpose of R2◦ : kW → qW is ◦R2 : Cq →
Ck and that of R1◦ : qW → rW is ◦R1 : Cr → Cq. The fundamental principle holds
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if, and only if the sequence

kW
R2◦−→ qW

R1◦−→ rW

is exact in the category Vctk of right k-vector spaces. By ([7], Subsect. II.6.5,
Remark 1 after Corol. 4 of Prop. 7), this holds true if, and only if the map ◦R2 :
Cq → Ck is strict.

Remark 3.13. (i) If B = Uk (g), then R1 can be constructed via the Gröbner ba-
sis algorithm which is applicable to universal enveloping algebras of finite-dimensional
Lie groups ([50], Sect. 5, Definition and Corollary (37)).
(ii) Let 0 6= μ ∈ D (Rn) ⊆ W 0, where D (Rn) is the usual space of indefinitely dif-
ferentiable k-valued functions with compact support in Rn; then μ B W ( W ([44],
Subsect. II.3.1, Corollary 1), thus the module W 0W is not divisible and a fortiori not
injective.
(iii) If G = Rn and B = A, the fundamental principle holds ([45], Theorem 3.2),
thus Condition (b) in Corollary 3.12 is always satisfied.
(iv) If G is solvable simply connected and A = Zk (g) then AW is a divisible ([24],
Prop. 2). We conjecture that AW is injective. Since Rn is such a group, this
implies the Ehrenpreis-Malgrange-Palamodov fundamental principle, therefore if this
conjecture is correct, its proof is probably difficult.
(v) If A = Uk (g), the ring of all invariant differential operators over G, and AW is
divisible, then either G is abelian or has an abelian normal subgroup of codimension
1 ([15], Prop. 2).
(vi) If G is the compact abelian torus R/Z and A = Uk (g) = Zk (g) = k [d/dt], then
AW is not divisible ([62], p. 225), hence not injective.
(vi) If G = Rn and B = Ashift, then BW is divisible [25].

Items (iv) and (v) of the above remark suggest preferring the commutative algebra
Zk (g) of bi-invariant differential operators over the algebra Uk (g) of invariant differ-
ential operators regarding the existence of global C∞ solutions of non-homogeneous
differential equations over Lie groups.

Corollary and Definition 3.14. (1) Let μ be a left-regular element of B.
The following conditions are equivalent:
(i) μ◦ :W →W is an epimorphism;
(ii) ◦μ : C→ C is a strict monomorphism, i.e. C ◦ μ ∼= C.
(iii) ◦μ :W 0 →W 0 is a strict monomorphism for the weak* topology, i.e. W 0◦μ ∼=W 0;
(iv) the principal ideal W 0 ◦ μ is weakly* closed in W 0;
(v) the principal ideal W 0 ◦ μ is strongly closed in W 0.
(2) A distribution μ ∈ B is called invertible2 if it satisfies the conditions in (1).
(3) Assuming that all nonzero elements of B are left-regular, the left B-module W
is divisible if, and only if all nonzero elements of B are invertible distributions, and
then the B-module W is faithful.

Proof. (1): Let μ be left-regular in B, i.e. ν ◦ μ = 0 and ν ∈ B imply ν = 0
([20], Sect. 7.1). Then the sequence (3.10) is exact with r = 0, q = k = 1, R1 = 0
and R2 = μ; therefore, by Lemma 3.11(ii), ◦μ : C → C is a monomorphism, i.e.
coimC ◦μ = C/ ker ◦μ = C/ {0} = C. Thus, by Corollary 3.12, (i) holds if, and only
if ◦μ : C→ C is strict , i.e. C = coimC ◦μ ∼= imC ◦μ. As a result, (i)⇔(ii).

2This denomination is in accordance with that of Ehrenpreis [26] and Hörmander ([37], Definition
16.3.12), but in a more general context. In Schwartz’s terminology ([62], Sect. VI.10), such a
distribution μ is called completely invertible.
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(i)⇔(iii) by ([7], Subsect. IV.4.2, Corollary 2 of Theorem 1) since W is a Fréchet
space, and (i)⇔(iv) by ([7], Subsect. IV.4.2, Theorem 1).

Since W is a Montel space ([13], Sect. 4, Prop. 6), it is reflexive ([7], Subsect.
IV.2.5) and the weak* closure of W 0 ◦μ is equal to its weak closure and therefore also
to its strong closure. Therefore, (iv)⇔(v).

(3): If all nonzero elements of B are left-regular, the divisibility of W over B
is equivalent to condition (1)(i) for all 0 6= μ ∈ B ([39], Definition (3.16)). This
condition implies the faithfulness of W over B, i.e. μ ◦W = 0 implies μ = 0.

3.3. A cogenerator property. First let us establish a general result:
Lemma 3.15. Let B = A ∗H be a crossed product of a Noetherian domain A of

characteristic zero by a polycyclic by finite group H.
(1) B is a semi-prime Noetherian ring, and a Noetherian domain if H is polycyclic.
(2) For a finitely generated left B-module M , the following conditions are equivalent:
(i) M is torsionless;
(ii) There exists an embedding M /→ Br for some r ∈ N;
(iii) M is torsion-free.
The same result holds for right modules.

Proof. (1): Since the ring A is Noetherian, so is again the ring B ([42], Theorem
1.5.12). In (3.8), assume without loss of generality that Hi/Hi−1 is infinite cyclic
(thus isomorphic to Z) for i ≤ n−1 and finite for i = n. (a) The ring A∗Z is isomor-
phic to a skew Laurent polynomial ring A

£
X,X−1;α

¤
where α is an automorphism

of A ([42], Proposition 1.5.11), thus it is an integral domain of characteristic zero.
Thus for i ≤ n − 1, A ∗Hi

∼= (A ∗Hi−1) ∗ Z is an integral domain of characteristic
zero by induction. (b) We have B ∼= (A ∗Hn−1) ∗ (Hn/Hn−1) where Hn/Hn−1 is
finite, thus B is semiprime by ([42], Theorem 10.5.11).

(2): Since (1) holds true, Conditions (i), (ii) and (iii) are equivalent by ([42],
Prop. 3.4.3 and 3.4.7).

Let G be a Lie group and consider W -behaviors (W = E (G)) over the ring B =
A ∗ H where H is a polycyclic by finite subgroup of G. Thus let C = A ∗G,
R1 ∈ qBk, N = Bq ◦R1 ⊆ Bk, M = Bk/N , B = BW (M) = N⊥ and B⊥ = N⊥⊥ =©
T ∈ Bk : T ◦B

ª
= 0.

Theorem 3.16. (1) If the finitely presented module M satisfies the equivalent
conditions of Part (2) of Lemma 3.15, then the following equivalent properties hold:
(i) The canonical map φM :M →WB : m 7→ (m ◦ w)w∈B is injective;
(ii) N = N⊥⊥.
(2) W is a cogenerator for the full subcategory D of BModfp, all objects of which are
torsionless (or equivalently torsion-free).

Proof. (1): By Lemma 2.15(iv) and Lemma 3.11(ii), there exists a matrix R2 ∈
kBr such that the sequences (3.10), (3.11) are exact. In particular, with N = Bq◦R1,
the module C

N
BN = Cq ◦ R1 = kerC ◦R2 is closed, hence by Lemma 3.10 and

Theorem 2.23(i), C
N

BN = (C
N

BN)
⊥⊥ and the canonical map

φ̃M̃ : M̃ →WB : m̃ 7→ (m̃ ◦ w)w∈B

(M̃ = C
N

BM , m̃ = 1⊗m) is injective. By (3.9), the map

Ψ :M → M̃ : m 7→ 1⊗m = δe ⊗m

is injective too. In addition, •φM = •Ψ φ̃M̃ since m ◦ w = (1⊗m) ◦ w for the given
identification, hence •φM is injective.
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(2): This is a straightforward consequence of (1)(i) and of Corollary and Definition
2.8.

Remark 3.17. (i) If M ∈ BMod
fp is not torsion-free, W is not a cogenerator

of the category consisting of M alone, as shown by ([31], Example 2.3).
(ii) All B-modules M ∈ D are Hausdorff by Lemma 3.15(2)(ii) since the map ◦R2
in (3.10) induces a continuous injection M = Bk/BqR1 /→ Br where Br ⊆ (W 0)r is
Hausdorff.
(iii) Theorem 3.16 is new, even in the standard case of delay-differential systems
with G = R and H =

L
1≤i≤m Zτ i with delays τ1, ..., τm (thus B = k

£
d/dt, σ, σ−1

¤
,

σ = (σ1, ..., σm), σ−1 ,
¡
σ−11 , ..., σ−1m

¢
, σi : w (t) 7→ w (t+ τ i)). Nevertheless,

Theorem 3.16 has connections with the results in ([72], Lemmas 3.5 and 3.7) which
are slightly generalized below:

Lemma 3.18. (Compare with [72], Lemmas 3.5 and 3.7). Let B be a ring and W
a left B-module with a free element w, i.e. such that the map ϕw : B→W : b 7→ bw is
injective. Then W is a cogenerator for the full subcategory D of BMod, all objects of
which are torsionless B-modules. The category D contains all modules M for which
there exists an embedding M /→ Br, r ≥ 0, and such modules are described in Lemma
2.15(iv).
If B is a domain, the assumption means that the module W is not a torsion module.

Proof. If M is torsionless, there exists by definition an embedding ψ : M /→ BI

for some set of indices I (see § 2.2.2). The assumption implies that

ϕIw : B
I →W I : (bi)i∈I 7→ (biw)i∈I

is again a monomorphism, and so is the composition

φM :M
ψ−→ BI ϕIw−→W I ,

therefore W is has the desired cogenerator property according to Corollary and Defi-
nition 2.8.

When the Lie group G is solvable, Lemma 3.18 implies Theorem 3.16, as shown
by the following:

Lemma 3.19. Assuming that the Lie group G is solvable, the left Uk (g)-module
W is not torsion, and neither is the A-module W .

Proof. (a) Consider the sequence (6.15), let a be a one-codimensional ideal of g
and kX = g/a, thus g = a ⊕ kX. The restriction δ to Uk (a) of the adjoint map
ad (X), i.e. δ : Uk (a) → Uk (a) : r 7→ rX − Xr, is an inner derivation. By the
Poincaré-Birkhoff-Witt theorem (Appendix 2, §6.2.4), Uk (g) =

L
n≥0Uk (a)X

n,
thus Uk (g) = Uk (a) [X; δ] is a skew polynomial ring with indeterminate X over
Uk (a).

(b) Let R be a k-algebra, δ : R→ R a k-derivation, S = R [X; δ], and let R∗ =
Homk (R,k), S∗ = Homk (S,k) be the duals of R and S, respectively. Generalizing
([50], Sect. 3, Lemma (29)), we obtain the following:

If the (left or right) R-module R∗ is not a torsion module, then neither is the
(left or right) R-module S∗.

This is obvious when δ = 0 since then

S∗ = Homk (S,k) ∼= Homk
³
R(N),k

´
∼= NHomk (R,k) =

NR∗

(Appendix 1, §6.1.2), and if the R-module NR∗ is torsion, then R∗ is torsion too;
this rationale can be extended to the general case but we skip the technical details
due to space limitation.
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(c) By induction, we obtain from the above that Uk (g)
∗ is not a torsion (left

or right) Uk (g)-module, and the same holds for W due to the Borel epimorphism
(Appendix 2, §6.2.4).

(d) Since A ⊆ Uk (g), W is not a torsion A-module.

3.4. Dense image representation. Let us study torsion-free and torsionless
controllability as in Subsect. 2.2.

Theorem 3.20. Let (B, ◦) be a convolution algebra, R1 ∈ qBk, N = Bq ◦ R1,
M = Bk/N , and B = BW (M) =

©
w ∈ kW : R1 ◦ w = 0

ª
.

(1) Assume that G is a Lie group and that H ∈ Pcf (G), so that B = A ∗ H is
coherent according to Lemma 3.9. If M is torsionless, then it is Hausdorff and B
admits a dense image representation, i.e. the following property (P) holds:
(P): There are r ∈ N and R2 ∈ kBr such that B = R2 ◦ (rW ) (where the closure is
taken in the usual Fréchet topology of compact convergence in rW ).
In addition, if H is polycyclic by finite, then M is torsionless if, and only if it is
torsion-free by Lemma 3.15.
(2) Conversely, if B is dense in W 0, M is Hausdorff and B admits a dense image
representation, then M is both torsion-free and torsionless.
(3) If B is an Ore domain (e.g. when G is a Lie group and B = A ∗H where H
is polycyclic by Lemma 3.15(1)) and h−,−i : B ×W → k is nondegenerate, or in
other words if B is wealkly* dense in W 0, then M is torsion-free if, and only if M is
Hausdorff (i.e. N is closed in Bk) and B admits a dense image representation.

Proof. (1) By Lemma 2.15(iv) there exists a matrix R2 ∈ kBr such that
both sequences (3.10), (3.11) are exact. The exactness of (3.10) implies that
N = imB (◦R1) = kerB (◦R2). Since ◦R2 : Bk → Br is continuous and B is
Hausdorff, the kernel N of this map is closed and the factor M = Bk/N is Hausdorff.
The exactness of (3.11) implies that imC (◦R1) = kerC (◦R2). Therefore, by ([7],
Subsect. II.6.3, Corol. 3 of Prop. 4) and ([7], Subsect. II.6.4, Corol. 4 of Prop. 6),

R2 ◦ rW = (kerC ◦R2)0 = (imC ◦R1)0 = kerW (R1◦) = B

where the closure is taken in the topology σ (rW,Cr) or equivalently in the initial
Fréchet topology of rW .

(2) Since M = Bk/N is Hausdorff, N = Bq ◦R1 is closed in Bk. In addition, the
bilinear form h−,−i : B ×W → k is nondegenerate since B is dense —thus weakly*
dense— in W 0 ([7], Subsect. II.6.2, Corol. 4 of Prop. 3). Therefore, N = N⊥⊥ = B⊥

by 2.23(i), thus N =
¡
R2 ◦ rW

¢⊥
= (R2 ◦ rW )

⊥
= kerB ◦R2. Thus the sequence

(3.10) is exact and M is both torsion-free and torsionless by Lemma 2.15(iii).
(3) (a) Necessary condition: Since B is an Ore domain, the finitely generated

torsion-free module M admits by Lemma 2.15(iv) a continuous embedding in some
Br and there exists an exact sequence (3.10). Since the form h−,−i : B×W → k is
nondegenerate, the property R2 ◦ rW = B is shown as in (1).

(b) The proof of the sufficient condition is the same as that of (2).
Corollary 3.21. AssumeG = Rn with the data of Theorem 3.20. ThenW 0 is a

commutative domain and so is any convolution algebra B. A moduleM = Bk/Bq◦R1
is torsion-free if, and only if it admits an embedding in some Br. Therefore, Theorem
3.20 gets the following form:
(1) If H is any subgroup of Rn, B = A ∗H and M is torsion-free, then N = Bq ◦R1
is closed in Bk, and B admits a dense image representation.
(2) If h−,−i : B × W → k is nondegenerate, i.e. if B is wealkly* dense in W 0,
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then M is torsion-free if, and only if M is Hausdorff and B admits a dense image
representation.

Remark 3.22. (i) It can be deduced from ([67], Theorems 11 and 14) that when
G = R, B =W 0 and M is Hausdorff, then B admits a dense image representation if,
and only if M is torsion-free. Corollary 3.21 is both more precise and more general.
(ii) The matrix R2 in Theorem 3.20(1) can be constructed using the Gröbner basis
algorithm.

4. Differential systems with distributed shifts over Lie groups.

4.1. The ring H (B) and its basic properties. Recall that A is a Noetherian
subalgebra of Uk (g) (Notations 3.1 and 3.8). In addition, in the sequel we make the
following

Assumption 4.1. H is a polycyclic subgroup of G such that all nonzero elements
of B = A ∗H are invertible distributions (Corollary and Definition 3.14).

Example 4.2. (i) If G = Rn, Assumption 4.1 is satisfied if A , Uk (g) =

k
h

∂
∂x1

, ..., ∂
∂xn

i
and H is any finitely generated subgroup of G by Remark 3.13(vi).

(ii) Let G be a solvable simply connected Lie group such that A , Zk (g) is Noetherian
(not all solvable Lie group have this property: see § 6.2.4). Then Assumption 4.1 is
satisfied with H = {e} by Remark 3.13(iv).

The ring H (B) studied below is a generalization of the ring H introduced, in
the case G = R, by Gluesing-Luerssen [31] when the delays are commensurable (see
also [32]) and by Habets [35] without this assumption. By Lemma 3.15(1), B is a
Noetherian domain, thus an Ore domain, and it admits a quotient division ring Q(B)
of left fractions (a)◦−1 ◦ b and of right fractions b ◦ (a)◦−1, where c = (a)◦−1 ◦ b (resp.
c = b ◦ (a)◦−1) means by definition that a ◦ c = b (resp. c ◦ a = b).

Recall the following: (a) μ ◦ ν = μ B ν for any μ, ν ∈ W 0 by Lemma 3.2(ii). (b)
A ring R is called weakly finite if for any integer n ≥ 1, every generating set of n
elements inRn is free; over for such a ring, a square matrix is left- (or right-) invertible
if, and only if it is invertible ([18], Sect. 0.2).

Theorem and Definition 4.3. (1) Let

H (B) ,
n
b ◦ (a)◦−1 ∈ Q(B) : ∃μ ∈W 0, b = μ ◦ a

o
.

Then H (B) is a subring of both Q(B) and W 0, and H (B) = Q (B) ∩W 0.
(2) The following conditions are equivalent for a right fraction and b◦(a)◦−1 ∈ Q(B):
(i) b ◦ (a)◦−1 ∈ H (B);
(ii) kerW a◦ ⊆ kerW b◦.
(3) H (B) is an Ore domain, thus is weakly finite, and its quotient division ring is
Q(B).
(4) When G = R and H 6= {e} is cyclic, H (B) is not Noetherian.

Proof. (1) is clear. (2) By definition, b ◦ (a)◦−1 ∈ Q(B) belongs to H (B) if, and
only if there exists μ ∈ W 0 such that b = μ ◦ a. Let w ∈ kerW a◦; then a ◦ w = 0
and b ◦ w = (μ ◦ a) ◦ w = μ ◦ (a ◦ w) = 0 by Lemma 3.2(iii), which implies that
kerW a◦ ⊆ kerW b◦.

Conversely, let a, b ∈ B, a 6= 0, such that kerW a◦ ⊆ kerW b◦.
For any μ ∈ B, let Bμ = (W

0 ◦ μ)⊥. We have Bμ = kerW μ◦ and W 0 ◦ μ = B⊥μ
by Theorem 2.23(i) since h−,−i : W 0 ×W → k is nondegenerate. By Corollary and
Definition 3.14(iii), W 0 ◦ μ =W 0 ◦ μ.
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Thus the assumption kerW a◦ ⊆ kerW b◦ impliesW 0 ◦b ⊆W 0 ◦a, hence b ∈W 0 ◦a
and b ◦ (a)◦−1 ∈ H (B).

(3) H (B) is an integral domain since H (B) ⊆ Q(B).
Let us show that H (B) is right Ore, i.e. whenever f1, f2 ∈ H (B)×, f1 ◦H (B) ∩

f2 ◦H (B) 6= 0, in other words there exist g1, g2 ∈ H (B)× such that f1 ◦ g1 = f2 ◦ g2.
This happens if, and only if g2 =

¡
f◦−12 ◦ f1

¢
◦ g1 where f◦−12 ◦ f1 ∈ Q(B). There

exist b, a ∈ B× ⊆W 0× such that f◦−12 ◦ f1 = b ◦ (a)◦−1 . Take g1 = a, g2 = b. Then
g1, g2 ∈ H (B)× and f1 ◦ g1 = f2 ◦ g2 as desired.

The definition of H (B) is left/right symmetric, thus H (B) is a left Ore domain
too.

An Ore domain is weakly finite according to ([18], Sect. 0.8, Corollary 8.7).
We have B ⊆ H (B) ⊆ Q(B), thus the quotient division ring of H (B) is Q(B).
(4) When G = R and H 6= {e} is cyclic, then H (B) is not Noetherian by ([31],

Prop. 3.1(c)).
Remark 4.4. (a) Part (1) of Theorem and Definition 4.3 generalizes ([32], §3.5)

where its assumed that G = R and H 6= {e} is cyclic (see also [10]).
(b) In addition, Corollary and Definition 3.14(3) implies that Assumptions 2.1 and
4.1 of Habets [35] are satisfied, thus H (B) is the over-ring of B denoted by BW in
([35], Definition 3.1); therefore, extending Habets’ terminology to the noncommutative
case, H (B) is the ring of all admissible right fractions b◦ (a)◦−1 ∈ Q(B) with respect
to W .

4.2. Cogenerator properties. SinceH (B) ⊆W 0,W has a canonical structure
of H (B)-module, by restriction of the ring of scalars.

Theorem 4.5. For i = 1, 2, let Ri ∈ qiH (B)k, Ui = W 0qi ◦ Ri and Bi = U⊥i =
kerW (Ri◦). Assume that rkR2 = q2. Then:
(i) The map R2◦ : kW → q2W is surjective; in particular all nonzero distributions
belonging toH (B) are invertible and the H (B)-moduleW is both divisible and faithful.

(ii) B⊥2 = U⊥⊥2 = U2 where B⊥2 = B
⊥(W 0)
2 ,

©
w0 ∈ kW 0 : w0 ◦B2

ª
= 0.

(iii) kerW (R2◦) ⊆ kerW (R1◦) if, and only if there exists X ∈ qiH (B)q2 such that
R1 = X ◦R2.
(iv) The H (B)-module W is a cogenerator for the full subcategory D of H(B)Mod,
the objects M of which are finitely presented by a short exact sequence

0 −→ H (B)q ◦R−→ H (B)k −→M −→ 0.

Proof. (i): The assumption means that R2 is right-invertible over Q(B) and
implies that R2 is right-invertible over Q(B), i.e. there exists a matrix X2 ∈ kQ(B)

q2

such that R2 ◦ X2 = Iq2 . Since B is an Ore domain, for each j ∈ {1, ..., q2}, all
entries of the j-th column of X2 have a common right denominator μj ∈ B× ([42],
Prop. 2.1.16(i)), i.e. there exist elements (Y2)ij ∈ B (1 ≤ i ≤ k) such that (X2)ij =

(Y2)ij ◦ μ
◦−1
j ; then (Y2)ij = (X2)ij ◦ μj ∈ B and

R2 ◦ Y2 = R2 ◦
³
X2 ◦ diag

¡
μj
¢
1≤j≤q2

´
= diag

¡
μj
¢
1≤j≤q2

.

Therefore, for any w ∈ q2W , R2 ◦ (Y2 ◦ w) = diag
¡
μj
¢
1≤j≤q2

◦ w =
¡
μj ◦ wj

¢
1≤j≤q2

.
By hypothesis, each distribution μj is invertible and μj◦ : W → W is surjective.
Therefore, R2◦ : kW → q2W is surjective too.
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(ii): The transpose of R2◦ : kW → q2W is ◦R2 :W 0q2 →W 0k and the spaces kW ,
q2W are Fréchet spaces. Therefore, by (i) and ([37], Lemma 16.5.8), ◦R2 : W 0q2 →
W 0k is injective andW 0q2 ◦R2 is weakly* closed inW 0k. Therefore, B⊥2 = U⊥⊥2 = U2
by Theorem 2.23(i) since h−,−i : kW 0 ×W k → k is nondegenerate.

(iii): The sufficient condition is obvious. Let us prove the necessary condition.
If B2 ⊆ B1, then W 0q1 ◦ R1 ⊆ B⊥1 ⊆ B⊥2 and B⊥2 = W 0q2 ◦ R2 by (ii). Thus
W 0q1 ◦R1 ⊆W 0q2 ◦R2, hence every row of R1 and therefore R1 itself are left-multiples
of R2, i.e. there exists X ∈ q2W 0q1 such that R1 = X ◦R2. Since rkR2 = q2, after a
possible permutation of columns we obtain

Ri =
£
R0i R00i

¤
∈ qiH (B)qi+(k−qi) (i = 1, 2)

where R02 is invertible over Q(B). Then R
0
1 = X ◦R02 and X = R01 ◦R0◦−12 . As in (i)

we obtain Y ∈ q1Bq2 and νi ∈ B× (1 ≤ i ≤ q2) with R02 ◦ Y = diag (νi)1≤i≤q2 = ∆,
hence

X = R01 ◦R0◦−12 = R01 ◦ Y ◦∆◦−1 ∈ q1 (Q (B)
T
W 0)

q2 = q1H (B)q2 .

(iv) is a consequence of (iii) and of Theorem 2.13(iii).
Corollary 4.6. Let R ∈ qH (B)k, N = H (B)q ◦ R, M = H (B)k /N , B =

N⊥ = kerW (R◦).
(i) rkR = q if, and only if R ◦ kW = qW .
(ii) If R has a left-inverse X with coefficients in W 0, i.e. X ∈ kW 0q, X ◦ R = δeIk,
then B = 0.
(iii) Assuming that rkR = q, kerW (R◦) = 0 if and only if R ∈ GLq (H (B)).
(iv) In particular, for R ∈ H (B), kerW (R◦) = 0 if, and only if R is a unit in H (B).

Proof. (i): The necessary condition follows from Theorem 4.5(i).
Conversely, assume rkR < q. Since rkR is (by definition) the dimension of the left

Q(B)-vector space generated by the rows of R, there exists a nonzero row y ∈ Q(B)q
such that y ◦ R = 0. Let d be a common left denominator of all elements of y and
x = d ◦ y ∈ H (B)q; then x ◦ R = 0 and x 6= 0. Thus R ◦

¡
kW

¢
⊆ kerW (x◦) ⊆ qW .

Assuming that kerW (x◦) = qW , then x ◦ qW = 0 and xi ◦W = 0 for all i ∈ {1, ..., q},
a contradiction since the H (B)-module W is faithful by Theorem 4.5(i). Therefore
R ◦

¡
kW

¢
( qW .

(iii): Assume that rkR = q. Clearly, kerW (R◦) = 0 if, and only if kerW (R◦) ⊆
kerW (Ik δe◦), and by Theorem 4.5(iii) this is equivalent to the existence of a matrix
X ∈ kH (B)q2 such that Ik δe = X ◦ R, thus R is left-invertible over H (B) and
rkR = k. Therefore, R is square, and since H (B) is weakly finite by Theorem and
Definition 4.3(2), the left-invertibility of the square matrix R over H (B) is equivalent
to its invertibility over that ring.

(ii) is obvious and (iv) is a particular case of (iii).
Remark 4.7. Consider the data of Theorem 4.5 and Corollary 4.6 for the special

case G = R.
(a) Statement (iii) of Theorem 4.5 is proved in ([33], Theorem 5.3) without any as-
sumption on rkR2 when H 6= 0 is cyclic. In that case, indeed, H (B) is a Bézout
domain, thus R2 is left-equivalent to a matrix

∙
Q
0

¸
where Q is full row rank ([18],

Sect. 1.1, Theorem 1.1(g)), thus the assumption on rkR2 becomes superfluous. Ex-
cept in that case, the statement of Theorem 4.5 is not valid when the matrix R is not
assumed to be full row rank, as shown by ([66], Example after the proof of Theorem
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3).
(b) Statement (iii) of Theorem 4.5 can be viewed as an extension to the noncommu-
tative case of ([35], Theorem 4.9) (see Remark 4.4(b)).
(c) The units in H (B) are explicitly described in Corollary 4.12 below when G = Rn.

4.3. Differential systems with distributed shifts over Rn. In what follows,
G = Rn and H is a finitely generated subgroup of G. The ring of all entire complex-
valued functions over Cn is denoted by O (Cn). For s, z ∈ Cn, we set

s • z ,
P

1≤i≤n
sizi, |s| =

Ã P
1≤i≤n

|si|2
!1/2

.

Let A , Uk (g) = k
h

∂
∂x1

, ..., ∂
∂xn

i
and B = A ∗H. The convolution algebra B

is now a commutative domain, thus the left fractions a◦−1 ◦ b ∈ Q(B) coincide with
the right fractions b ◦ a◦−1 ∈ Q(B) and are denoted by b/◦a in the sequel. As is well
known, the Laplace transform

L :W 0 3 μ 7→ μ̂ (s) ,
Z
Rn

e−s•xdμ (x) , s ∈ Cn

yields the following isomorphisms:

A ∼= C [s] , B ∼= PE (H) ,
P
τ∈H

C [s] e−τ•s, W 0 ∼= PW (Cn)

where PW (Cn) is the set of all functions f ∈ O (Cn) for which there exist c > 0,
a > 0 and N ∈ N such that

|f (s)| ≤ c (1 + |s|)N ea|Re(s)|.

The elements of PE (B) are called complex exponential-polynomial functions [2]
and the third isomorphism is given by the Paley-Wiener-Schwartz theorem ([22],
(22.18.7)).

The following results complement Corollary and Definition 3.14 and are due to
Ehrenpreis and Malgrange; they are nicely expounded by Hörmander [37] and are
gathered below for convenience:

Lemma 4.8. ([37], Theorems 16.3.10, 16.5.7 and 16.5.19; [1], Appendix).
For μ ∈W 0, consider the convolution equation

μ B u = f (4.1)

where the distribution μ is given and the distribution u is looked for. The following
conditions are equivalent:
(i) If f ∈W 0 and f̂ (s) /μ̂ (s) ∈ O (Cn), then there exists a (unique) u ∈W 0 such that
f̂ (s) /μ̂ (s) = û (s) (which implies (4.1));
(ii) Equation (4.1) has a solution u ∈W for any f ∈W , i.e. μ is invertible;
(iii) Equation (4.1) has a solution u ∈ D0 (Rn) for any f ∈ D0 (Rn)
(iv) μ̂ is slowly decreasing ([37], Theorem 16.3.10 and Definition 16.3.12; [1]).

Remark 4.9. Malgrange established the equivalence between Corollary and Defi-
nition 3.14(1)(v) and Lemma 4.8(i) for 0 6= μ ∈ E 0 (Rn) ([44], Corollary on p. 310).
Ehrenpreis [26] introduced the notion of slowly decreasing μ̂ and proved the equiva-
lences (ii)⇔(iii)⇔(iv) of Lemma 4.8. The elements of PE (H) are easily seen to be
slowly decreasing, and this proves Ehrenpreis’ result in Remark 3.13(vi).
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The following was proved and partially stated by Berenstein and Dostal [2] when
n ≥ 1, and is explicit in [35] when n = 1:

Lemma 4.10. Let F,G ∈ PE (H), G 6= 0, be such that F/G ∈ O (Cn). There
exist H ∈ PE (H) and 0 6= P ∈ C [s] such that F/G = H/P .

Proof. (a) By ([2], Main Theorem), there exist H ∈ PE (Rn) and 0 6= P ∈ C [s]
such that F/G = H/P .

(b) For any 0 6= L (s) ∈ PE (Rn), write L (s) =
P
τ∈T

lτ (s) e
−τ•s where T is a finite

subset of Rn and 0 6= lτ (s) ∈ C [s] for any τ ∈ T. The elements τ ∈ T are the
exponents [35] (or, more loosely speaking, the "frequencies" [2]) of L (s). The above
element H ∈ PE (Rn) is constructed by induction in ([2], Proof of Theorem 1). At
each step, the exponents involved are Z-linear combinations of those of F and G , i.e.
belong to H; see ([2], (2.20)-(2.26)) for more details. Since the procedure stops in a
finite number of steps, H ∈ PE (H). (When n = 1, the fact that the exponents of H
are Z-linear combinations of those of F and G is used in the proof of ([35], Theorem
5.9).)

The following is a generalization of ([35], Lemma 3.2 and Theorems 5.4, 5.7 and
5.9) to the case n ≥ 1:

Theorem 4.11. The following rings coincide with the ring H (B):

H1 (B) =
n
b/◦a ∈ Q(B) : b̂ (s) /â (s) ∈ PW (Cn)

o
,

H2 (B) =
n
b/◦a ∈ Q(B) : b̂ (s) /â (s) ∈ O (Cn)

o
,

H3 (B) =
©
b/◦a ∈ Q(B) ∩W 0 : b ∈ B, a ∈ A×ª .

Proof. (a) By definition, if u = b/◦a ∈ H (B), then û (s) ∈ PW (Cn) ⊆ O (Cn)
which proves that H (B) ⊆ H1 (B) . The inclusion H1 (B) ⊆ H2 (B) is obvious.

(b) Let b ∈ B, a ∈ B× be such that b̂ (s) /â (s) ∈ O (Cn). By Lemma 4.8, the
distribution a is invertible and there exists u ∈ W 0 such that a ◦ u = b. Therefore,
b/◦a ∈ H (B), hence H2 (B) ⊆ H (B).

(c) Last, H3 (B) = H2 (B) by Lemma 4.10.
Corollary 4.12. An element T ∈ H (B) is a unit if, and only if it has the form

T = αδτ , τ ∈ H, α ∈ k×, i.e., is also a unit in B.
Proof. The indicated elements are obviously units. The ring B can be written

A
£
σ, σ−1

¤
with the notation in Remark 3.17(iii) and A = k [D], D = (∂/∂xi)1≤i≤n.

Assume that T1 ∈ H (B) is invertible and that

δ0 = T1 ◦ T2, Ti = bi/
◦ai, bi ∈ B, ai ∈ A× (i = 1, 2)

therefore b1 ◦ b2 = a1 ◦ a2 in B = A
£
σ, σ−1

¤
, where we have used H (B) = H3 (B).

We infer b1 = a01 ◦δτ1 for some a01 ∈ A and τ1 ∈H, thus T1 = b1/
◦a1 = (a

0
1/
◦a1)◦δτ1 .

Since T̂1 (s) is entire, so is the rational function â01 (s) /â1 (s) = â001 (s). Thus â
00
1 (s) is

a polynomial and T1 = a001 ◦ δτ1 with a001 ∈ A. The same argument applies to T2 and
furnishes

δ0 = T1 ◦ T2 = (a001 ◦ a002) ◦ δτ1+τ2

thus a001 ◦ a002 = δ0 and τ1 + τ2 = 0. Since A is a polynomial algebra, a001 = α ∈ k×,
hence T = αδτ as asserted.
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Remark 4.13. (a) We consider the space PE , PE (Rn) of real polynomial-
exponential functions (PE ⊆ E (Rn)). As proved by Gurevic̆ ([34], Theorem 3.2),
there exists a column R ∈ kE 0 (Rn), n ≥ 2, k = 6, such that

0 = kerPE (R◦) = k (PE)
T
kerW (R◦) , kerW (R◦) 6= 0

i.e. R ◦ w = 0 has nonzero solutions in W , but no polynomial-exponential ones.
Thus kerPE (R◦) = kerPE (1◦) = 0 and according to Malgrange’s theorem ([44], Pre-
liminaries, Sect. 4, Theorem 3), there exists a row X ∈ O (Cn)k such that X R̂ = 1.

However, kerPW (Cn)

³
R̂•
´
* kerPW (Cn) (1•) = 0, so that ([66], Theorem 3) does not

hold true for n > 1. This is because this result is based on Schwartz-Kelleher-Taylor’s
theorem on mean periodic vector-valued functions ([38], Theorem 7.3) (see also [52])
which implies that for any natural integer k, every shift-invariant closed subspace of
kW is spanned by the kC-valued exponential-polynomial functions it contains when
n = 1. Gurevic̆’s counter-example shows that the last result does not hold for n > 1.
(b) With the notation from Remark 3.17(iii), the ring H (B) = H3 (B) is isomorphic
to D ∩O (Cn) where D = k (s) [σ], s = (s1, ...sn), σ = (σ1, ..., σm). The ring D is
projective-free ([40], Sect. IV.4, Corol. 4.10), thus a finitely presented D-module M
has a full row rank matrix of definition if, and only M has projective dimension ≤ 1.
Assume m > 1. Since D has global dimension m ([42], 7.5.3(iv)), such a module
M is very peculiar, and so are probably also the finitely presented H (B)-modules in
Theorem 4.5(iv), for we conjecture that H (B) has global dimension ≥ m.

5. Concluding remarks. Using the definition of a cogenerator for a subcate-
gory, many results of the literature have been generalized: see, e.g., Theorems 2.10,
2.13, 2.23, 3.16 and 4.5. Surprisingly, the statement of several results is purely alge-
braic whereas their proof is based on the theory of locally convex topological spaces
in duality: see, e.g., Theorems 3.16 and 4.5. Section 3 can be extended to systems
over general locally compact groups using Bruhat’s theory [13], with the same proofs.
A natural extension of this paper is the study of the fundamental principle and of the
cogenerator properties for analytic differential-difference systems; this is the subject
of a forthcoming paper [9].

6. Appendices.

6.1. Appendix 1: Preabelian and semi-abelian categories. We refer to
MacLane’s classical book [41] for a general presentation of categories and functors. A
preabelian category is an additive category in which every morphism has a kernel and
a cokernel, thus an image and a coimage ([57], Sect. 2.1). All categories considered
in this paper are preabelian, except when otherwise stated.

6.1.1. Objects and morphisms. Consider a category C, its class of objects
Ob (C) and its class of morphisms Mor (C). We write X ∈ C (instead of X ∈ Ob (C))
to mean that X is an object of C. The opposite of C, denoted by Cop, is deduced
from C by "reversing the arrows". This leads to define left and right morphisms.
To clarify this, consider the category Set such that Ob (Set) is the class of all sets
and HomSet (X,Y ) is the set of all maps f : X → Y . If f is written x 7→ xf (resp.
x 7→ fx), we call it a left (resp. right) map since f acts on the left (resp. on the right),
and to avoid confusions f can be written •f (resp. f•). Consider the composition

X
f−→ Y

g−→ Z. (6.1)
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If f and g are left (resp. right) maps, this composition is fg (resp. gf). Now, let C be
any category and consider the composition (6.1) where f, g ∈ Mor (C). Generalizing
the above, we’ll say that f and g are left morphisms (written •f and •g to avoid
confusions) if this composition is denoted as fg, and right morphisms (written f•
and g•) if this composition is denoted as gf . For example, in [41], all morphisms are
right ones whereas in ([20], Chap. 2), all morphisms are left ones. In the rest of this
appendix, all morphisms are right ones.

All facts below are classical. An isomorphism is a bimorphism, i.e. both a
monomorphism and an epimorphism, but the converse does not hold in general. Let
X be an object of C. The set PX of all morphisms with target X has preorder 5
with u• 5 v• to mean that u factors through v (i.e. u = vu0 for some morphism
u0•). Two morphisms u, v ∈ PX are called equivalent if both u• 5 v• and v• 5 u•.
Dually, the set QX of all morphisms with source X has preorder = with f• = g•
to mean that g factors through f (i.e. g = g0f for some g0•) and f, g are called
equivalent if both f• = g• and g• = f•. A subobject of X is an equivalence class
of monomorphisms belonging to PX . Thus a representative of a subobject of X is
a pair (Y, ι) such that ι : Y → X is a monomorphism, called the canonical injection
(or the inclusion) Y /→ X. Dually, a factor object of X is an equivalence class of
epimorphisms belonging to QX . A representative of a factor of X is a pair (Z,ϕ)
such that ϕ : X → Z is an epimorphism, called the canonical epimorphism X ³ Z.
Abusing the language, (Y, ι) is denoted by ι or Y , and (Z,ϕ) by ϕ or Z, when there is
no risk of confusion. The above applies to kernels, cokernels, images and coimages.
Let f• : X → Y ; then it is convenient to think of ker f as the largest subobject
(K,κ•) of X annihilated by f (i.e. such that fκ = 0), and of coker f as the largest
factor (C, γ•) of Y annihilating f (i.e. such that γf = 0). The image and the coimage
of f , respectively written im f and coim f , are defined as

im f = ker coker f , coim f = coker ker f ; (6.2)

they are respectively a subobject of Y and a factor of X. Let u ∈ PX and g ∈ QX .
Then u 5 ker g ⇔ gu = 0 ⇔ cokeru = g, which means that the two functions
ker : QX → PX , coker : PX → QX constitute an order-reversing Galois connection.
In particular,

ker g = ker coker ker g = ker coim g = imker g, (6.3)

cokeru = coker ker cokeru = coker imu = coim cokeru. (6.4)

Therefore: (i) ι is a kernel if, and only if ι = im ι, (ii) β is a cokernel if, and only if
β = coimβ, (iii) if ι = im f , then coker ι = coker f and im ι = im f = ι.

Let f : X → Y . There exists a unique morphism find, called the induced
morphism, such that f admits the factorization

f : X
α³ coim f

find−→ im f
ω
/→ Y (6.5)

where α is the canonical epimorphism and ω is the inclusion. The morphism f is
called strict if find is an isomorphism. A preabelian category C is called semi-abelian
if for any morphism f , the induced morphism find is a bimorphism ([60], p. 168); if
for each morphism f , find is an isomorphism, then C is called abelian.

6.1.2. Functors. All categories are semi-abelian in what follows, and all func-
tors are additive in this paper. Recall that a functor F : C → D is said to be (i) full
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(resp. faithful, fully faithful) if its arrow-map is surjective (resp. injective, bijective),
(ii) injective (resp. surjective, bijective) if its object map has this property, (iii) an
isomorphism if it is fully faithful and bijective. The image of F, written F (C), is a
class consisting of two subclasses: that of all objects F (X), X ∈ C, and that of all
morphisms F (f), f ∈Mor (C). The image F (C) is a subcategory of D if F is injective
([47], Sect. II.10). A sequence

X1
f1−→ X2

f2−→ X3 −→ 0 (6.6)

is called exact if f2 (or, more specifically, (f2,X3)) is a cokernel of f1. Dually, a
sequence

X1
f1←− X2

f2←− X3 ←− 0 (6.7)

is called exact if f2 (or, more specifically, (f2,X3)) is a kernel of f1. A covariant
functor F : C → D is left exact if exactness of (6.7) implies exactness of

F (X1)
F(f1)←− F (X2)

F(f2)←− F (X3)←− 0. (6.8)

Dually, a contravariant functor F : C → D is left exact if it is a left exact covariant
functor Cop → D. The bifunctor HomC (•, •) : C × C → Ab (where Ab denotes the
category of abelian groups and Z-linear maps) is left exact in each argument, covariant
in the first one and contravariant in the second one. An object X is called projective
in C if HomC (X, •) transforms epimorphisms into surjections, and injective in C if it
is projective in Cop. Assuming that C has products and coproducts indexed by the
set I (possibly filtering),

HomC
¡`

i∈I Xi, Y
¢ ∼=Qi∈I HomC (Xi, Y ) , HomC

¡
X,
Q

i∈I Yi
¢ ∼=Qi∈I HomC (X,Yi)

where the isomorphisms are canonical, thus are identifications. A coproduct in C is
a product in Cop. We define the power (resp. the copower) UI =

Q
i∈I Ui (resp.

U (I) =
`

i∈I Ui), Ui = U . An object U of category C with arbitrary coproducts is
a generator in C if the following equivalent conditions are satisfied: (i) every object
of C is isomorphic to a factor of a copower U (I); (ii) for any nonzero right morphism
f• : X → Y , there exists α• : U → X such that fα 6= 0; (iii) the functor HomC (U, •)
is faithful. An objectW of a category C with arbitrary products is called a cogenerator
in C if it is a generator in Cop .

6.2. Appendix 2: Lie groups and Lie algebras. We refer to Bourbaki’s
and Dieudonné’s treatises [8], [22] for an exhaustive presentation of Lie groups and
Lie algebras; the convolution of distributions and the differential operators over Lie
groups are expounded in the latter.

6.2.1. Lie groups. All Lie groups are real and locally compact in this paper.
A Lie group G is a real analytic manifold which is a group (multiplicatively noted
in general, with neutral element e, and additively noted if G is abelian, with neutral
element 0) such that the map G×G 3 (x, y) 7→ x−1y ∈ G is analytic. Let a ∈
G; there exists a chart (V, ξ) such that V is an open connected neighborhood of a,
ξ : V → Ω is a diffeomorphism onto an open connected neighborhood Ω of 0 in Rn
(where n is the dimension of the manifold G) and ξ (a) = 0; such a chart is said to
be centered at a. Let f : V → k (where k is the field of real or complex numbers)
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be a C∞ function. There exists a uniquely defined C∞ function φ : Ω→ k such that
f (x) = φ (ξ1 (x) , ..., ξn (x)) where the analytic functions ξi are the local coordinates
(which can also be considered as variables). For any multi-index α = (α1, ..., αn) ∈ Nn
and any x ∈ V , we set ([12], Part I, Sect. 2.2)

|α| =
P

1≤i≤n
αi, α! =

Q
1≤i≤n

αi!
∂α

∂ξα
=

∂|α|

∂ξα11 ...∂ξαnn
, Dα

ξ f (x) =
∂αφ

∂ξα
(ξ (x)) .

6.2.2. Distributions with compact support. Let E (G) be the space of all
C∞ functions G → k, endowed with its usual Fréchet topology of compact conver-
gence ([22], (17.3.1)). The space E 0 (G) of all continuous linear forms E (G) → k
is the space of distributions with compact support over G. For T ∈ E 0 (G) and
ϕ ∈ E (G), T (ϕ) is written

hT, ϕi = hϕ, T i˜ (6.9)

or, with a slight abuse of notation ([22], (17.3.8))Z
G

dT (x)ϕ (x) =

Z
G

ϕ (x) dT (x) . (6.10)

Let (V, ξ) be a chart centered at a ∈ G; the restriction T |V is the linear form ϕ 7→
T (ϕ), ϕ ∈ E (V ), and its derivative with multi-index α is expressed in function of

(V, ξ) by
D
Dα
ξ T, ϕ

E
= (−1)|α|

D
T,Dα

ξ ϕ
E
.

Let T, S ∈ E 0 (G); their convolution product T B S ∈ E 0 (G) is the linear form
E (G) 3 ϕ 7→ hT ⊗ S, ϕmi ∈ k where m is the map (x, y) 7→ xy. By (6.10), this can
also be written ([22], (14.5.4), (17.10.3))Z

G

ϕd (T B S) =

Z
G

µZ
G

ϕ (xy) dT (x)

¶
dS (y) =

Z
G

dS (y)

Z
G

dT (x)ϕ (xy) .

Let a ∈ G and δa : ϕ 7→ ϕ (a) be the Dirac distribution at point a. From the
above,

Dα
ξ ϕ (a) = (−1)

|α| ­
Dα
ξ δa, ϕ

®
, (6.11)

hδa B S, ϕi = hS, ϕ (a•)i , hT B δa, ϕi = hT, ϕ (•a)i (6.12)

where ϕ (a•) and ϕ (•a) respectively denote the functions x 7→ ϕ (ax) and x 7→ ϕ (xa).
The convolution algebra (E 0 (G) , B) is associative with unit element δe, and is

commutative if, and only if G is commutative too. This ring is an integral domain
in the classical case G = Rn according to the Paley-Wiener-Schwartz theorem ([22],
22.18.7), but not in general. For example, let T be the torus, C a nonzero constant;
then 0 6= C ∈ E 0 (T), δ̇0 6= 0 and δ̇0 B C = 0.

Let dx be a left Haar measure and for any function f ∈ E (G) consider the
distribution T = fdx. The support of T is not compact in general but for any S ∈
E 0 (G), the convolution products T B S and S B T exist and are absolutely continuous
with respect to dx, with density function g (resp. h) belonging to E (G). Identifying
f B S with g and S B f with h one obtains ([22], (14.8.2), (14.8.4))

(S B f) (a) =
R
G
f
¡
s−1a

¢
dS (s) , (f B S) (a) =

R
G
f
¡
as−1

¢
∆
¡
s−1

¢
dS (s) (6.13)
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and in particular

δa B f = f
¡
a−1•

¢
, f B δa = ∆

¡
a−1

¢
f
¡
•a−1

¢
where ∆ is the modular function which is positive ([22], Sect. XIV.3) and analytic
([8], Subsect. III.3.16, Prop. 56). The operator f (•) 7→ f (a•) (resp. f (•) 7→ f (•a)
is the left (resp. right) shift denoted by γ

¡
a−1

¢
(resp. δ (a)) ([22], (14.1.1). Let

a ∈ G, (V, ξ) a chart centered at e, and f ∈ E (G); as easily shown, for any x ∈ aV ,

Dα
ξ δa B f (x) = Dα

ξ f
¡
a−1x

¢
.

Denoting by T ∞x (G) the k-vector space consisting of all k-valued distributions
with support included in {x} (x ∈ G) and by T ∞ (G) the k-vector space consisting of
all punctual k-valued distributions (i.e. all k-valued distributions with finite support),
T ∞e (G) and T ∞ (G) are subalgebras of (E 0 (G) , B), and T ∞ (G) is commutative if,
and only if G is commutative too. In addition,

T ∞ (G) =
L

x∈G T ∞x (G) (6.14)

and T ∞x (G) = δx B T ∞e (G) = T ∞e (G) B δx ([8], Subsect. III.3.1).

6.2.3. Lie algebra of a Lie group. Let g , Te (G) be the tangent space of G
at e. Consider the n first order elementary differential operators

Xi = ∂i |e : f → Dα
ξ f (e) , αj = δij i, j ∈ {1, ..., n}

(where δij is the Kronecker symbol and (V, ξ) is a chart centered at e) and set X =
(X1, ...,Xn); X is a k-basis of g. By (6.11), for any i ∈ {1, ..., n} Xi can be identified
with the k-valued distribution (−1)|α|Dα

ξ δe where α ∈ Nn is the above multi-index;
then g is identified with the k-vector space consisting of all k-valued distributions of
order 1 with support {e}. By ([22], (17.14.2)), for any Y,Z ∈ g,

[Y,Z] , Y B Z − Z B Y ∈ g

and the bilinear map [•, •] : g× g→ g is a Lie bracket; g, endowed with this bracket,
is called the Lie algebra of G ([22], (19.3.3)). An ideal of g is a k-vector space a ⊆ g
such that [g, a] ⊆ a. The Lie algebra g is called simple if is noncommutative and if its
only proper ideal is {0}, semisimple if its only abelian ideal is {0}, nilpotent if there
exists a finite decreasing sequence of ideals (gi)0≤i≤p such that g0 = g, gp = {0} with
[g, gi] ⊆ gi+1 (0 ≤ i ≤ p− 1), and solvable if there exists a sequence

g0 = g % g1 % ... % gn = {0} (6.15)

of Lie subalgebras such that gi is a one-codimensional ideal in gi−1, 1 ≤ i ≤ n ([8],
Subsect. I.5.1, Prop. 2). All nilpotent Lie algebras are solvable.

Assuming that the Lie group G is connected, it is called semisimple (resp. nilpo-
tent, solvable) if its Lie algebra is semisimple (resp. nilpotent, solvable).

6.2.4. The universal enveloping algebra and its centre. More generally,
given any associative k-algebra A, one can endow A with a k-Lie algebra structure by
defining the Lie bracket [a, b] = ab− ba (a, b ∈ A). A representation of g is defined to
be a k-Lie algebra morphism from g to such A. There exists an associative k-algebra
Uk (g) (denoted by U(g) if k = R and UC (g) if k = C) together with a representation
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θ : g →Uk (g) with the following universal property: for any associative k-algebra
representation ϕ : g → A, there exists a unique k-algebra morphism ψ : Uk (g) → A
such that ψθ = ϕ. Thus Uk (g) is unique up to isomorphism and is called the universal
enveloping algebra of g. Consider the standard monomials

{Xi1Xi2 ...Xin : ij ∈ {1, ..., n} , i1 ≤ ... ≤ in} .

According to the Poincaré-Birkhoff-Witt theorem, these standard monomials form a
k-basis of Uk (g); Uk (g) is a skew polynomial ring and a noncommutative left and
right Noetherian integral domain ([42], §1.7).

If g is the Lie algebra of a Lie groupG, then Uk (g) is isomorphic to, and identified
with, T ∞e (G). The dual U∗k (g) , Homk (Uk (g) ,k) is isomorphic to the power series
ring k [[x]] (where x = (xi)1≤i≤n is a sequence of n commuting indeterminates) and,
according to E. Borel’s theorem ([65], Theorem 38.1), there exists a canonical epimor-
phism E (G)³ U∗k (g) : f 7→

P
α∈Nn

1
α! (X

αf)xα, called the Borel epimorphism.
Let P : E (G)→ E (G) be a differential operator ([22], Sect. XVII.13). Such an

operator is called left- (resp. right-) invariant if for any a ∈ G and ϕ ∈ E (G),

P ϕ = γ (a)
¡
P γ

¡
a−1

¢
ϕ
¢

(resp. P ϕ = δ (a)
¡
P δ

¡
a−1

¢
ϕ
¢
).

For short, a differential operator is called invariant when it is left-invariant, and
bi-invariant when it is both left- and right-invariant. The algebra of all invariant
(resp. bi-invariant) differential operators is identified with Uk (g) (resp. Zk (g), i.e.
the centre of Uk (g), which is a commutative domain) ([22], (19.3.1), (23.36.6)).

If g is semisimple, then Zk (g) is the polynomial ring k [y1, ..., yl] where the natural
integer l is the "rank" of g ([23], §§1.9.8, 7.3.8), thus Zk (g) is Noetherian. The case
of solvable Lie algebras is quite different since there exists a nilpotent Lie algebra g
of dimension 45 such that Zk (g) is not Noetherian ([23], §4.9.20).
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