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#### Abstract

We devote this paper to the axiomatization and the computability of $P D L_{0}^{\Delta}$-a variant of iteration-free $P D L$ with fork.
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## 1 Introduction

Propositional dynamic logic ( $P D L$ ) is an applied non-classical logic designed for reasoning about the behaviour of programs [10]. The definition of its syntax is based on the idea of associating with each program $\alpha$ of some programming language the modal operator $[\alpha]$, formulas of the form $[\alpha] \phi$ being read "every execution of the program $\alpha$ from the present state leads to a state bearing the formula $\phi "$. Completeness and decidability results for the standard version of $P D L$ in which programs are built up from program variables and tests by means of the operations of composition, union and iteration are given in $[15,16]$. A number of interesting variants have been obtained by extending or restricting the syntax or the semantics of $P D L$ in different ways $[7,9,14,18]$.

Some of these variants extend the ordinary semantics of $P D L$ by considering sets $W$ of states structured by means of a function $\star$ from the set of all pairs of states into the set of all states [5,11-13]: the state $x$ is the result of applying the function $\star$ to the states $y, z$ iff the information concerning $x$ can be separated in a first part concerning $y$ and a second part concerning $z$. The binary function $\star$ considered in $[5,11]$ has its origin in the addition of an extra binary operation of fork denoted $\nabla$ in relation algebras: in [5, Sect. 2], whenever $x$ and $y$ are related via $R$ and $z$ and $t$ are related via $S$, states in $x \star z$ and states in $y \star t$ are related via $R \nabla S$ whereas in [11, Chap. 1], whenever $x$ and $y$ are related via $R$ and $x$ and $z$ are related via $S, x$ and states in $y \star z$ are related via $R \nabla S$.

This addition of fork in relation algebras gives rise to a variant of $P D L$ which includes the program operation of fork denoted $\Delta$. In this variant, for all programs $\alpha$ and $\beta$, one can use the modal operator $[\alpha \Delta \beta]$, formulas of the form $[\alpha \Delta \beta] \phi$ being read "every execution in parallel of the programs $\alpha$ and $\beta$ from the
present state leads to a state bearing the formula $\phi$ ". The binary operation of fork $\nabla$ considered in Benevides et al. [5, Sect. 2] gives rise to $P R S P D L$, a variant of $P D L$ with fork whose axiomatization is still open. We devote this paper to the axiomatization and the computability of $P D L_{0}^{\Delta}$, a variant of iteration-free $P D L$ with fork whose semantics is based on the interpretation of the binary operation of fork $\nabla$ considered in Frias [11, Chap. 1].

The difficulty in axiomatizing or deciding $P R S P D L$ or $P D L_{0}^{\Delta}$ originates in the fact that the program operations of fork considered above are not modally definable in the ordinary language of $P D L$. We overcome this difficulty by means of tools and techniques developed in $[1,3,4]$. Our results are based on the following: although fork is not modally definable, it becomes definable in a modal language strengthened by the introduction of propositional quantifiers. Instead of using axioms to define the program operation of fork in the language of $P D L$ enlarged with propositional quantifiers, we add an unorthodox rule of proof that makes the canonical model standard for the program operation of fork and we use large programs for the proof of the Truth Lemma.

We will first present the syntax (Sect. 2) and the semantics (Sect. 3) of $P D L_{0}^{\Delta}$ and continue with results concerning the expressivity of $P D L_{0}^{\Delta}$ (Sect.4), the axiomatization/completeness of $P D L_{0}^{\Delta}$ (Sects. 5 and 6) and the decidability of $P D L_{0}^{\Delta}$ (Sect.7). We assume the reader is at home with tools and techniques in modal logic and dynamic logic. For more on this, see [6,15]. The proofs of our results can be found in [2].

## 2 Syntax

This section presents the syntax of $P D L_{0}^{\Delta}$. As usual, we will follow the standard rules for omission of the parentheses.

Definition 1 (Programs and formulas). The set $P R G$ of all programs and the set FRM of all formulas are inductively defined as follows:
$-\alpha, \beta::=a|(\alpha ; \beta)|(\alpha \Delta \beta) \mid \phi ? ;$
$-\phi, \psi::=p|\perp| \neg \phi|(\phi \vee \psi)|[\alpha] \phi|(\phi \circ \psi)|(\phi \triangleright \psi) \mid(\phi \triangleleft \psi) ;$
where a ranges over a countably infinite set of program variables and $p$ ranges over a countably infinite set of propositional variables.

We will use $\alpha, \beta, \ldots$ for programs and $\phi, \psi, \ldots$ for formulas. The Boolean constructs for formulas are defined as usual. A number of other constructs for formulas can be defined in terms of the primitive ones as follows.

Definition 2 (Abbreviations). The modal constructs for formulas $\langle\cdot\rangle \cdot,(\cdot \bar{o} \cdot)$, $(\cdot \stackrel{\rightharpoonup}{\cdot})$ and $(\cdot \bar{\triangleleft} \cdot)$ are defined as follows: $\langle\alpha\rangle \phi::=\neg[\alpha] \neg \phi ;(\phi \bar{\sigma} \psi)::=\neg(\neg \phi \circ \neg \psi)$; $(\phi \bar{\triangleright})::=\neg(\neg \phi \triangleright \neg \psi) ;(\phi \bar{\triangleleft} \psi)::=\neg(\neg \phi \triangleleft \neg \psi)$. Moreover, for all formulas $\phi$, let $\phi^{0}::=\neg \phi$ and $\phi^{1}::=\phi$.

It is well worth noting that programs and formulas are finite strings of symbols coming from a countable alphabet. It follows that there are countably many programs and countably many formulas. The construct $\cdot ;$ comes from the class of algebras of binary relations [19]: the program $\alpha ; \beta$ firstly executes $\alpha$ and secondly executes $\beta$. As for the construct $\cdot \Delta$, it comes from the class of proper fork algebras [11, Chap. 1]: the program $\alpha \Delta \beta$ performs a kind of parallel execution of $\alpha$ and $\beta$. The construct [•] comes from the language of $P D L[10,15]$ : the formula $[\alpha] \phi$ says that "every execution of $\alpha$ from the present state leads to a state bearing the information $\phi "$. As for the constructs $\cdot \circ \cdot, \cdot \triangleright \cdot$ and $\cdot \triangleleft \cdot$, they come from the language of conjugated arrow logic $[8,17]$ : the formula $\phi \circ \psi$ says that "the present state is a combination of states bearing the information $\phi$ and $\psi$ ", the formula $\phi \triangleright \psi$ says that "the present state can be combined to its left with a state bearing the information $\phi$ giving us a state bearing the information $\psi$ " and the formula $\phi \triangleleft \psi$ says that "the present state can be combined to its right with a state bearing the information $\psi$ giving us a state bearing the information $\phi$ ".

Example 1. The formula $[a \Delta b](p \circ q)$ says that "the parallel execution of $a$ and $b$ from the present state always leads to a state resulting from the combination of states bearing the information $p$ and $q$ ".

Obviously, programs are built up from program variables and tests by means of the constructs $;$ • and $\cdot \Delta \cdot$ Let $\alpha\left(\phi_{1} ?, \ldots, \phi_{n} ?\right)$ be a program with $\left(\phi_{1} ?, \ldots, \phi_{n} ?\right)$ a sequence of some of its tests. The result of the replacement of $\phi_{1} ?, \ldots, \phi_{n}$ ? in their places with other tests $\psi_{1} ?, \ldots, \psi_{n}$ ? is another program which will be denoted $\alpha\left(\psi_{1} ?, \ldots, \psi_{n} ?\right)$. Now, we introduce the function $f$ from the set of all programs into itself defined as follows.

Definition 3 (Test insertion). Let $f$ be the function from the set of all programs into itself inductively defined as follows:
$-f(a)=a$;
$-f(\alpha ; \beta)=f(\alpha) ; \top ? ; f(\beta)$;
$-f(\alpha \Delta \beta)=(f(\alpha) ; T ?) \Delta(f(\beta) ; T ?) ;$
$-f(\phi ?)=\phi$ ?
Example 2. If $\alpha=a \Delta b, f(\alpha)=(a ; \top ?) \Delta(b ; \top ?)$.
Now, we introduce parametrized actions and admissible forms.
Definition 4 (Parametrized actions and admissible forms). The set $P A R$ of all parametrized actions and the set ADM of all admissible forms are inductively defined as follows:
$-\breve{\alpha}, \breve{\beta}::=(\breve{\alpha} ; \beta)|(\alpha ; \breve{\beta})|(\breve{\alpha} \Delta \beta)|(\alpha \Delta \breve{\beta})| \neg \breve{\phi} ?$;
$-\breve{\phi}, \breve{\psi}::=\sharp|[\breve{\alpha}] \perp|(\breve{\phi} \bar{\sigma} \psi)|(\phi \bar{\sigma} \breve{\psi})|(\breve{\phi} \bar{\triangleright} \psi)|(\phi \stackrel{\rightharpoonup}{\psi})|(\breve{\phi} \bar{\triangleleft} \psi) \mid(\phi \breve{\psi} \breve{\psi}) ;$
where $\sharp$ is a new propositional variable, $\alpha, \beta$ range over $P R G$ and $\phi, \psi$ range over FRM.

We will use $\breve{\alpha}, \breve{\beta}, \ldots$ for parametrized actions and $\breve{\phi}, \breve{\psi}, \ldots$ for admissible forms. It is well worth noting that parametrized actions and admissible forms are finite strings of symbols coming from a countable alphabet. It follows that there are countably many parametrized actions and countably many admissible forms. Remark that in each expression $e \breve{x} p$ (a parametrized action, or an admissible form), $\sharp$ has a unique occurrence. The result of the replacement of $\sharp$ in its place in $e \breve{x} p$ with a formula $\phi$ is an expression which will be denoted $e \breve{x} p(\phi)$.

Example 3. For all programs $\alpha, \alpha ; \neg[\neg \sharp$ ? $] \perp$ ? is a parametrized action whereas for all formulas $\phi, \phi \bar{\sigma}[\neg \sharp ?] \perp$ is an admissible form.

## 3 Semantics

Our task is now to present the semantics of $P D L_{0}^{\Delta}$.
Definition 5 (Frames). A frame is a 3-tuple $\mathcal{F}=(W, R, \star)$ where $W$ is a nonempty set of states, $R$ is a function from the set of all program variables into the set of all binary relations between states and $\star$ is a function from the set of all pairs of states into the set of all sets of states.

We will use $x, y, \ldots$ for states. The set $W$ of states in a frame $\mathcal{F}=(W, R, \star)$ is to be regarded as the set of all possible states in a computation process, the function $R$ from the set of all program variables into the set of all binary relations between states associates with each program variable $a$ the binary relation $R(a)$ on $W$ with $x R(a) y$ meaning that " $y$ can be reached from $x$ by performing program variable $a$ " and the function $\star$ from the set of all pairs of states into the set of all sets of states associates with each pair $(x, y)$ of states the subset $x \star y$ of $W$ with $z \in x \star y$ meaning that " $z$ is a combination of $x$ and $y "$.

Definition 6 (Valuations and models). A model on the frame $\mathcal{F}=(W, R, \star)$ is a 4-tuple $\mathcal{M}=(W, R, \star, V)$ where $V$ is a valuation on $\mathcal{F}$, i.e. a function from the set of all propositional variables into the set of all sets of states.

In the model $\mathcal{M}=(W, R, \star, V)$, the valuation $V$ associates with each propositional variable $p$ the subset $V(p)$ of $W$ with $x \in V(p)$ meaning that "propositional variable $p$ is true at state $x$ in $\mathcal{M}$ ". We now define the property "state $y$ can be reached from state $x$ by performing program $\alpha$ in $\mathcal{M}$ "-in symbols $x R_{\mathcal{M}}(\alpha) y$-and the property "formula $\phi$ is true at state $x$ in $\mathcal{M}$ "-in symbols $x \in V_{\mathcal{M}}(\phi)$.

Definition 7 (Accessibility via programs and truth of formulas). In mo$\operatorname{del} \mathcal{M}=(W, R, \star, V), R_{\mathcal{M}}: \alpha \mapsto R_{\mathcal{M}}(\alpha) \subseteq W \times W$ and $V_{\mathcal{M}}: \phi \mapsto V_{\mathcal{M}}(\phi) \subseteq W$ are inductively defined as follows:
$-x R_{\mathcal{M}}(a) y$ iff $x R(a) y$;
$-x R_{\mathcal{M}}(\alpha ; \beta) y$ iff there exists $z \in W$ such that $x R_{\mathcal{M}}(\alpha) z$ and $z R_{\mathcal{M}}(\beta) y$;
$-x R_{\mathcal{M}}(\alpha \Delta \beta) y$ iff there exists $z, t \in W$ such that $x R_{\mathcal{M}}(\alpha) z, x R_{\mathcal{M}}(\beta) t$ and $y \in z \star t$;
$-x R_{\mathcal{M}}(\phi ?) y$ iff $x=y$ and $y \in V_{\mathcal{M}}(\phi)$;
$-x \in V_{\mathcal{M}}(p)$ iff $x \in V(p)$;
$-x \notin V_{\mathcal{M}}(\perp)$;
$-x \in V_{\mathcal{M}}(\neg \phi)$ iff $x \notin V_{\mathcal{M}}(\phi)$;
$-x \in V_{\mathcal{M}}(\phi \vee \psi)$ iff $x \in V_{\mathcal{M}}(\phi)$, or $x \in V_{\mathcal{M}}(\psi)$;
$-x \in V_{\mathcal{M}}([\alpha] \phi)$ iff for all $y \in W$, if $x R_{\mathcal{M}}(\alpha) y, y \in V_{\mathcal{M}}(\phi)$;
$-x \in V_{\mathcal{M}}(\phi \circ \psi)$ iff there exists $y, z \in W$ such that $x \in y \star z, y \in V_{\mathcal{M}}(\phi)$ and $z \in V_{\mathcal{M}}(\psi) ;$
$-x \in V_{\mathcal{M}}(\phi \triangleright \psi)$ iff there exists $y, z \in W$ such that $z \in y \star x, y \in V_{\mathcal{M}}(\phi)$ and $z \in V_{\mathcal{M}}(\psi) ;$
$-x \in V_{\mathcal{M}}(\phi \triangleleft \psi)$ iff there exists $y, z \in W$ such that $y \in x \star z, y \in V_{\mathcal{M}}(\phi)$ and $z \in V_{\mathcal{M}}(\psi)$.

It follows that
Proposition 1. Let $\mathcal{M}=(W, R, \star, V)$ be a model. For all $x \in W$, we have: $x \in V_{\mathcal{M}}(\langle\alpha\rangle \phi)$ iff there exists $y \in W$ such that $x R_{\mathcal{M}}(\alpha) y$ and $y \in V_{\mathcal{M}}(\phi)$; $x \in V_{\mathcal{M}}(\phi \bar{\sigma} \psi)$ iff for all $y, z \in W$, if $x \in y \star z, y \in V_{\mathcal{M}}(\phi)$, or $z \in V_{\mathcal{M}}(\psi)$; $x \in V_{\mathcal{M}}(\phi \bar{\triangleright} \psi)$ iff for all $y, z \in W$, if $z \in y \star x, y \in V_{\mathcal{M}}(\phi)$, or $z \in V_{\mathcal{M}}(\psi)$; $x \in V_{\mathcal{M}}(\phi \bar{\triangleleft} \psi)$ iff for all $y, z \in W$, if $y \in x \star z, y \in V_{\mathcal{M}}(\phi)$, or $z \in V_{\mathcal{M}}(\psi)$.

Example 4. Let $\mathcal{M}=(W, R, \star, V)$ be the model defined by:

- $W=\{x, y, z, t\} ;$
- $R(a)=\{(x, y)\}, R(b)=\{(x, z)\}$, otherwise $R$ is the empty function;
$-y \star z=\{t\}$, otherwise $\star$ is the empty function;
- $V(p)=\{y\}, V(q)=\{z\}$, otherwise $V$ is the empty function.

Obviously, $x R_{\mathcal{M}}(a \Delta b) t$ and $t \in V_{\mathcal{M}}(p \circ q)$. Hence, $x \in V_{\mathcal{M}}(\langle a \Delta b\rangle(p \circ q))$.
We now define the property "state $z$ can be reached from state $x$ by performing parametrized action $\breve{\alpha}$ via state $y$ in $\mathcal{M}$ "-in symbols $x R_{\mathcal{M}}(\breve{\alpha}, y) z$-and the property "admissible form $\phi$ is true at state $x$ via state $y$ in $\mathcal{M}$ "-in symbols $x \in V_{\mathcal{M}}(\breve{\phi}, y)$.

Definition 8 (Accessibility via parametrized actions and truth of admissible forms). In model $\mathcal{M}=(W, R, \star, V), R_{\mathcal{M}}:(\breve{\alpha}, y) \mapsto R_{\mathcal{M}}(\breve{\alpha}, y) \subseteq$ $W \times W$ and $V_{\mathcal{M}}:(\breve{\phi}, y) \mapsto V_{\mathcal{M}}(\breve{\phi}, y) \subseteq W$ are inductively defined as follows:
$-x R_{\mathcal{M}}(\breve{\alpha} ; \beta, y) z$ iff there exists $t \in W$ such that $x R_{\mathcal{M}}(\breve{\alpha}, y) t$ and $t R_{\mathcal{M}}(\beta) z$;
$-x R_{\mathcal{M}}(\alpha ; \beta, y) z$ iff there exists $t \in W$ such that $x R_{\mathcal{M}}(\alpha) t$ and $t R_{\mathcal{M}}(\breve{\beta}, y) z$;
$-x R_{\mathcal{M}}(\breve{\alpha} \Delta \beta, y) z$ iff there exists $t, u \in W$ such that $x R_{\mathcal{M}}(\breve{\alpha}, y) t, x R_{\mathcal{M}}(\beta) u$ and $z \in t \star u ;$
$-x R_{\mathcal{M}}(\alpha \Delta \breve{\beta}, y) z$ iff there exists $t, u \in W$ such that $x R_{\mathcal{M}}(\alpha) t, x R_{\mathcal{M}}(\breve{\beta}, y) u$ and $z \in t \star u ;$
$-x R_{\mathcal{M}}(\neg \phi ?, y) z$ iff $x=z$ and $z \in V_{\mathcal{M}}(\breve{\phi}, y)$;
$-x \in V_{\mathcal{M}}(\sharp, y)$ iff $x=y$;
$-x \in V_{\mathcal{M}}([\breve{\alpha}] \perp, y)$ iff there exists $z \in W$ such that $x R_{\mathcal{M}}(\breve{\alpha}, y) z$;
$-x \in V_{\mathcal{M}}(\breve{\phi} \bar{\sigma} \psi, y)$ iff there exists $z, t \in W$ such that $x \in z \star t, z \in V_{\mathcal{M}}(\breve{\phi}, y)$ and $t \notin V_{\mathcal{M}}(\psi)$;
$-x \in V_{\mathcal{M}}(\phi \bar{\circ} \breve{\psi}, y)$ iff there exists $z, t \in W$ such that $x \in z \star t, z \notin V_{\mathcal{M}}(\phi)$ and $t \in V_{\mathcal{M}}(\breve{\psi}, y) ;$
$-x \in V_{\mathcal{M}}(\breve{\phi} \triangleright \psi, y)$ iff there exists $z, t \in W$ such that $t \in z \star x, z \in V_{\mathcal{M}}(\breve{\phi}, y)$ and $t \notin V_{\mathcal{M}}(\psi)$;
$-x \in V_{\mathcal{M}}(\phi \bar{\triangleright}, y)$ iff there exists $z, t \in W$ such that $t \in z \star x, z \notin V_{\mathcal{M}}(\phi)$ and $t \in V_{\mathcal{M}}(\breve{\psi}, y)$;
$-x \in V_{\mathcal{M}}(\breve{\phi} \bar{\triangleleft} \psi, y)$ iff there exists $z, t \in W$ such that $z \in x \star t, z \in V_{\mathcal{M}}(\breve{\phi}, y)$ and $t \notin V_{\mathcal{M}}(\psi)$;
$-x \in V_{\mathcal{M}}(\phi \bar{\triangleleft} \breve{\psi}, y)$ iff there exists $z, t \in W$ such that $z \in x \star t, z \notin V_{\mathcal{M}}(\phi)$ and $t \in V_{\mathcal{M}}(\breve{\psi}, y) ;$

It follows that
Proposition 2. Let $\mathcal{M}=(W, R, \star, V)$ be a model. Let $\breve{\alpha}$ be a parametrized action. For all $x, z \in W$, the following conditions are equivalent: $x R_{\mathcal{M}}(\breve{\alpha}(\phi)) z$; there exists $y \in W$ such that $x R_{\mathcal{M}}(\breve{\alpha}, y) z$ and $y \notin V_{\mathcal{M}}(\phi)$. Let $\phi$ be an admissible form. For all $x \in W$, the following conditions are equivalent: $x \in V_{\mathcal{M}}(\breve{\phi}(\psi))$; for all $y \in W$, if $x \in V_{\mathcal{M}}(\phi, y), y \in V_{\mathcal{M}}(\psi)$.

The concept of validity is defined in the usual way as follows.
Definition 9 (Validity). We shall say that a formula $\phi$ is valid in a model $\mathcal{M}$, in symbols $\mathcal{M} \models \phi$, iff $V_{\mathcal{M}}(\phi)=W$. A formula $\phi$ is said to be valid in a frame $\mathcal{F}$, in symbols $\mathcal{F} \models \phi$, iff for all models $\mathcal{M}$ on $\mathcal{F}, \mathcal{M} \models \phi$. We shall say that a formula $\phi$ is valid in a class $\mathcal{C}$ of frames, in symbols $\mathcal{C} \models \phi$, iff for all frames $\mathcal{F}$ in $\mathcal{C}, \mathcal{F} \models \phi$.

For technical reasons, we now consider three particular classes of frames.
Definition 10 (Separated, deterministic or serial frames). A frame $\mathcal{F}=$ $(W, R, \star)$ is said to be separated iff for all $x, y, z, t, u \in W$, if $u \in x \star y$ and $u \in z \star t$, $x=z$ and $y=t$. We shall say that a frame $\mathcal{F}=(W, R, \star)$ is deterministic iff for all $x, y, z, t \in W$, if $z \in x \star y$ and $t \in x \star y$, $z=t$. A frame $\mathcal{F}=(W, R, \star)$ is said to be serial iff for all $x, y \in W$, there exists $z \in W$ such that $z \in x \star y$.

In separated frames, there is at most one way to decompose a given state; in deterministic frames, there is at most one way to combine two given states; in serial frames, it is always possible to combine two given states. Frias [11, Chap. 1] only considers separated, deterministic and serial frames. Here are some valid formulas and admissible rules of proof.

Proposition 3 (Validity). The following formulas are valid in the class of all frames:
$(A 1)[\alpha](\phi \rightarrow \psi) \rightarrow([\alpha] \phi \rightarrow[\alpha] \psi) ;$
(A2) $\langle\alpha ; \beta\rangle \phi \leftrightarrow\langle\alpha\rangle\langle\beta\rangle \phi ;$
(A3) $\langle\alpha \Delta \beta\rangle \phi \rightarrow\langle\alpha\rangle((\phi \wedge \psi) \triangleleft T) \vee\langle\beta\rangle(T \triangleright(\phi \wedge \neg \psi))$;
(A4) $\langle\phi ?\rangle \psi \leftrightarrow \phi \wedge \psi$;
(A5) $(\phi \rightarrow \psi) \overline{\mathrm{o}} \chi \rightarrow(\phi \bar{\circ} \chi \rightarrow \psi \bar{\circ} \chi)$;
(A6) $\phi \bar{\circ}(\psi \rightarrow \chi) \rightarrow(\phi \bar{\circ} \psi \rightarrow \phi \bar{\chi} \chi) ;$
(A7) $(\phi \rightarrow \psi) \bar{\triangleright} \chi \rightarrow(\phi \bar{\triangleright} \chi \rightarrow \psi \bar{\triangleright} \chi) ;$
(A8) $\phi \bar{\triangleright}(\psi \rightarrow \chi) \rightarrow(\phi \bar{\triangleright} \psi \phi \bar{\triangleright} \chi) ;$
(A9) $(\phi \rightarrow \psi) \bar{\triangleleft} \chi \rightarrow(\phi \bar{\triangleleft} \chi \rightarrow \psi \bar{\triangleleft} \chi)$;
$(A 10) \phi \bar{\triangleleft}(\psi \rightarrow \chi) \rightarrow(\phi \bar{\triangleleft} \psi \rightarrow \phi \bar{\triangleleft} \chi) ;$
$(A 11) \phi \circ \neg(\phi \triangleright \neg \psi) \rightarrow \psi ;$
$(A 12) \phi \triangleright \neg(\phi \circ \neg \psi) \rightarrow \psi ;$
$(A 13) \neg(\neg \phi \triangleleft \psi) \circ \psi \rightarrow \phi ;$
$(A 14) \neg(\neg \phi \circ \psi) \triangleleft \psi \rightarrow \phi ;$
(A15) $[(\alpha ; \phi ?) \Delta(\beta ; \psi ?)](\phi \circ \psi)$;
(A16) $\langle\alpha(\phi ?)\rangle \psi \rightarrow\langle\alpha((\phi \wedge \chi) ?)\rangle \psi \vee\langle\alpha((\phi \wedge \neg \chi) ?)\rangle \psi ;$
(A17) $\langle f(\alpha)\rangle \phi \leftrightarrow\langle\alpha\rangle \phi$.
Proposition 4 (Validity). The following formula is valid in the class of all separated frames:
$(A 18) p \circ q \rightarrow(p \bar{\circ} \perp) \wedge(\perp \bar{o} q)$.
Proposition 5 (Admissibility). The following rules of proof preserve validity in the class of all frames:
(MP) from $\phi$ and $\phi \rightarrow \psi$, infer $\psi$;
( $N$ ) from $\phi$, infer $[\alpha] \phi$; from $\phi$, infer $\phi \bar{\sigma} \psi$; from $\phi$, infer $\psi \bar{\circ} \phi$.
$(A 1)$ is the distribution axiom of $P D L,(A 2)$ is the composition axiom, $(A 4)$ is the test axiom, $(A 5)-(A 10)$ are the distribution axioms of conjugated arrow logic and (A11)-(A14) are the tense axioms of conjugated arrow logic whereas $(A 3)$ and (A15)-(A18) are axioms concerning specific properties of the program operation of fork or the constructs $\cdot \circ \cdot, \cdot \triangleright \cdot$ and $\cdot \triangleleft \cdot(M P)$ is the modus ponens rule of proof and $(N)$ is the necessitation rule of proof. They are probably familiar to the reader. As for the following rule of proof, it concerns specific properties of the program operation of fork and the constructs $\cdot \triangleright \cdot$ and $\cdot \triangleleft \cdot$.

Proposition 6 (Admissibility). The following rule of proof preserves validity in the class of all separated frames:
(FOR) from $\{\breve{\phi}(\langle\alpha\rangle((\psi \wedge p) \triangleleft \top) \vee\langle\beta\rangle(T \triangleright(\psi \wedge \neg p)))$ : $p$ is a propositional variable $\}$, infer $\breve{\phi}(\langle\alpha \Delta \beta\rangle \psi)$.

There is an important point we should make: $(F O R)$ is an infinitary rule of proof, i.e. it has an infinite set of formulas as preconditions. In some ways, it is similar to the rule for intersection from $[3,4]$.

## 4 Expressivity

This section studies the expressivity of $P D L_{0}^{\Delta}$.
Definition 11 (Modal definability). Let $\mathcal{C}$ be a class of frames. We shall say that $\mathcal{C}$ is modally definable by the formula $\phi$ iff for all frames $\mathcal{F}, \mathcal{F}$ is in $\mathcal{C}$ iff $\mathcal{F} \models \phi$.

The following propositions show elementary classes of frames that are modally definable.

Proposition 7. The elementary classes of frames defined by the first-order sentences in the hereunder table are modally definable by the associated formulas.

| 1. | $\forall x \exists y y \in x \star x$ | $\langle T ? \Delta T ?\rangle T$ |
| :--- | :--- | :--- |
| 2. | $\forall x \forall y \forall z(y \in x \star x \wedge z \in x \star x \rightarrow y=z)$ | $\langle T ? \Delta T ?\rangle p \rightarrow[\top ? \Delta T ?] p$ |
| 3. | $\forall x \forall y(y \in x \star x \rightarrow x \in x \star y)$ | $p \rightarrow[T ? \Delta T ?](p \triangleright p)$ |
| 4. | $\forall x \forall y(y \in x \star x \rightarrow x \in y \star x)$ | $p \rightarrow[T ? \Delta T ?](p \triangleleft p)$ |
| 5. | $\forall x \forall y \forall z(z \in x \star y \leftrightarrow z \in y \star x)$ | $p \circ q \leftrightarrow q \circ p$ |
| 6. | $\forall x \exists y \exists z x \in y \star z$ | $\top \circ \top$ |
| 7. | $\forall x \exists y \exists z y \in z \star x$ | $\top \triangleright \top$ |
| 8. | $\forall x \exists y \exists z z \in x \star y$ | $\top \triangleleft \top$ |
| 9. | $\forall x \forall y \forall z \forall t(t \in(x \star y) \star z \leftrightarrow t \in x \star(y \star z))$ | $(p \circ q) \circ r \leftrightarrow p \circ(q \circ r)$ |
| 10. | $\forall x \forall y \forall z x \notin y \star z$ | $\perp \bar{\circ} \perp$ |

Proposition 8. The class of all separated frames is modally definable by the formula $p \circ q \rightarrow(p \bar{\circ} \perp) \wedge(\perp \bar{\circ} q)$.

The following proposition shows an elementary class of frames that is not modally definable.

Proposition 9. The class of all deterministic frames is not modally definable.
As for the class of all serial frames, its modal definability is still open. In other respect, the formula $\langle\phi ?\rangle \psi \leftrightarrow \phi \wedge \psi$, being valid in the class of all frames, seems to indicate that for all formulas, there exists an equivalent test-free formula. It is interesting to observe that this assertion is false.

Proposition 10. For all test-free formulas $\phi,\langle T ? \Delta T ?\rangle \top \leftrightarrow \phi$ is not valid in the class of all separated deterministic frames.

The following proposition illustrates the fact that the program operation of fork cannot be defined from the fork-free fragment of the language.

Proposition 11. Let a be a program variable. For all fork-free formulas $\phi$, $\langle a \Delta a\rangle \top \leftrightarrow \phi$ is not valid in the class of all separated deterministic frames.

The following proposition illustrates the fact that, in the presence of propositional quantifiers, the program operation of fork becomes definable from the fork-free fragment of the language in the class of all separated frames.

Proposition 12. Let $\mathcal{M}=(W, R, \star, V)$ be a separated model and $x \in W$. For all admissible forms $\breve{\phi}$, for all programs $\alpha, \beta$, for all formulas $\psi$ and for all propositional variables $p$, if $p$ does not occur in $\phi, \alpha, \beta, \psi$, the following conditions are equivalent: (1) $x \in V_{\mathcal{M}}(\breve{\phi}(\langle\alpha \Delta \beta\rangle \psi))$; (2) for all $V^{\prime}: q \mapsto V^{\prime}(q) \subseteq W$, if $V^{\prime} \sim_{p} V, x \in V_{\left(W, R, \star, V^{\prime}\right)}(\phi(\langle\alpha\rangle((\psi \wedge p) \triangleleft T) \vee\langle\beta\rangle(T \triangleright(\psi \wedge \neg p))))$.

More precisely, in the presence of propositional quantifiers, the formulas $\langle\alpha \Delta \beta\rangle \phi$ and $\forall p(\langle\alpha\rangle((\phi \wedge p) \triangleleft T) \vee\langle\beta\rangle(T \triangleright(\phi \wedge \neg p)))$ are logically equivalent in the class of all separated frames. The implication $\langle\alpha \Delta \beta\rangle \phi \rightarrow \forall p(\langle\alpha\rangle((\phi \wedge p) \triangleleft \top) \vee$ $\langle\beta\rangle(T \triangleright(\phi \wedge \neg p)))$ can be expressed without propositional quantifiers by formulas: $\langle\alpha \Delta \beta\rangle \phi \rightarrow\langle\alpha\rangle((\phi \wedge \psi) \triangleleft T) \vee\langle\beta\rangle(T \triangleright(\phi \wedge \neg \psi)))$. See axiom $(A 3)$ in Proposition 3. As for the implication $\forall p(\langle\alpha\rangle((\phi \wedge p) \triangleleft T) \vee\langle\beta\rangle(T \triangleright(\phi \wedge \neg p))) \rightarrow\langle\alpha \Delta \beta\rangle \phi$, it can be expressed by a rule of proof. The simplest form of such a rule of proof is: from $\{\langle\alpha\rangle((\phi \wedge p) \triangleleft T) \vee\langle\beta\rangle(T \triangleright(\phi \wedge \neg p)): p$ is a propositional variable $\}$, infer $\langle\alpha \Delta \beta\rangle \phi$. See Proposition 6.

## 5 Axiom System

We now define $P D L_{0}^{\Delta}$.
Definition $12\left(P D L_{0}^{\Delta}\right)$. Let $P D L_{0}^{\Delta}$ be the least set of formulas that contains all instances of propositional tautologies, that contains the formulas (A1)-(A18) considered in Propositions 3 and 4 and that is closed under the rules of proof $(M P),(N)$ and (FOR) considered in Propositions 5 and 6.

It is easy to establish the soundness for $P D L_{0}^{\Delta}$ :
Proposition 13 (Soundness for $P D L_{0}^{\Delta}$ ). Let $\phi$ be a formula. If $\phi \in P D L_{0}^{\Delta}$, $\phi$ is valid in the class of all separated frames.

The completeness for $P D L_{0}^{\Delta}$ is more difficult to establish and we defer proving it till next section. In the meantime, it is well worth noting that for all separated models $\mathcal{M}=(W, R, \star, V)$ and for all $x \in W,\left\{\phi: x \in V_{\mathcal{M}}(\phi)\right\}$ is a set of formulas that contains $P D L_{0}^{\Delta}$ and that is closed under the rule of proof $(M P)$. Now, we introduce theories.

Definition 13 (Theories). A set $S$ of formulas is said to be a theory iff $P D L_{0}^{\Delta}$ $\subseteq S$ and $S$ is closed under the rules of proof (MP) and (FOR).

We will use $S, T, \ldots$ for theories. Obviously, the least theory is $P D L_{0}^{\Delta}$ and the greatest theory is the set of all formulas. Not surprisingly, we have

Lemma 1. Let $S$ be a theory. The following conditions are equivalent: $S$ is equal to the set of all formulas; there exists a formula $\phi$ such that $\phi \in S$ and $\neg \phi \in S$; $\perp \in S$.

Referring to Lemma 1, we define what it means for a theory to be consistent.
Definition 14 (Consistency of theories). We shall say that a theory $S$ is consistent iff for all formulas $\phi, \phi \notin S$, or $\neg \phi \notin S$.

By Lemma 1, there is only one inconsistent theory: the set of all formulas. Now, we define what it means for a theory to be maximal.

Definition 15 (Maximality of theories). A theory $S$ is said to be maximal iff for all formulas $\phi, \phi \in S$, or $\neg \phi \in S$.

We will use the following lemma without explicit reference:
Lemma 2. Let $S$ be a maximal consistent theory. We have: $\perp \notin S$; for all formulas $\phi, \neg \phi \in S$ iff $\phi \notin S$; for all formulas $\phi, \psi, \phi \vee \psi \in S$ iff $\phi \in S$, or $\psi \in S$.

To know more about theories, we need yet another definition.
Definition 16 (Operations on theories). If $\alpha$ is a program, $\phi$ is a formula and $S$ is a theory, let $[\alpha] S=\{\phi:[\alpha] \phi \in S\}$ and $S+\phi=\{\psi: \phi \rightarrow \psi \in S\}$.

In the next lemmas, we summarize some properties of theories.
Lemma 3. Let $S$ be a theory. For all programs $\alpha$ and for all formulas $\phi$, we have: $(1)[\phi ?] S=S+\phi ;(2)[\alpha] S$ is a theory; (3) $S+\phi$ is a theory; (4) $\phi, S+\phi$ is the least theory containing $S$ and $\phi$; (5) $S+\phi$ is consistent iff $\neg \phi \notin S$.

Lemma 4. Let $S$ be a theory. If $S$ is consistent, for all formulas $\phi, S+\phi$ is consistent, or there exists a formula $\psi$ such that the following conditions are satisfied: $S+\psi$ is consistent; $\psi \rightarrow \neg \phi \in P D L_{0}^{\Delta}$; if $\phi$ is in the form $\breve{\chi}(\langle\alpha \Delta \beta\rangle \theta)$ of a conclusion of the rule of proof $(F O R)$, there exists a propositional variable $p$ such that $\psi \rightarrow \neg \breve{\chi}(\langle\alpha\rangle((\theta \wedge p) \triangleleft \top) \vee\langle\beta\rangle(\top \triangleright(\theta \wedge \neg p))) \in P D L_{0}^{\Delta}$.

Now, we are ready for the Lindenbaum Lemma.
Lemma 5 (Lindenbaum Lemma). Let $S$ be a theory. If $S$ is consistent, there exists a maximal consistent theory containing $S$.

To define the canonical frame of $P D L_{0}^{\Delta}$ in next section, we need yet another definition.

Definition 17 (Composition of theories). If $S$ and $T$ are theory, let $S \circ T=$ $\{\phi \circ \psi: \phi \in S$ and $\psi \in T\}$.

To end this section, we present useful results.

Lemma 6. Let $\phi, \psi$ be formulas and $\otimes \in\{\circ, \triangleright, \triangleright\}$. For all maximal consistent theories $S$, if $\phi \otimes \psi \in S$, for all formulas $\chi$, we have: $(1)(\phi \wedge \chi) \otimes \psi \in S$, or there exists a formula $\theta$ such that the following conditions are satisfied: $(\phi \wedge$ $\theta) \otimes \psi \in S ; \theta \rightarrow \neg \chi \in P D L_{0}^{\Delta}$; if $\chi$ is in the form $\breve{\tau}(\langle\alpha \Delta \beta\rangle \mu)$ of a conclusion of the rule of proof $(F O R)$, there exists a propositional variable $p$ such that $\theta \rightarrow \neg \breve{\tau}(\langle\alpha\rangle((\mu \wedge p) \triangleleft T) \vee\langle\beta\rangle(T \triangleright(\mu \wedge \neg p))) \in P D L_{0}^{\Delta} ;(2) \phi \otimes(\psi \wedge \chi) \in$ $S$, or there exists a formula $\theta$ such that the following conditions are satisfied: $\phi \otimes(\psi \wedge \theta) \in S ; \theta \rightarrow \neg \chi \in P D L_{0}^{\Delta}$; if $\chi$ is in the form $\breve{\tau}(\langle\alpha \Delta \beta\rangle \mu)$ of a conclusion of the rule of proof $(F O R)$, there exists a propositional variable $p$ such that $\theta \rightarrow \neg \breve{\tau}(\langle\alpha\rangle((\mu \wedge p) \triangleleft \top) \vee\langle\beta\rangle(T \triangleright(\mu \wedge \neg p))) \in P D L_{0}^{\Delta}$.

Lemma 7. Let $\phi, \psi$ be formulas. For all maximal consistent theories $S$, we have: (1) if $\phi \circ \psi \in S$, there exists maximal consistent theories $T, U$ such that $T \circ U \subseteq S$, $\phi \in T$ and $\psi \in U$; (2) if $\phi \triangleright \psi \in S$, there exists maximal consistent theories $T, U$ such that $T \circ S \subseteq U, \phi \in T$ and $\psi \in U$; (3) if $\phi \triangleleft \psi \in S$, there exists maximal consistent theories $T, U$ such that $S \circ U \subseteq T, \phi \in T$ and $\psi \in U$.

## 6 Completeness

Now, for the canonical frame of $P D L_{0}^{\Delta}$.
Definition 18 (Canonical frame). The canonical frame of $P D L_{0}^{\Delta}$ is the 3tuple $\mathcal{F}_{c}=\left(W_{c}, R_{c}, \star_{c}\right)$ where $W_{c}$ is the set of all maximal consistent theories, $R_{c}$ is the function from the set of all program variables into the set of all binary relations between maximal consistent theories defined by $S R_{c}(a) T$ iff $[a] S \subseteq T$ and $\star_{c}$ is the function from the set of all pairs of maximal consistent theories into the set of all sets of maximal consistent theories defined by $U \in S \star_{c} T$ iff $S \circ T \subseteq U$.

We show first that
Lemma 8. $\mathcal{F}_{c}$ is separated.
Now, for the canonical valuation of $P D L_{0}^{\Delta}$ and the canonical model of $P D L_{0}^{\Delta}$.
Definition 19 (Canonical valuation and canonical model). The canonical model of $P D L_{0}^{\Delta}$ is the 4-tuple $\mathcal{M}_{c}=\left(W_{c}, R_{c}, \star_{c}, V_{c}\right)$ where $V_{c}$ is the canonical valuation of $P D L_{0}^{\Delta}$, i.e. the function from the set of all propositional variables into the set of all sets of maximal consistent theories defined by $S \in V_{c}(p)$ iff $p \in S$.

For the proof of the Truth Lemma, we have to consider large programs.
Definition 20 (Large programs). The set of all large programs is inductively defined as follows:

- $A::=a|(A ; B)|(A \Delta B) \mid \bar{S} ? ;$
where for all consistent theories $S, \bar{S}$ is a new symbol.

We will use $A, B, \ldots$ for large programs. Let us be clear that each large program is a finite string of symbols coming from an uncountable alphabet. It follows that there are uncountably many large programs. For convenience, we omit the parentheses in accordance with the standard rules. It is essential that large programs are built up from program variables and symbols for consistent theories by means of the operations ; and $\Delta$. Let $A\left(\bar{S}_{1} ?, \ldots, \bar{S}_{n}\right.$ ?) be a large program with $\left(\bar{S}_{1}, \ldots, \bar{S}_{n}\right)$ a sequence of some of its symbols for consistent theories. The result of the replacement of $\bar{S}_{1}, \ldots, \overline{S_{n}}$ in their places with other symbols $\bar{T}_{1}, \ldots, \bar{T}_{n}$ for consistent theories is another large program which will be denoted $A\left(\bar{T}_{1} ?, \ldots, \bar{T}_{n} ?\right)$.
Definition 21 (Maximality of large programs). A large program $A\left(\bar{S}_{1}\right.$ ?, $\ldots, \overline{S_{n}}$ ?) with $\left(\bar{S}_{1}, \ldots, \overline{S_{n}}\right)$ the sequence of all its symbols for consistent theories will be defined to be maximal if the theories $S_{1}, \ldots, S_{n}$ are maximal.

It appears that large programs, maximal, or not, can be associated with a set of programs.
Definition 22 (Kernel function). The kernel function ker : $A \mapsto \operatorname{ker}(A) \subseteq$ $P R G$ is inductively defined as follows:
$-\operatorname{ker}(a)=\{a\} ;$
$-\operatorname{ker}(A ; B)=\{\alpha ; \beta: \alpha \in \operatorname{ker}(A)$ and $\beta \in \operatorname{ker}(B)\} ;$
$-\operatorname{ker}(A \Delta B)=\{\alpha \Delta \beta: \alpha \in \operatorname{ker}(A)$ and $\beta \in \operatorname{ker}(B)\} ;$
$-\operatorname{ker}(\bar{S})=\{\phi ?: \phi \in S\}$.
The following lemmas play an important role in the proof of the completeness for $P D L_{0}^{\Delta}$.
Lemma 9. Let $\alpha(\phi$ ?) be a program. For all maximal consistent theories $S$, if $\langle\alpha(\phi ?)\rangle \top \in S$, for all formulas $\psi$, we have: $\langle\alpha((\phi \wedge \psi) ?)\rangle \top \in S$, or there exists a formula $\chi$ such that the following conditions are satisfied: $\langle\alpha((\phi \wedge \chi)$ ?) $) \top \in S$; $\chi \rightarrow \neg \psi \in P D L_{0}^{\Delta}$; if $\psi$ is in the form $\breve{\theta}(\langle\beta \Delta \gamma\rangle \tau)$ of a conclusion of the rule of proof $(F O R)$, there exists a propositional variable $p$ such that $\chi \rightarrow \neg \breve{\theta}(\langle\beta\rangle((\tau \wedge$ $p) \triangleleft T) \vee\langle\gamma\rangle(T \triangleright(\tau \wedge \neg p))) \in P D L_{0}^{\Delta}$.
Lemma 10 (Diamond Lemma). Let $\alpha$ be a program and $\phi$ be a formula. For all maximal consistent theories $S$, if $[\alpha] \phi \notin S$, there exists a maximal program $A$ and there exists a maximal consistent theory $T$ such that $f(\alpha) \in \operatorname{ker}(A)$, for all programs $\beta$, if $\beta \in \operatorname{ker}(A),[\beta] S \subseteq T$ and $\phi \notin T$.

With this established, we are ready for the Truth Lemma.
Lemma 11 (Truth Lemma). Let $\alpha$ be a program. For all maximal consistent theories $S, T$, the following conditions are equivalent: $S R_{\mathcal{M}_{c}}(\alpha) T$; there exists a maximal program $A$ such that $f(\alpha) \in \operatorname{ker}(A)$ and for all programs $\beta$, if $\beta \in$ $\operatorname{ker}(A),[\beta] S \subseteq T$. Let $\phi$ be a formula. For all maximal consistent theories $S$, the following conditions are equivalent: $S \in V_{\mathcal{M}_{c}}(\phi) ; \phi \in S$.

Now, we are ready for the completeness for $P D L_{0}^{\Delta}$.
Proposition 14 (Completeness for $P D L_{0}^{\Delta}$ ). Let $\phi$ be a formula. If $\phi$ is valid in the class of all separated frames, $\phi \in P D L_{0}^{\Delta}$.

## 7 Decidability

In this section, we prove that the logic completely axiomatized in the previous sections is decidable. We use the notation $\sim \phi$ which is defined by: $\sim \phi=$ if there exists a formula $\psi$ such that $\phi=\neg \psi$ then $\psi$ else $\neg \phi$. We use $\nu$ to denote an expression which may be either a program or a formula and $|\nu|$ to denote the number of occurrences of symbols in $\nu$. The following size function provides a more semantical measure on programs.

Definition 23 (Size of programs). Let size be the function from the set of all programs to $\mathbb{N}$ inductively defined as follows:
$-\operatorname{size}(\phi ?)=0 ;$
$-\operatorname{size}(a)=1$;
$-\operatorname{size}(\alpha ; \beta)=\operatorname{size}(\alpha)+\operatorname{size}(\beta)$;
$-\operatorname{size}(\alpha \Delta \beta)=\min (\operatorname{size}(\alpha), \operatorname{size}(\beta))+1$.
Obviously, if $x R_{\mathcal{M}}(\alpha) y$ and $\operatorname{size}(\alpha)=0$ then $x=y$. Now we decompose expressions into subexpressions, associating a depth to each subformula.

Definition 24 (Localized expression and decomposition). A localized expression is a tuple $d: \nu$ where $\nu$ is an expression and $d \in \mathbb{N}$ is called the depth. Given any localized expression $d: \nu$, the decomposition $\mathrm{Cl}(d: \nu)$ of $d: \nu$ is the least set of localized expressions containing $d: \nu$ and closed by the application of the rules from Fig. 1. We write $\mathrm{Cl}(\phi)$ for $\mathrm{Cl}(0: \phi)$.

$$
\begin{array}{ccc}
\frac{d: \phi}{d: \sim \phi} & & \frac{d: \phi \vee \psi}{d: \phi d: \psi} \\
& \frac{d:\langle\alpha\rangle \phi}{d: \alpha d+\operatorname{size}(\alpha): \phi} & \\
\frac{d: \phi ?}{d: \phi} & \frac{d: \alpha ; \beta}{d: \alpha d+\operatorname{size}(\alpha): \beta} & \frac{d: \alpha \Delta \beta}{d: \alpha d: \beta} \\
\frac{d: \phi \circ \psi}{d+1: \phi \quad d+1: \psi} & \frac{d: \phi \triangleright \psi}{d+1: \phi d+1: \psi} & \frac{d: \phi \triangleleft \psi}{d+1: \phi} d+1: \psi
\end{array}
$$

Fig. 1. Rules for the decomposition of localized programs and formulas

Lemma 12. The cardinality of $\mathrm{Cl}(\phi)$ is linear in $|\phi|$.
Lemma 13. $\max \{d \mid \exists \nu, d: \phi \in \mathrm{Cl}(\phi)\}$ is linear in $|\phi|$.
We now prove a strong finite model property for $P D L_{0}^{\Delta}$ interpreted over the class of all separated frames. The procedure Selection on the following page creates a model $\mathcal{M}_{s}$ from a model $\mathcal{M}_{o}$ satisfying a formula $\phi_{0}$ at $w_{0}$. It uses the recursive procedure Link described in Procedure 2.

Input: A formula $\phi_{0}$, a model $\mathcal{M}_{o}=\left(W_{o}, R_{o}, \star_{o}, V_{o}\right)$ and an initial state $w_{0} \in W_{o}$ such that $w_{0} \in V_{\mathcal{M}_{o}}\left(\phi_{0}\right)$.
Result: A finite model $\mathcal{M}_{s}=\left(W_{s}, R_{s}, \star_{s}, V_{s}\right)$.
Data: A subset $K \subseteq W_{s}$ of marked nodes and an integer $n \in \mathbb{N}$.

## initialisation

$n=0$;
$W_{s}=\left\{\left(0,0, w_{0}\right)\right\}$;
$R_{s}(a)=\emptyset$ for all $a \in \Pi_{0} ;$
$\left(O, 0, w_{0}\right) \star_{s}\left(O, 0, w_{0}\right)=\emptyset ;$
$K=\emptyset ;$
end
while $K \neq W_{s}$ do
choose an unmarked state $(k, d, w) \in W_{s} \backslash K$;
while $(k, d, w) \notin K$ do
let $V_{s}(p)=\left\{\left(k_{x}, d_{x}, x\right) \in W_{s} \mid x \in V_{o}(p)\right\}$ for all $p \in \Phi_{0} ;$
if there exists $d^{\prime}:\langle\alpha\rangle \phi \in \mathrm{Cl}\left(\phi_{0}\right)$ such that $\operatorname{size}(\alpha)>0, d^{\prime} \geq d$,
$w \in V_{\mathcal{M}_{o}}(\langle\alpha\rangle \phi)$ and $(k, d, w) \notin V_{\mathcal{M}_{s}}(\langle\alpha\rangle \phi)$ then
choose $y$ s.t. $w R_{\mathcal{M}_{o}}(\alpha) y$ and $y \in V_{\mathcal{M}_{o}}(\phi)$;
let $d_{y}=d+\operatorname{size}(\alpha)$;
let $n=n+1$;
add $\left(n, d_{y}, y\right)$ to $W_{s}$;
call Link $\left(\mathcal{M}_{o}, \mathcal{M}_{s}, n,(k, d, w),\left(n, d_{y}, y\right), \alpha\right)$;
else if there exists $d^{\prime}: \phi \circ \psi \in \operatorname{Cl}\left(\phi_{0}\right)$ such that $d^{\prime} \geq d, w \in V_{\mathcal{M}_{o}}(\phi \circ \psi)$
and there is no $\left(k_{x}, d_{x}, x\right),\left(k_{y}, d_{y}, y\right) \in W_{s}$ such that
$(k, d, w) \in\left(k_{x}, d_{x}, x\right) \star_{s}\left(k_{y}, d_{y}, y\right)$ then
choose $x$ and $y$ s.t. $w \in x \star_{s} y, x \in V_{\mathcal{M}_{o}}(\phi)$ and $y \in V_{\mathcal{M}_{o}}(\psi)$;
add $(n+1, d+1, x)$ and $(n+2, d+1, y)$ to $W_{s}$;
add $(k, d, w)$ to $(n+1, d+1, x) \star_{s}(n+2, d+1, y)$;
let $n=n+2$;
else if there exists $d^{\prime}: \phi \triangleright \psi \in \mathrm{Cl}\left(\phi_{0}\right)$ such that $d^{\prime} \geq d, w \in V_{\mathcal{M}_{o}}(\phi \triangleright \psi)$
and $(k, d, w) \notin V_{\mathcal{M}_{s}}(\phi \triangleright \psi)$ then
choose $x$ and $y$ s.t. $y \in x \star_{s} w, x \in V_{\mathcal{M}_{o}}(\phi)$ and $y \in V_{\mathcal{M}_{o}}(\psi)$;
add $(n+1, d+1, x)$ and $(n+2, d+1, y)$ to $W_{s}$;
add $(n+2, d+1, y)$ to $(n+1, d+1, x) \star_{s}(k, d, w)$;
let $n=n+2$;
else if there exists $d^{\prime}: \phi \triangleleft \psi \in \mathrm{Cl}\left(\phi_{0}\right)$ such that $d^{\prime} \geq d, w \in V_{\mathcal{M}_{o}}(\phi \triangleleft \psi)$
and $\mathcal{M}_{s},(d, w) \triangleleft \notin V_{\phi}(\psi)$ then
choose $x$ and $y$ s.t. $x \in w \star_{s} y, x \in V_{\mathcal{M}_{o}}(\phi)$ and $y \in V_{\mathcal{M}_{o}}(\psi)$;
add $(n+1, d+1, x)$ and $(n+2, d+1, y)$ to $W_{s}$;
add $(n+1, d+1, x)$ to $(k, d, w) \star_{s}(n+2, d+1, y)$;
let $n=n+2$;
else
add $(k, d, w)$ to K ;
end
end
end

Input: Two models $\mathcal{M}_{o}=\left(W_{o}, R_{o}, \star_{o}, V_{o}\right)$ and $\mathcal{M}_{s}=\left(W_{s}, R_{s}, \star_{s}, V_{s}\right)$, an integer $n$, two states $\left(k_{x}, d_{x}, x\right),\left(k_{y}, d_{y}, y\right) \in W_{s}$ and a program $\alpha$ such that $x R_{\mathcal{M}_{0}}(\alpha) y$.
Result: $\mathcal{M}_{s}$ and $n$ modified.
if $\alpha$ is of the form $a \in \Pi_{0}$ then
$\operatorname{add}\left(\left(k_{x}, d_{x}, x\right),\left(k_{y}, d_{y}, y\right)\right)$ to $R_{s}(a) ;$
else if $\alpha$ is of the form $(\beta ; \gamma)$ then
if $\operatorname{size}(\beta)=0$ then
call $\operatorname{Link}\left(\mathcal{M}_{o}, \mathcal{M}_{s}, n,\left(k_{x}, d_{x}, x\right),\left(k_{y}, d_{y}, y\right), \gamma\right) ;$
else if $\operatorname{size}(\gamma)=0$ then
call $\operatorname{Link}\left(\mathcal{M}_{o}, \mathcal{M}_{s}, n,\left(k_{x}, d_{x}, x\right),\left(k_{y}, d_{y}, y\right), \beta\right) ;$
else
choose $z$ s.t. $x R_{\mathcal{M}_{o}}(\beta) z$ and $z R_{\mathcal{M}_{o}}(\gamma) y$;
let $n=n+1$;
let $d_{z}=d_{x}+\operatorname{size}(\alpha)$;
add $\left(n, d_{z}, z\right)$ to $W_{s}$;
call Link $\left(\mathcal{M}_{o}, \mathcal{M}_{s}, n,\left(k_{x}, d_{x}, x\right),\left(n, d_{z}, z\right), \beta\right)$;
call Link $\left(\mathcal{M}_{o}, \mathcal{M}_{s}, n,\left(n, d_{z}, z\right),\left(k_{y}, d_{y}, y\right), \gamma\right)$;
end
else if $\alpha$ is of the form $(\beta \Delta \gamma)$ then
if $\operatorname{size}(\beta)=0$ and $\operatorname{size}(\gamma)=0$ then
$\operatorname{add}\left(k_{y}, d_{y}, y\right)$ to $\left(k_{x}, d_{x}, x\right) \star_{s}\left(k_{x}, d_{x}, x\right) ;$
else if $\operatorname{size}(\beta)=0$ then
choose $z$ s.t. $x R_{\mathcal{M}_{o}}(\gamma) z$ and $y \in x \star_{o} z ;$
let $n=n+1$;
let $d_{z}=\min \left(d_{y}+1, d_{x}+\operatorname{size}(\gamma)\right)$;
add $\left(n, d_{z}, z\right)$ to $W_{s}$;
add $\left(k_{y}, d_{y}, y\right)$ to $\left(k_{x}, d_{x}, x\right) \star_{s}\left(n, d_{z}, z\right)$;
call Link $\left(\mathcal{M}_{o}, \mathcal{M}_{s}, n,\left(k_{x}, d_{x}, x\right),\left(n, d_{z}, z\right), \gamma\right)$;
else if $\operatorname{size}(\gamma)=0$ then
choose $w$ s.t. $x R_{\mathcal{M}_{o}}(\beta) w$ and $y \in w \star_{o} x$;
let $n=n+1$;
let $d_{w}=\min \left(d_{y}+1, d_{x}+\operatorname{size}(\beta)\right)$;
add $\left(n, d_{w}, w\right)$ to $W_{s}$;
add $\left(k_{y}, d_{y}, y\right)$ to $\left(n, d_{w}, w\right) \star_{s}\left(k_{x}, d_{x}, x\right)$;
;
call Link $\left(\mathcal{M}_{o}, \mathcal{M}_{s}, n,\left(k_{x}, d_{x}, x\right),\left(n, d_{w}, w\right), \beta\right) ;$
else
choose $w$ and $z$ s.t. $x R_{\mathcal{M}_{o}}(\beta) w, x R_{\mathcal{M}_{o}}(\gamma) z$ and $y \in w \star_{o} z ;$
let $n=n+2$;
let $d_{w}=\min \left(d_{y}+1, d_{x}+\operatorname{size}(\beta), d_{x}+\operatorname{size}(\gamma)+1\right)$;
let $d_{z}=\min \left(d_{y}+1, d_{x}+\operatorname{size}(\gamma), d_{x}+\operatorname{size}(\beta)+1\right) ;$
add $\left(n-1, d_{w}, w\right)$ and $\left(n, d_{z}, z\right)$ to $W_{s}$;
add $\left(k_{y}, d_{y}, y\right)$ to $\left(n-1, d_{w}, w\right) \star_{s}\left(n, d_{z}, z\right)$;
call Link $\left(\mathcal{M}_{o}, \mathcal{M}_{s}, n,\left(k_{x}, d_{x}, x\right),\left(n-1, d_{w}, w\right), \beta\right)$;
call Link $\left(\mathcal{M}_{o}, \mathcal{M}_{s}, n,\left(k_{x}, d_{x}, x\right),\left(n, d_{z}, z\right), \gamma\right)$;
end
end
Procedure 2. Link

Lemma 14. The procedure Selection terminates and the cardinality of $W_{s}$ is exponential in $\left|\phi_{0}\right|$.

Lemma 15. Whenever Link is called, $d_{y} \leq d_{x}+\operatorname{size}(\alpha)$.
Lemma 16. For all $\left(k_{y}, d_{y}, y\right),\left(k_{w}, d_{w}, w\right),\left(k_{z}, d_{z}, z\right) \in W_{s}$, such that $\left(k_{y}, d_{y}, y\right) \in\left(k_{w}, d_{w}, w\right) \star_{s}\left(k_{z}, d_{z}, z\right)$ then $y \in w \star_{o} z,\left|d_{y}-d_{w}\right| \leq 1,\left|d_{y}-d_{z}\right| \leq 1$ and $\left|d_{w}-d_{z}\right| \leq 1$.

Lemma 17. For all $\left(k_{x}, d_{x}, x\right),\left(k_{y}, d_{y}, y\right) \in W_{s}$ and all $\alpha$, if $\left(k_{x}, d_{x}, x\right) R_{\mathcal{M}_{s}}(\alpha)$ $\left(k_{y}, d_{y}, y\right)$, then $d_{y} \leq d_{x}+\operatorname{size}(\alpha)$.

Lemma 18. If $\mathcal{M}_{o}$ is separated, then $\mathcal{M}_{s}$ is separated too.
Lemma 19 (Truth lemma). If $\mathcal{M}_{o}$ is separated, then $\left(0,0, w_{0}\right) \in V_{\mathcal{M}_{s}}\left(\phi_{0}\right)$.
Proposition 15. Any $P D L_{0}^{\Delta}$ formula $\phi$ satisfiable in a separated model is satisfiable in a separated finite model with a number of states bounded by an exponential in $|\phi|$.

Since the model-checking problem for $P D L_{0}^{\Delta}$ is obviously polynomial in the size of the model, therefore we have the following corollary:

Corollary 1. The satisfiability problem for $P D L_{0}^{\Delta}$ in the class of separated frames is decidable in non-deterministic exponential time.

## 8 Conclusion

In modal logic, standard proofs of completeness for a given logic are usually based on the canonical frame construction consisting of the set of all maximal consistent sets of the logic equipped with standard definitions for the canonical accessibility relations. Since the program operation of fork considered in [11, Chap. 1] is not modally definable in the ordinary language of $P D L$, this method cannot work in our case. As a result, we have given an axiomatization of $P D L_{0}^{\Delta}$, our variant of iteration-free $P D L$ with fork, using an unorthodox rule of proof and we have proved its completeness using large programs. So, we have extended the canonical frame construction introducing new tools and techniques connected with an unorthodox rule of proof and large programs.

We anticipate a number of further investigations. First, there is the following general question: is it possible to eliminate the rule of proof $(F O R)$ and to replace it with a finite set of additional axiom schemes? Second, more details on decidability/complexity issues would be relevant. Third, there is the question of the complete axiomatization of validity with respect to other classes of frames like the class of frames considered in [11, Chap. 1], i.e. the class of all separated, deterministic and serial frames. Fourth, is the validity problem with respect to the class of all separated, deterministic and serial frames decidable? If it is, what is its complexity? Fifth, it remains to see whether our approach can be extended to the full language of $P D L$ with fork, this time with iteration.

A novelty in the paper is the proof that fork is modally definable in a language with propositional quantifiers and that the rule $(F O R)$ in a sense simulates the quantifier rule for universal quantification in the context of the definition of fork. This is a new look on the nature of some context dependent rules of proof like $(F O R)$. In some ways, $(F O R)$ is similar to the rule for intersection from $[3,4]$. See also [1] for ideas about its elimination from the axiomatization of $P D L_{0}^{\Delta}$ we have given. We expect that our variant of the canonical frame construction can be applied to other logics, for instance $P R S P D L$, the variant of $P D L$ with fork given rise by the binary operation of fork $\nabla$ considered in Benevides et al. [5, Sect. 2] and whose axiomatization is still open.
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