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The dynamic structure factor of materials is proportional to their linear electronic response and
it displays their excitation spectra. Usually the response is measured on the same length scale as
the perturbation. Here we illustrate that much can be gained by studying also the mixed dynamic
structure factor, which connects different spatial components of perturbation and response. We
extend state-of-the-art ab initio calculations to access the mixed dynamic structure factor, including
excitonic effects. Using bulk silicon and lithium fluoride as prototype examples, we show that these
effects play a crucial role above and below the quasi-particle gap, and are needed in order to explain
coherent inelastic x-ray scattering experiments. Our approach also yields important information
concerning the microscopic structure of time-dependent density functional theory.

One of the key concepts in condensed matter theory
is screening, the modification of a potential felt by a
charge due to the rearrangement of other charges [IJ.
In many cases the dominant contribution to this phe-
nomenon can be described in linear response [2]. This
means that the knowledge of the response of a system
to an external perturbation is entirely contained in the
density-density response function x,which is determined
only by the material. The poles of x in frequency space
are the excitation energies of the system. The density-
density response function is measured directly or indi-
rectly in many spectroscopy experiments [3], such as elec-
tron energy loss spectroscopy (EELS) [4], optical absorp-
tion [5l 6], or inelastic x-ray scattering (IXS) [7], which
yields the dynamic structure factor (DSF) that is propor-
tional to the imaginary part of x. Knowing x can also
help to understand or predict effects such as a significant
local rearrangement of charges as response of the system
to a perturbation, which can have dramatic effects on the
structure, for example self-trapped excitons [§]. Finally,
screening is also one of the fundamental processes that
govern the behavior of all many-body systems. There-
fore it appears naturally as a building block in the for-
mulation of many-body perturbation theory [9], via the
screened Coulomb interaction W = v, + v.xv., where v,
is the bare Coulomb interaction. The widely-used GW
approximation (GWA) [I0], for example, uses W as ef-
fective interaction.

Some important features of the frequency-dependent
screening are captured for the homogeneous electron gas
by the Lindhard dielectric function [II] from the ran-
dom phase approximation (RPA) [I2], where only the
classical electrostatic potential between charges is taken
into account. For small momentum transfer this is suffi-
cient to describe the long-range collective oscillations of
the electron gas, called plasmons, even for simple met-
als and semiconductors (see, e.g., [I3HI7]). However, in
many other cases this approximation yields unsatisfac-

tory results. Prominent examples are materials with lo-
calized d- or f-states [I8H21], or loss spectra for larger
momentum transfer [22H25], where a shorter length scale
is probed. Moreover, the RPA cannot yield bound ex-
citons [26], which are most clearly seen in optical spec-
tra [27, 28]. Such many-body effects are instead cap-
tured by the Bethe-Salpeter equation (BSE) [29], a two-
body Dyson equation that correlates the excited elec-
trons and holes [26] [30]. This equation has been success-
fully used to calculate optical spectra in the framework
of semi-empirical calculations since the eighties [3TH34],
and in first principles calculations since the nineties [351-
38]. Loss spectra for vanishing momentum transfer have
been looked at more recently [39H4T], and a few calcula-
tions exist for loss spectra at non-vanishing momentum
transfer [42H50].

Optics, EELS and IXS probe the response of the sys-
tem on the same length scale as the perturbation. Besides
the spectroscopic information, this allows one also to re-
construct charge excitations as an averaged function of
space and time from experimental IXS spectra [5IH55].
However, in an inhomogeneous material even a spatially
monochromatic perturbation creates a response on differ-
ent length scales [56], 67], depending on the local struc-
ture of the material. Only when all these components of
the response are known can one describe induced charges
with spatial resolution, and can one determine important
many-body effects that depend on all the components of
W. For these reasons, it is highly desirable to extend
state-of-the-art advanced theoretical and numerical ap-
proaches to the description of the full inhomogeneous re-
sponse of materials including excitonic effects. This gives
access to the mized DSF (MDSF), which is a matrix in
reciprocal space whose diagonal is the ordinary DSF [7].
The MDSF can be measured by coherent IXS (CIXS) [7].
On the theory side, some off-diagonal elements of the
MDSF in silicon were calculated in the adiabatic local
density approximation (ALDA) of time-dependent den-



sity functional theory (TDDFT) |58, [59], which is similar
to the RPA, whereas to the best of our knowledge exci-
tonic effects have never been accessed.

The aim of the present work is to extend ab initio
BSE calculations to access the MDSF including excitonic
effects, to benchmark against experiment, analyze and
make predictions. This also leads to new guidelines for
modeling approximations to TDDFT.

In periodic crystals the density-density response func-
tion can be written in reciprocal space as a function and
matriz xea (q,w), where q belongs to the first Brillouin
zone and G, G’ are reciprocal-lattice vectors. It yields
the induced charge as response to an external potential
from nina(q + G,w) = Y o Xaa (A, w)vext (g + G, w).
In a homogeneous material y is diagonal. In an inhomo-
geneous material the diagonal of x yields only a spatially
averaged response, and not its local values.

To access excitonic effects, we have to extend the BSE
approach to the calculation of all elements xga/ (q,w)
of the response matrix. In its state-of-the-art ab ini-
tio version this approach uses a quasiparticle (QP) ap-
proximation, and replaces the electron-hole interaction
by a statically screened Coulomb interaction W(w = 0).
This allows one to express x in terms of the eigenvectors
Ay and eigenvalues E) of the two-particle hamiltonian
ﬁcxc = Acl +ﬁh +0— W, where ﬁcl and I;Th contain the
occupied and empty QP bands calculated in the GWA, v
is the electron-hole exchange interaction due to the bare
Ve, and —W is the screened direct electron-hole attrac-
tion that is responsible for excitonic effects [20]. Setting
W =0 corresponds to performing an RPA calculation
that uses as input the GW bandstructure: we will refer to
this as RPA+GW. Using instead the LDA bandstructure
as input leads to the RPA+LDA approximation, which
is often simply called RPA. For a system with a gap, one
can express the full matrix y in terms of the eigenvalues
E, and eigenvectors Ay of Heyyo as:

xea(@,w) =Y Y A (@) (a+G)
ALt
XLZA’V( )pv(a+ G, (1)
w—E,\(q)—i—m ~ Aq)pr\q )

where Oy is the overlap matrix of the coefficients Ay
that mix the transitions ¢ among QP states (n — n’
bands and k — q — k wavevectors), with oscillator
strength i (q+ G) = (dni—q| €T T G) (for more
details see Ref.[45], where the diagonal G = G’ of Eq.
was calculated).

Off-diagonal elements of the MDSF are experimen-
tally accessible using the transmission electron micro-
scope [63H65] or from CIXS experiments, where the ini-
tial photon state is spatially modulated in a way that is
commensurable with the intrinsic spatial modulation of
the crystal [7], [66H68]. In silicon, CIXS spectra were used
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FIG. 1. Dynamic structure factor for q=(-1/2,-1/2,-1/2),
G=(0,0,0), G’'=(1,1,1) in reciprocal lattice units for (a) Si and
(b) LiF, obtained from the BSE (blue lines for diagonal and
black lines for off-diagonal elements) and within RPA+GW
(red lines for diagonal and magenta lines for off-diagonal)
compared to the experiments (diamonds for diagonal and
squares for off-diagonal): Si CIXS [60] and IXS [22] [61]; LiF
EELS [62].

to determine the plasmon band gap opening at the Bril-
louin zone boundary due to the periodic lattice potential
[60L [69-72]. This allows us to benchmark our theoretical
development against experiment for silicon, before mak-
ing a prediction for the case of a strongly bound exciton
in LiF.

In both these centrosymmetric crystals (see [73] for the
general formulation) the MDSF Sgar(q,w) is real valued
and related to x via: Sga/(q,w) = —[Imygar(q,w)+
Imxg'c(q,w)]/(2r). Fig. [fa) shows the calculated
Sca(q,w)of Siat q = (—1/2,-1/2,—1/2), G = (0,0,0)
with either the diagonal element G’ = G or the off-
diagonal one with G’ = (1,1, 1),compared to the exper-
imental results from [22] [60] [61][74]. The diagonal ele-
ment is characterised by a broad plasmon peak. As it is
found in general [39], the RPA+GW calculation overesti-
mates the plasmon energy, and the electron-hole attrac-
tion yields a shift to lower energies, close to 20 eV, in good
agreement with experiments [22 [6I]. The off-diagonal
elements of Sga/(q,w) look qualitatively different from
the diagonal ones. In particular, their spectrum can even
be negative [58, 59]. Our results show that many-body



effects act in a similar way as in the diagonal elements:
compared to experiment, the RPA+GW gives a qualita-
tively correct description, but it overestimates the energy
of all structures seen in experiment. The electron-hole
attraction in the BSE shifts spectral weight to lower en-
ergies, so that there is a first peak at 13.8 eV and a dip
at 19.6 eV. Moreover, the first peak is sharper in BSE
than in RPA+GW. This brings both the spectral shape
and the position of the peaks much closer to experiment
[60] than the RPA+GW results. One may find it intu-
itive that the BSE acts in a similar way on diagonal and
off-diagonal elements. However, this is far from trivial:
excitonic effects in silicon are interference effects, based
on a subtle interplay of intensities and phases, not simply
a shift of energies [36] [75]. Without knowing the result,
one could not have predicted the picture of Fig. a).

The very good agreement between theory and experi-
ment for silicon, and the significant excitonic effects on
off-diagonal elements that emerge from the results, give
strong motivation to explore and predict spectra for a
material with much stronger excitonic effects. Fig. [[(b)
shows the calculated MDSF of LiF for the same choice
of q, G, G’ as above for silicon. Our calculated diagonal
element agrees with literature results [42H45]; in partic-
ular, a strongly bound exciton at 14.6 eV, well within
the QP gap given by the onset of RPA+GW, is observed
in the measured spectra and correctly described by the
BSE. The question is how the exciton will affect the off-
diagonal elements. Our calculation shows that, as in the
case of the diagonal, RPA+GW yields a spectrum that
is quite featureless. It is negative and of significant in-
tensity, but more than a factor of two weaker than the
diagonal one. Including now the electron-hole interac-
tion, the structures in the off-diagonal element above 15
eV reflect structures in the diagonal element with positive
or negative sign and, as in the case of RPA+GW, clearly
reduced intensity. Below the GW gap also in the off-
diagonal element a strongly bound exciton peak appears.
Strikingly, it is approximately the specular negative of
its diagonal counterpart at 14.6 eV, with a very simi-
lar intensity. This shows that it could be detrimental to
neglect off-diagonal elements, for example to get insight
into bound excitons in real space [53].

The CIXS experiment is difficult, and published re-
sults are today still limited to the first pioneering works
on silicon [60]. Our results, while showing the impor-
tance of an ab initio theoretical approach with pre-
dictive power, strongly motivate a renewed experimen-
tal effort. At the same time, they can impact other
fields of theory. Indeed, in principle the full x includ-
ing excitonic effects can also be calculated in TDDFT
[76, [77]. With respect to the two-particle BSE, TDDFT
has the computational advantage of relying on the one-
particle Kohn-Sham equation. It is therefore a widely
used approach all over physics and chemistry [78H81]. In
TDDEFT, x can be obtained from the linear response ma-

trix equation y = x4 4+ xBPA £, x, where x4 is the
RPA response function based on Kohn-Sham ingredients,
and the exchange-correlation kernel fy. is the functional
derivative of the Kohn-Sham exchange-correlation poten-
tial with respect to the density [26]. Like ygar(q,w), in
a crystal x4 and f,. are matrices in reciprocal space.
Unfortunately, the widely used approximations for fx.,
such as the ALDA, fail to describe excitonic effects in
extended systems [82]. More advanced kernels have been
derived from the BSE [83H92] or modeled using related
knowledge [93H99], but no known expression is to date
able to well describe spectra including bound and con-
tinuum excitons with a reasonable computational effort.

One obstacle for approximating fy. is the fact that
little is known, in particular concerning off-diagonal ele-
ments. If y was given, in principle fy. could be studied
by inverting the linear response equation, fy.ga/(q,w) =
(XRPA);G, (qw)— XE;lc;/ (q,w). However, up to now off-
diagonal elements of yaa/(q,w) in the presence of exci-
tonic effects were unknown, and as Fig. [l| shows, they

cannot be neglected.

The present work overcomes this difficulty, since we
now have the full matrix yge/(q,w) and can there-
fore invert the linear response equation. In line with
literature, we will distinguish two definitions: the fy.
from TDDFT as explained above, and f7% o (q,w) =

(XRPA+GW);GI (q,w) — X&lcf (q,w). The latter “many-

body” kernel does not have the difficult task to open the
quasi-particle gap, because xyFA+EW s built with the
GW band structure. It is therefore a common starting
point for successful model kernels (all kernels in Refs. [83-
90, ©O3H97] use this approach). In particular, we can ad-
dress the following questions: What is the global struc-
ture of these kernels? Are there significant differences
that might make one or the other easier to model? Can
one detect a special feature linked to the bound exciton?

Fig. (a) shows for LiF the real part of the q — 0 head
elements G=G’=0 of f,. and ;’C’b. Both kernels have a
pronounced frequency dependence. For this reason, the
real parts must be accompanied by a respective imagi-
nary part, shown in Fig. b). For both fy. and fm?
the imaginary parts are zero at low frequency. The onset
of intensity is above 8 eV for fy., but only above 12 eV
for ](’C”’. The reason lies in the fact that Im fy. has to
destroy intensity in the absorption spectrum between the
onset of the Kohn-Sham spectrum and the bound exci-
ton, whereas f™° only has to create the bound exciton in
the QP gap that is already open in x#4+EW [100]. The
two kernels fy. and f7° start with opposite sign, both
in the real and in the imaginary part, reflecting the fact
that their task is to transfer oscillator strength to higher
or lower energy, respectively.

Our calculations allow us to estimate the importance
of the matrix components of the kernels beyond the only
head. To this aim, Fig. |3| shows absorption spectra eval-
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FIG. 2. Real (top panel) and imaginary (bottom panel) parts
of exchange-correlation kernels of LiF for q —0: G=G' =0
element of fx. (red dotted line) and of f72* (green dot-dashed
line), together with the effective scalar kernels f&ff (blue
dashed line) and fm° ¢ff (magenta solid line) that simulate
absorption spectra (see text for definitions).

uated from Ime(w) = Im (1 + vex(q — 0 w))G o
where xga/(q,w) is calculated taking into account elther
the full matrix fy. or f° (which both, by definition and
also in practice, yield the reference BSE result and are
therefore not shown), or only the respective head. The
reference spectrum is the black line. Using only the head
of the matrix fy. leads to a disaster, with a spectrum
that is washed out by oscillations, with even negative
spectral weight, and the complete absence of a bound
exciton. Restricting the matrix to the only head element
in f™ instead, has a less dramatic effect: in particu-
lar, the spectral weight remains mainly positive, and the
strongly bound exciton appears and is reasonably well
positioned. This is a clear indication for the fact that it
is much easier to model ™ than f,.. Still, the excitonic
transfer of spectral weight to lower energies is severely
overestimated, suppressing the spectrum at higher ener-
gies, similar to results of model scalar and static kernels
[94, TOT][102].

Alternatively, one can define effective scalar ker-

60 I I I I
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40+ 1 . — - headof mb | -
30r
w T
E 20-
10
0
-10f
10 11 12 13 14 15 16 17 18 19 20
o (eV)
FIG. 3. LiF, absorption spectrum. The reference spectrum

in black is the result of a BSE calculation, which is by defini-
tion, and numerically, identical to results obtained in TDDFT
using f¢ff. Results obtained by using only the head of the
matrix fye, and of the matrix f7° are shown in red dotted
and green dot-dashed, respectively.

nels feff(q,w) = 1/x§*(a,w) — 1/x00(q,w) and
fmeif(q,w) = 1B (g,0) — 1/x00(a, ) [T0B)
that yield by definition the absorption spectrum. For sil-
icon, the shape of our f* ¢/ compares well with [103].
Here, instead, we explore a strongly bound exciton, with
the example of LiF shown in Fig. 2] The effective ker-
nels show similar structures as the head elements of their
matrix version. However, the amplitude of both real and
imaginary part [104] is smaller for the effective f¢// than
for the head of fy.. This means that off-diagonal elements
in the full response equation compensate to some extent.
Altogether, our results suggest to direct efforts towards
the modeling of mb or of effective scalar, rather than full,
kernels for spectroscopy.

In conclusion, we have shown that the off-diagonal ele-
ments of the mixed dynamic structure factor carry impor-
tant excitonic effects below and above the quasi-particle
gap. This insight could be gained thanks to a generaliza-
tion of the state-of-the-art ab initio solution of the Bethe-
Salpeter equation. Our calculation of the continuum ex-
citonic effects in silicon bring the spectra of off-diagonal
elements in good agreement with experiments. Moreover,
we predict that the strongly bound exciton in LiF that is
seen in optics, EELS and IXS should also be observable
in some off-diagonal elements of the MDSF. These off-
diagonal elements have an intensity that is comparable
to the intensity of diagonal elements to which experi-
ments are usually limited, and cannot be neglected when
one wants to access the full spatially resolved density re-
sponse. This motivates a renewed experimental effort,
especially concerning coherent IXS. Having access to the
full response matrices also gives new theoretical impulses.
In particular, it allowed us to derive information concern-



ing various flavors of effective exchange-correlation ker-
nels in the framework of time-dependent density func-
tional theory, suggesting the ones most amenable to sim-
ple approximations.
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