
HAL Id: hal-02359361
https://hal.science/hal-02359361

Submitted on 12 Nov 2019

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Evaluating Thermal Corrections for Adsorption
Processes at the Metal/Gas Interface

Romain Réocreux, Carine Michel, Paul Fleurat-Lessard, Philippe Sautet,
Stephan N. Steinmann

To cite this version:
Romain Réocreux, Carine Michel, Paul Fleurat-Lessard, Philippe Sautet, Stephan N. Steinmann.
Evaluating Thermal Corrections for Adsorption Processes at the Metal/Gas Interface. Journal of
Physical Chemistry C, 2019, �10.1021/acs.jpcc.9b09863�. �hal-02359361�

https://hal.science/hal-02359361
https://hal.archives-ouvertes.fr


Evaluating Thermal Corrections for

Adsorption Processes at the Metal/Gas

Interface

Romain Réocreux,† Carine Michel,† Paul Fleurat-Lessard,‡ Philippe Sautet,¶,§ and

Stephan N. Steinmann∗,†

†Univ Lyon, Ecole Normale Supérieure de Lyon, CNRS Université Lyon 1, Laboratoire de

Chimie UMR 5182, 46 allée d’Italie, F-69364, LYON, France

‡Université de Bourgogne Franche-Comté(UBFC), Institut de Chimie Moléculaire de

l’Université de Bourgogne (ICMUB), UMR CNRS 6302, 9 avenue Alain Savary 21078 Dijon,

France

¶Department of Chemical and Biomolecular Engineering, University of California, Los

Angeles, Los Angeles, CA 90095, USA

§Department of Chemistry and Biochemistry, University of California, Los Angeles, Los

Angeles, CA 90095, USA

E-mail: stephan.steinmann@ens-lyon.fr

Abstract

Adsorption and desorption steps are key for active catalysts and rely on a subtle

balance between enthalpic and entropic terms. While the enthalpic term is becoming

ever more accurate through density functional development, the entropic term remains

underrated and its precise determination a great challenge. In this work, we have

performed extensive first principles thermodynamic integration (TI) simulations for the
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adsorption of small (e.g., CO) to larger (e.g., phenol) molecules at metallic surfaces

and compared their adsorption free energies to the values obtained by vertical, static

statistical mechanics approximations to thermal corrections invoking three different

approximations for the low-frequency modes. We have found an excellent agreement

between the vertical corrections and the TI for minima, for both weakly bound systems

(e.g. CO2 and formic acid) and strongly chemisorbed molecules such as phenol or CO.

While the treatment of the low-frequency modes has a minor impact on the agreement

with TI, all vertical corrections systematically overestimate activation energies by 0.1−0.2

eV compared to TI, demonstrating a noticeable lowering of activation barriers. As

a result of this study, we suggest that the vertical corrections and in particular the

standard harmonic approximation can be safely applied to chemisorption minima, while

the activation energies are likely to be overestimated. Hence, if a greater accuracy than

∼ 0.2 eV is required for activation free energies, we recommend to use thermodynamic

integration, which for small to medium-sized molecules in gas phase is accessible with a

reasonable computational effort, but requires a dense sampling in the transition state

region.

1 Introduction

In heterogeneous catalysis, the reaction mechanism can be decomposed into three main

steps: adsorption of the reactants onto the surface, bond rearrangements on the surface

from the reactants to the products and desorption of the products to the gas or liquid

phase.1 Desorption is the mirror process of adsorption and both are governed by the delicate

balance between enthalpy and entropy. Although the adsorption of a molecule is usually

accompanied with an endothermic deformation thereof, the adsorbate/surface interaction

generally predominates, making the overall adsorption process exothermic.2 However, the

loss of translational and rotational entropy upon adsorption increasingly counterbalances

the exothermicity with higher temperature. Therefore, increasing the temperature reduces
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the adsorption free energy and thus potentially leads to lower surface coverage. Lower

coverages are equivalent to lower effective concentrations of starting material but go along

with facilitated release of products. Hence, reaching the best compromise between entropy

and enthalpy is key for active and selective catalysts.3,4 Similarly, for the self-assembled

monolayer (SAM) formation, the enthalpy/entropy balance is very subtle and can lead to

phase transitions as a function of the temperature and pressure.5 To facilitate the design of

heterogeneous catalysts and the understanding of SAM formation, accessing the enthalpy

and entropy of adsorption is thus critical.

Determining the energy of adsorption of small molecules at 0 K at the solid/gas interface by

density functional theory (DFT) has become standard over the last twenty years.6,7 Although

functional development remains an active field of research,8–12 conceptually and operationally,

the procedure to determine these energies is clear. On the experimental side, the adsorption

enthalpies can be precisely measured by micro-calorimetry,13,14 which serves as a benchmark

for the functional development. The same cannot be said for adsorption free energies, where

the entropy of the adsorbed state eludes precise determination, both from the experimental

and theoretical point of view. Also in surface science the interest in determining the entropy

has surged.15 For instance, extracting thermodynamical data from temperature programmed

desorption (TPD) heavily relies on assumptions regarding the entropy or, equivalently, on the

pre-exponential factors of the rates of desorption processes.16,17 For several decades, the lack

of understanding had led most surface science groups to assume a pre-exponential factor of

1013 s−1 when analyzing TPD data. Only recently Campbell and co-workers have proposed a

way to estimate desorption entropies and hence pre-exponential factor in a more thorough

and accurate fashion.15

Several groups working in computational heterogeneous catalysis and surface science have

started investigating in detail the passage from 0 K to free energies at finite temperature.18,19

In computational chemistry, the most rigorous approach is to map out the potential energy

surface at the DFT level and then solve the associated Schrödinger equation for the nuclei.20
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However, this is only practical for mono-atomic adsorbates. In homogeneous catalysis21,22

and for biologically relevant adsorbates on metallic,23 calcite,24 clay25 or oxide26,27 surfaces

in water, thermodynamic integration (TI), ideally based on ab initio molecular dynamics

(AIMD), is considered reliable for determining free energy differences. TI is almost exclusively

based on classical Newtonian mechanics (i.e., no tunneling) and does not take into account

the quantized nature of the motion of nuclei. Albeit important for low temperature reactions

involving bonds with very light atoms (hydrogen mostly), these quantum effects28 are negligible

for desorption compared to the inaccuracies due to the evaluation of the energy (force field or

DFT). Extracting the changes of entropy from molecular dynamics either requires very long

simulations to achieve reasonable statistical uncertainties or several simulations at different

temperatures.29 Alternatively, an approximate thermodynamic post-treatment allows the

retrieval of entropy, at least in liquids.30

Currently, most studies in heterogeneous catalysis simply apply statistical mechanical

formulae to the minima and transition states (TS) found on the potential energy surface at 0

K to compute the corresponding free energies. Applying the lattice-gas approximation (loss

of translational and rotational degrees of freedom upon adsorption) and harmonic vibrational

degrees of freedom is computationally the most efficient way to evaluate the entropy of the

adsorbed species. If necessary, configurational entropy can be taken into account at a similar

negligible cost. Nonetheless, for weakly bound adsorbates that have low diffusion barriers

on the surface, the lattice-gas approximation is expected to be inaccurate. Therefore, the

2D ideal gas (free 2D translation) approximation has been advocated.31 In recent years,

Campbell and co-workers have developed interpolations between the lattice-gas and the 2D

ideal gas in order to smoothly switch from one to the other as a function of temperature.15,32,33

Similarly, rotational degrees of freedom on the surface are usually lost, but for weekly adsorbed

molecules the rotation around the surface normal can be considered active. Low frequency

modes, which contribute most to vibrational entropy, are usually poorly described within the

harmonic approximation and therefore benefit from ad hoc approximations,18 anharmonic
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treatments,34,35 analogies to hindered rotations36 or cut-offs.37 For the remaining of the

manuscript, these different flavors of approximations will be referred to under the general

designation vertical thermal corrections.

In this contribution we compare, for the first time, vertical thermal corrections to TI based

on AIMD for the metal/gas interface for a variety of adsorbates, spanning the range from

weakly to strongly adsorbed species. To the best of our knowledge, such a direct comparison

has has only been performed for systems that are heavily investigated for advanced entropy

treatments in heterogeneous catalysis, i.e., zeolites,38,39 where the effect of anharmonic

corrections,34,35 modified vertical thermal corrections 40 and AIMD41–43 have mostly been

discussed separately.

The comparison between TI and the vertical thermal corrections requires care in the

definition of the reference state (for which E or F is zero). In vertical thermal corrections, the

reference state is very clearly defined with analytical formula. In TI, however, the equivalent

can be difficult to converge.44,45 Hence, while standard states are routinely used in statistical

mechanics, the straightforward reference is often used in TI, i.e. without readjusting for the

available volume/surface.46 This practice has been criticized47 since the absence of a unique

reference makes comparisons between systems problematic. Note that the double decoupling

method by McCammon and co-workers is designed to speed up convergence allowing for a

proper definition of the reference state, but relies on an additional constraining potential,

which we have not applied herein.44 As discussed in the SI, we herein use the middle between

the two faces of the slab within our periodic setup, the so-called “desorption transition state”,

as the reference for the TI. Here we show that this kind of AIMD simulation has now become

feasible for standard systems studied in metal based heterogeneous catalysis. Although they

remain computationally expensive, they allow assessing the accuracy of the vertical thermal

corrections.
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2 Computational Details

All computations have been performed within the VASP code.48,49 The wave function was

converged to 10−6 eV, while using the automatic optimization of the real-space projectors,

normal precision settings and a 400 eV cut-off basis set in combination with the PAW

formalism for treating the electron-ion interaction.50,51 All 0 K geometries have been relaxed

until the forces acting were smaller than 0.02 eV/Å. All fully optimized geometries can be

found in the SI. For CO2 and HCOOH in a p(3× 3) unit cell, the PBE functional52 is applied,

while for C6Cl6 and phenol the optPBE-vdW approach8 is chosen to treat a p(4x4) cell. The

Brillouin zone is integrated with a 3x3x1 Monkhorst-Pack K-point mesh. Three metallic

layers are considered with the bottom one fixed in the bulk position. Four-layer slab have

been considered for phenol and C6Cl6 but have not showed significant deviations for the

vertical corrections as compared to three-layer slabs (see Table S3 in the SI), even though

the overall adsorption energy at 0 K is lowered. The vacuum size is set to about 16 Å, so

that the position 8 Å above the surface corresponds to the middle of the box and represents

the point furthest away accessible in our computations.

For CO on Ru(0001), we adopted a setup in close correspondence to ref 53, i.e., a p(2× 2)

unit cell of 4 layers, with a Brillouin sampling of 5 × 5 × 1 and the BEEF-vdW density

functional. We found a significant contribution (∼ 0.09 eV) of the ZPE only for the adsorption

of CO and did, therefore, not include ZPE in any of our comparisons to be consistent between

TI and the vertical corrections.

In the vertical thermal corrections, translations in the gas-phase are treated according to

the Sackur-Tetrode equation, keeping only the in-plane translational degrees of freedom to

compare with our TI profiles that are referenced to the desorption transition state, which is

defined as a 2D gas (see SI). The rotational modes of gas phase molecules are treated within

the rigid rotor approximation. In combination with the harmonic treatment of all vibrational

modes, this corresponds to the widely used Rigid Rotor and Harmonic Oscillator (RRHO)

approach. Low frequency vibrational modes can, however, be particularly anharmonic. This is
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of great concern as these modes dominate the vibrational entropy. We have tested two different

flavors for dealing with the low frequency modes (see Table S1). In the renormalization

approach all the low-frequencies are replaced by the renormalization value itself (100 cm−1) to

ensure the consistency of the number of modes from one structure to another.54 The cut-off

approach is a pragmatic solution which consists of ignoring them below a cut-off value.37 The

cut-off of 50 cm−1 proposed in ref 37 was found to give negligible changes with respect to

RRHO. In agreement with the cut-off chosen for the renormalization approach, we have set

it here to 100 cm−1, a value that modifies RRHO more severely. By doing so, the number of

vibrational modes taken into account may vary from one structure to another.

Molecular dynamic simulations were performed in the NVT ensemble. All hydrogen

atoms were treated as tritium (mass=3 amu) in order to use a time step of 1 fs. Since the

nuclei are treated classically in AIMD, ZPE is not retrieved in AIMD. The use of tritium

reduces the changes in ZPE compared to hydrogen. For a fair comparison with the vertical

thermal corrections, tritium was also used in the static calculations where the ZPE was not

included (see Table S2). The use of tritium also modifies the anharmonicity of the O-H stretch

vibrations.55 In view of the statistical uncertainties from the TI, the slight bias towards the

validity of RRHO is not critical for the conclusions of this study. Two Andersen thermostats

were used to control the temperature (300 K) of the metal surface and the molecule individually.

In the Andersen thermostat, the velocities of particles are randomly re-initialized from the

Maxwell-Boltzmann distribution with a given probability. This probability was set to 1% per

atom and time step.56 The use of a stochastic thermostat achieves a homogeneous energy

distribution among the different degrees of freedoms in gas-phase simulations.21 A comparison

with a more sophisticated, but global, Lowe-Anderson thermostat57 showed good agreement

for the few points tested. Note that the CSVR thermostat,58 which is very popular for biased

dynamics, is not available in VASP.

The thermodynamic integration exploits the formalism of Lagrange multipliers as imple-

mented by T. Bucko in VASP.22 Constrained optimization have been performed using the
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same constraints as for the TI using the gadget interface.59 For the sake of computational

efficiency, we did not attempt to optimize our structure on the free energy surface.60 As

detailed in the SI, the error estimates are based on the blocking algorithm that assesses the

effect of correlation in the data on the statistical uncertainty61 and is implemented in the

pyblock module.62 For one point of the TI of CO, we have repeated the simulation four times

starting with different initial conditions. This lead to a free energy gradient of -0.6 eV/Å,

with a standard deviation (between the four averages) of 1.5 eV/Å, which compares well

with the average estimated from the original simulations (-0.9 eV/Å) and its 95% uncertainty

interval (1.3 eV/Å).

3 Results and Discussion

With the aim to determine various adsorption scenarios, we have investigated six different

systems that cover strong and weak adsorptions, meta-stable chemisorbed states and adsorp-

tion energy profiles with several minima. The appearance of an adsorption barrier can, in

general, have two origins. First, rotations that are not parallel to the surface are suppressed,

which, depending on the temperature and interaction with the surface, can show up as a

rotation-induced transition state (TS). Second, there might be a state crossing, inducing

a chemical barrier. We have first focused on CO on Ru(0001) as it has previously been

intensively studied experimentally and theoretically and shows a transient physisorbed state

upon excitation with an optical laser, separated from the chemisorption minimum by a

rotation-induced TS. We have then explored the desorption processes of CO2 on Pt(111),

which is a typical case for state crossing upon adsorption. Together with formic acid, it is a

species of interest for direct formic acid fuel cells or the hydrogenation of CO2.63 We have

finally considered three different aromatic molecules, namely benzene C6H6, phenol C6H5OH

and hexachlorobenzene C6Cl6 on Pt(111). The first two are the simplest aromatic models of

relevance in oil and biomass conversion, and C6Cl6 has the particularity of displaying three
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distinct adsorption states. For the aforementioned six systems, we have performed extensive

AIMD simulations (100-150 ps per adsorbate) at the periodic DFT level. The results of the

TI are compared with the energy profiles at 0 K and to the 0 K results in conjunction with

three flavors of vertical thermal corrections (see SI).
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Figure 1: Adsorption energy (in red) and adsorption free energy at 300 K (blue) and 600 K
(green) of CO on a Ru(0001) surface as a function of the center of mass (COM) to surface
distance. As discussed in the text, the temperatures refer to the thermostat settings. Squares:
RRHO; asterisks: Cut-off; open circles: Renormalization. The lines connect the evaluated
points through a cubic spline. The shaded area corresponds to the 95% confidence interval of
the thermodynamic integration.

Adsorption of carbon monoxide on the Ru(0001) surface was extensively studied by

Pettersson and co-workers, who conducted computations to interpret experiments on the

laser induced CO desorption dynamics that evidenced a physisorption minimum at high

temperature in addition to the chemisorbed state.53,64 Applying a methodology put forward by

Tully,65 these simulations were done quasi-analytically, using a parametrized molecule–surface

interaction potential and integrating it according to Boltzmann statistics at finite temperature

to obtain free energy profiles. These free energy profiles were referenced to the “desorption

transition state”, formally reached at infinite distance between the adsorbate and the surface.

In this “desorption transition state”, all translation and rotation degrees are recovered at

the exception of the translation degree perpendicular to the surface which is the reaction

coordinate.
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Here we use ab initio MD, just like in all of the following examples, in combination with

thermodynamic integration. Note that the actual average temperatures of CO are ∼ 230

and ∼ 480 K instead of 300 and 600 K. As shown in the Figure S1, such a deviation is

to be expected for a diatomic species where effectively one degree of freedom is lost due

to the constraint, necessary to perform the thermodynamic integration. Since the surface

temperature is not affected by this loss of degree of freedom and thus is at the nominal

temperature of the thermostat, we still refer to these simulations as corresponding to 300

and 600 K, respectively. Increasing the temperature from 0 K to 300 K and then 600 K, we

observe the expected raise in free energy of the bottom of the well relative to this reference

state which reflects the fact that adsorption is disfavored entropically by an increase in

temperature.

In ref 53, the barrier due to suppressed rotations starts to be visible at around 600 K.

Figure 1 shows that the free energy profile at 300 K is still barrierless, while at 600 K a very

small barrier ∼0.02 eV becomes visible. Hence, our AIMD results are in qualitative agreement

with the previous reports, where the barrier at 500 K was about 0.1 eV. The quantitative

differences that could be observed by a detailed comparison are, apart to differences in the

computational settings (e.g., the adsorption energy at 0 K is ∼ 1.4 eV in ref 53 while we find

it at 1.7 eV), due to two main effects. First, our p(2× 2) unit cell (taken from ref 53) is too

small to prevent the interaction of the CO molecule with its periodic images. Second, our

simulations take the thermal surface corrugation into account, which was not the case in

ref 53. Furthermore, CO is allowed to diffuse between the hollow (preferred for distances

smaller than 2.2 Å according to our MDs) and the top site, which broadens the chemisorption

minimum.

In summary, the CO@Ru(0001) adsorption example demonstrates good agreement with

previous reports, validating the applied numerical settings and computational approach that

can be applied to arbitrary systems.

Next, we turn to the comparison between carbon dioxide and formic acid adsorption on
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Pt(111), see Figure 2. Even though these two molecules contain the O–C–O backbone and

are not strongly adsorbed on Pt(111), their adsorption energy profile is very different and

characteristic for two different classes of compounds. Formic acid is only weakly adsorbed (0.4

eV at 0 K) and its adsorption free energy gets halved at 300 K. Carbon dioxide, on the other

hand, shows an activated adsorption, with the chemisorption minimum being meta-stable,

i.e., higher in energy than the desorbed state. The activation energy arises from a state

crossing, between the linear CO2 molecule in the gas-phase and the bent adsorbate. The

adsorption free energy barrier is increased by 0.15 eV at 300 K temperature, which contrasts

with the chemisorption minimum which is destabilized by twice this amount, thus reducing

the desorption barrier from ∼0.3 eV to only ∼ 0.15 eV.
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Figure 2: Left: Adsorption (free) energy (∆E (full line) and ∆F (300 K, broken lines),
respectively) of CO2 (red) and formic acid (blue) on a Pt(111) surface as a function of the
carbon to surface distance. Squares: RRHO; asterisks: Cut-off; open circles: Renormalization.
The shaded area corresponds to the 95% confidence interval of the thermodynamic integration.
Right: Molecular structures of chemisorbed CO2 and physisorbed formic acid.

Having discussed these model systems, we apply the same methodology to the adsorption

of aromatic molecules. These compounds are also key intermediates in the transformation of

both the petroleum and biomass feedstocks.66 In Figure 3 we compare the adsorption energy

and free energy of benzene, phenol and hexachlorobenzene C6Cl6 that happens to have a
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thermodynamic integration. Bottom: Geometries of chemisorbed benzene, phenol and the
three minima (from left to right: η6, η3 and physisorption) of hexachlorobenzene.
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complex free energy landscape with three different adsorbed states.

Benzene shows the typical chemisorption minimum at ∼ 2.15 Å above the surface, with

its characteristic ring deformation. However, there is no physisorbed state in the 0 K profile,

just a shoulder around 3 Å. This shoulder is less pronounced in the case of phenol, which

moreover shows a deeper chemisorption minimum. This has recently been attributed to the

OH substituent, that indirectly increases the affinity of the ring with the metal surface.2 C6Cl6

is an analogue of benzene and could, therefore, be expected to have a very similar adsorption

energy profile. However, this is far from being the case, as already reported earlier.67 At our

level of theory, we find three adsorption energy minima: a physisorption minimum around 3.5

Å from the surface, an η3 mode at 2.8 Å and, finally, at a distance of ∼ 2.15 Å the expected

η6 adsorption mode. Between each of these states, a transition state can be identified. The

significantly different character of the various minima and the comparison with more “typical”

aromatic systems (benzene and phenol) might reveal a different behavior with respect to the

free energy corrections.

Starting with the case of benzene, we note that the temperature of 300 K preserves the

qualitative features i.e., the shoulder observed at 0 K remains as a shoulder and does not

become a stable state on the free energy surface. Similarly, the free energy profile of phenol

does not qualitatively change at 300 K compared to 0 K. Finally, the three minima of C6Cl6

remain distinct at 300 K. The η6 mode is more destabilized than the other minima and the

small barrier towards the η3 mode indicates that this adsorption mode is of little importance at

room temperature. Alike, the η3 mode is more destabilized than the physisorption minimum,

so that the latter becomes the most stable state at room temperature. As a consequence,

when considering the reactivity of C6Cl6 over Pt(111), Eley-Rideal type mechanisms cannot

be discarded, and catalytic transformation could occur with the aromatic group never fully

adsorbed on the surface. In summary, the relative impact of thermal corrections on these

three cases (benzene, phenol, C6Cl6) corresponds to the chemical intuition. When already

present on the potential energy surface (i.e., at 0 K), the physisorption minimum becomes the
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most favored with an increase of temperature. Let us underline that the free energy correction

to the 0 K result is, with ∼ 0.5 eV or 20-30% of Eads(0 K) near the minima, significant.

The final question to be addressed herein is the comparison with computationally cheap

vertical thermal corrections for including free energy corrections. Following earlier works,21

we have to recognize that the direct comparison is necessarily skewed: AIMD is based on

classical trajectories, neglecting the quantized nature of vibrations, which induces deviations

at low temperatures.

In the vertical thermal corrections statistical mechanics is used to derive the free energy

corrections that need to be applied to the 0 K electronic energies. As described in the

computational details, we test the standard RRHO approach, but also a scheme based on the

renormalization of low frequency modes to a fixed value54 or ignoring them altogether, which

we call “cut-off”.37 These three flavors are compared in Table S2 and the squares, circles

and asterisks in Figures 1, 2 and 3 refer to RRHO, renormalization and cut-off, respectively.

Overall, the results are quite close, with mean absolute deviations (MADs) compared to TI

of 0.08 eV (RRHO) to 0.15 eV (cut-off) (see Table S2). Even just accounting for -T∆Strans

(and thus neglecting the vibrational and rotational contributions) leads to a MAD of 0.12 eV.

As is also evident from the figures, the statistical uncertainties (95% confidence interval) of

the TI are also non-negligible (0.18 eV for maxima/minima on average), especially for the

aromatic molecules, where the integration points at “long” distance are spaced by 1 Å, which

leads to a rapid increase in the uncertainty.

For the minima, the agreement between RRHO and TI is acceptably good, so that we

recommend using this approach in general at least at temperatures close to room-temperature.

At higher temperatures, the renormalization approach is more robust in the sense that the

low frequency modes do not lead to excessively high entropic contributions, while the results

at 300 K barely deviate from RRHO, a deviation that can be further lowered by using a

renormalization value to 50 instead of 100 cm−1.

Despite this, the vertical corrections obviously can neither predict the appearance of a
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physisorption minimum, nor the change in the position of the physisorption minimum, which

can get shifted to longer distances at higher temperatures (+0.2 Å), as can be observed for

hexachlorobenzene in Figure 3. The agreement between RRHO and TI is worse for transition

states, where the vertical corrections lead to higher barriers than the TI in both studied

systems, i.e., CO2 and C6Cl6. To get further insight, we monitored the main distances and

angles of CO2 along the desorption process. As shown in Figures S2-S4, the distributions

of typical parameters such as the shortest Pt–C distance and the O–C–O angle, are very

sensitive to the precise value of the reaction coordinate. Hence, only very dense sampling

around the transition state allows an accurate estimate of both, the transition state structure

and energetics. We thus suggest that the lowering of barriers obtained by TI compared to

RRHO is an indication of the importance of thermal fluctuations of the metal surface and the

associated anharmonic response of the transition state for driving reaction barriers down.

This is in agreement with molecular beam experiments68,69 and the corresponding simula-

tions69,70 which have reported that the thermal surface deformation lowers the activation

energy for C-H bond breaking over Pd(111) and Ni(111). All in all, energy barriers are much

more sensitive to the free energy approximations than reaction energies and can be lower

at finite temperatures than estimated from statistical mechanics, but care has to be take to

properly converge them in the numerical simulations.

4 Conclusion

We have compared first principles based thermodynamic integration to three approximations

for vertical, statistical mechanical thermal corrections of six typical adsorbates (CO, CO2,

formic acid, benzene, phenol and hexachlorobenzene) on metallic surfaces. Our results suggest

that the standard harmonic oscillator, the use of a cut-off and the renormalization of low

frequency modes all give results in good agreement with TI for the chemisorption minima,

so that the standard RRHO approach can be recommended. The agreement is, however,
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0.1-0.2 eV worse for transition states. Hence, even at 300 K the effect of the thermal surface

roughness and associated anharmonicity for the transition state cannot be neglected when

high accuracy is sought for.
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