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Abstract: 

Flame speed is extremely important as it affects the performances of many industrial systems. 

Moreover, its significance makes it a major target for the validation of kinetic mechanisms, which 

explains the necessity to provide ever more accurate data. Flame speed dependence on pressure and 

temperature conditions is interestingly assessed using, among others, spherically expanding flame in 

constant volume chambers. In these conditions, the flame speed derivation, based solely on the 

pressure evolution in the chamber, requires empirical models. The current study describes a perfectly 

spherical chamber with full optical access allowing simultaneous recording of the pressure inside the 

chamber and, fully innovative, of the flame radius evolution until the flame vanishes at wall. A careful 

description of the new set-up and of the accuracy of the measurements, in particular of the flame 

radius, are presented here. In parallel with experiments, one-dimensional transient simulations were 

carried out to identify the limits of the proposed new method. Then, the simultaneous use of pressure 

and flame radius information is compared to the traditional constant volume method based on 

empirical models. A first advantage relies in the direct detection of the development of instabilities 

during the flame propagation. In addition, although the flame speed is extremely sensitive to the flame 

radius determination, the actual experimental accuracy allows significant improvements in terms of 

accuracy, notably as initial pressure and temperature are elevated. This new set-up will allow major 

advances in the measurement of laminar flame velocity under extreme thermodynamic conditions. 
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1. Introduction 

The laminar flame speed is defined as the propagation speed relative to the unburnt mixture of a 

steady, laminar, one-dimensional, planar, stretch-free, and adiabatic flame, hereafter referred to as 

freely propagating flame. It is one of the most important parameters of a combustible mixture. On a 

practical level, it affects the fuel burning rate in internal combustion engines and the stabilisation 

process and engine performance of gas turbines [1]. On a more fundamental level, it is an important 

target for the validation of kinetic mechanisms [2]. Accurate determination of flame speeds at high 

pressures and temperatures is extremely important for the development of kinetic mechanisms and 

ensure their validity in the simulation of industrial configurations.  

Several methods have been developed to experimentally measure the laminar flame speed [3]. One of 

the most common methods is to follow the evolution of a spherical flame propagating outward in a 

confined bomb. This method allows the measurement of laminar flame speeds at relatively high initial 

pressure and temperature conditions. Indeed, it allows exceeding 10 bar, which is difficult for other 

methods using stationary flames such as Bunsen flame, counterflow flame or burner stabilised flat 

flame. The reasons of these pressure (𝑃)  and unburnt temperature (𝑇)  limitations were clearly 

identified by Xiouris et al. [4]. The limitation in temperature is almost the same for all the systems. 

Sealing of the optical accesses is one of the key issues. This is avoided by using externally heated system 

[5] or shock heating [6]. Pressure limitation is closely linked to the mechanical resistance of the systems 

but also because of the onset of instabilities on the flame surface. One solution to delay the onset of 

flame instabilities is to replace air with a mixture of helium and oxygen as done by Tse et al. [7].  

Jayachandran et al. [8] pointed that most of the flame studies have been conducted either at quasi-

steady thermodynamic conditions or under unsteady pressure rise conditions (i.e. isobaric spherically 

expanding flames, SEFs) but interpreted based on the assumption that pressure is quasi-constant [9, 

10]. From a very pragmatic point of view, each measurement performed using isobaric SEF method or 

stationary systems allows to obtain a unique laminar flame speed for the given conditions. Acquiring 

a complete database is thus time and money consuming. In addition, an indirect consequence is that, 

because of the relative simplicity of performing experiments at ambient conditions, most of the data 

available are for these conditions. As a result, the weight given for kinetics schemes validation to the 

data obtained at ambient conditions is far too important considering the industrial purposes (i.e. 

engine and gas turbines). Indeed, Xiouris et al. [4] pointed out that, based on a survey of nearly 120 

papers published in major combustion journals on the experimental determination of laminar burning 

velocity, only 27% were obtained for 𝑃 > 1 𝑏𝑎𝑟  with a drastic decrease of this number for 𝑃 >

10 𝑏𝑎𝑟. 

The constant volume method proposed by Lewis and von Elbe [11] uses the unsteady pressure-time 

history during the flame propagation event. Conversion of the reactants to hot products across the 

flame front results in a rapid pressure rise and a corresponding temperature rise in unburnt and burnt 

gas. The constant volume technique seeks to relate the instantaneous flame speed to the pressure 

history. In other words, in a single test, flame speeds can be obtained for a range of higher pressures 

and temperatures [10]. Recently, Hinton et al. [12] pointed out the fact that the method using the 

pressure rise requires a more complex analysis, but has the advantage that a single experiment 

generates data across a range of linked temperatures and pressures [13]. The pressure and 

temperature rise also means that data can be obtained for engine-like conditions [2]. 

Equations for this method has been the subject of several pioneered publications [14, 15]. Based on 

the following assumptions: the pressure (𝑃) is spatially uniform; the constituents of the burnt and 

unburnt gas behave as ideal gases, the following expression for the flame speed (𝑆𝑢) was derived [16]: 
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where 𝑅𝑓  and 𝑅0  stand for the flame radius and the inner chamber radius, respectively and 𝜌𝑢 

corresponds to the unburnt gas density. 

Experimental evaluation of the compression term (
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) is possible but delicate [17]. Alternatively, 

assuming that the unburnt gas is isentropically compressed (with 𝛾𝑢  the heat capacity ratio of the 

unburnt gas) yields: 
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To evaluate the flame speed, both the pressure and the flame radius need to be determined 

simultaneously over a sufficiently long period of time to enable the computation of fairly accurate 

derivatives. To overcome the lack of optical access in conventional isobaric combustion chambers, a 

relation linking the flame radius to the pressure is usually used: 

𝑅𝑓

𝑅0
= [1 − (1 − 𝑥) (

𝑃0

𝑃
)

1 𝛾𝑢⁄

]
1 3⁄
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with 𝑃0 the initial pressure in the chamber and 𝑥 =
𝑚𝑏

𝑚
  the burnt gas mass fraction (with 𝑚 the total 

mass and 𝑚𝑏  the burnt gas mass). Similar to the flame radius, the burnt gas mass fraction is not 

accessible experimentally. The 𝑥 = 𝑓(𝑃) relation is either determined via numerical modelling [15, 18, 

19] or via simplified assumptions. The simple linear 𝑥 − 𝑃 relation initially derived by Lewis and Von 

Elbe [11] is still widely used: 

𝑥 =
𝑃−𝑃0

𝑃𝑒−𝑃0
  (4) 

with 𝑃𝑒 the theoretical end-pressure, which should be evaluated using thermo-chemical calculations. 

Its value significantly affects the flame speed determination and may be influenced by dissociation 

[20]. 

The validity of this relation, which violates energy conservation, was tested earlier [21, 22]. A more 

accurate 𝑥 − 𝑃 relation that takes into account the temperature rise in both the burnt gas zone and 

the unburnt gas zone was proposed by Luijten et al. [23]: 

𝑥 =
𝑃−𝑃0.𝑓(𝑃)

𝑃𝑒−𝑃0.𝑓(𝑃)
  (5) 

with 𝑓(𝑃) =
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Both unburnt (𝛾𝑢) and burnt (𝛾𝑏) heat capacity ratios are used in the above equation. The burnt mass 

fraction, 𝑥, was found very sensitive to the value of 𝛾𝑏 [9]. Considering a stoichiometric 𝐶𝐻4/𝐴𝑖𝑟 at 

normal pressure and temperature conditions, 𝛾𝑏  changes from 1.27 to 1.25 during the flame 

propagation. However, chemical equilibrium shifting and radiation in burnt gas substantially decrease 

the value of 𝛾𝑏. Faghih and Chen [9] proposed an adjusted value: 𝛾𝑏_𝐹𝑎𝑔ℎ𝑖ℎ =
8+𝛾𝑏

8
.  

Assuming an isentropic compression of the unburnt gas due to the burnt gas expansion, the 𝑃 − 𝑇 

trace may be estimated from the initial pressure and temperature conditions (with 𝑇 the unburnt 

temperature). If no heat losses occur between the unburnt compressed gas and the chamber wall, the 

final chamber pressure reaches the theoretical end-pressure, which is never the case. The upper limit 
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in the flame radius must guarantee no heat losses to the wall [25]. The maximal radius considered by 

Yamamoto et al. [26] is 99% of the total chamber dimension. Considering the strict limitations fixed by 

Omari et al. [22] (i.e. 55% of the peak pressure), we can sketch a map of the conditions achievable with 

the constant volume methodology as presented in Figure 1. In a first-order approximation, a value of 

𝛾𝑢 = 1.4 was considered. We also assume that instabilities may be avoided using helium as done in 

[27-29]. To be consistent with experimental limitations, the maximal initial conditions were set to 10 

bar and 200 °C. The conditions achievable by other methods (i.e. constant pressure chamber [7, 30], 

heat flux burner [31, 32], Bunsen burner [33, 34], externally heated channel [35, 36], 

stagnation/counter-flow burners [37, 38]) are also indicated in Figure 1. 

 

Figure 1 : Map of 𝑃 & 𝑇 conditions reachable when maximal initial conditions are limited to 10 bars and 200 °C. Areas of use 
of other experimental devices are also reported. 

The enormous potential of the isochoric method jumps out and clearly justifies the interest that the 

combustion community has been carrying for decades. However, Jayachandran et al. [4, 8] have 

pointed out several sources of uncertainty: flame area growth due to cellular instability, influence of 

flame stretch and radiation, accuracy of the 𝑅𝑓(𝑃) model and effect of transient pressure rise. 

Aware of the numerous advantages offered by the isochoric SEF method, our objective was to develop 

a new experimental device pushing further its present limitations. A brand-new perfectly spherical 

isochoric combustion chamber with full optical access (OPTIPRIME) was designed in order to benefit 

from the great potential of this method.  
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2. Experimental set up description 

2.1 The chamber and its equipment 

2.1.1 A perfectly spherical combustion chamber with full optical accesses 

In the specifications of this new chamber, two conditions needed to be strictly fulfilled: a perfect 

sphericity of the inner chamber surface and a full visualisation of the flame front propagation from the 

central ignition to the walls. The use of a 360° fused silica ring for the flame visualisation was the 

selected solution. Inner and outer surfaces of this fused silica ring are machined to ensure perfect 

internal and external spherical profiles.  

The internal diameter of the ring, identical to the chamber inner diameter, guarantees a perfect 

sphericity inside the chamber. The outer diameter of the crown is 144 mm corresponding to a quartz 

thickness of 11 mm. This thickness was calculated to hold at pressure greater than 100 bars.  

OPTIPRIME consists of the assembly of two stainless steel half-shells with a 360° fused silica ring with 

spherical inner and outer surfaces in-between as illustrated in Figure 2.  

 

Figure 2 : Sketch of the spherical chamber (left) and of the chamber in the furnace (right) 

The internal volume is scrupulously spherical, and its radius is 𝑅0 = 60.65 𝑚𝑚 (𝑖. 𝑒. 0.934 𝑙𝑖𝑡𝑒𝑟 in 

volume). There are several important advantages to smaller combustion bombs. First, it is much easier 

to heat up in order to get a homogeneous pre-mixture. Moreover, the effects of radiation and 

hydrodynamic instabilities are less pronounced at small flame radii. One drawback of working with 

small flames is that they are more strongly affected by stretch.  

To minimise dead volumes, the diameters of the inlet (1/16 inch) and exhaust (1/8 inch) tubing were 

reduced and their end is flush with the inner surface of the chamber. The exhaust tubing is larger to 

facilitate the vacuum procedure after each test.  

Two pressure sensors (AVL GU21D), with high sensitivity and high frequency, are arranged 

diametrically opposite in the chamber. The sensitive surface of the sensors is flush with the wall. The 

sensitivity and frequency of the sensor are 35 pC/bar and 85 kHz respectively. The linearity of the 

sensor is 0.3% of the full-scale range.  

A type-K thermocouple, stainless steel sheathed, is introduced into the chamber to control the initial 

temperature of the unburnt gas. As shown in Figure 2, the combustion chamber is placed in the centre 



6 
 

of a furnace with a volume of 32 litres, a power of 1050 W and capable of operating over a temperature 

range of 10°C to 300°C with a time stability lower than 0.2°C. A complete immersion of the chamber 

has the major advantage of avoiding temperature gradients either on the enclosure or in unburnt gas. 

OPTIPRIME was designed to hold a maximum pressure of 100 bar. The maximum initial temperature 

(200°C) is actually limited by the thermal resistance of the pressure sensor cables, as the whole system 

is in the furnace.  

2.1.2 Mixture preparation and ignition 

Air and fuel are mixed prior to their introduction into the chamber, using a high-pressure buffer tank 

(3.78 litres). Fuels, oxidizer and diluents are successively introduced in the tank following Dalton’s law 

of partial pressures, and measuring the static pressure and temperature at each step via pressure 

transducers and a type-K thermocouple. The pressure transducers used are KELLER LEO 2. For such 

transducers the uncertainty in the pressure is 0.1% of the full range of the device. Thus, in order to 

improve accuracy, we use two transducers with different ranges and operate as close to full scale as 

possible. The relatively large volume of the buffer tank allows carrying out several successive shots 

tests with exactly the same mixture. Note that the mixture is sampled to verify its composition by gas 

chromatography. Before each filling, the chamber is flushed with air. Then, it is vacuumed and filled 

with the flammable mixture until the desired initial pressure. 

The ignition of the mixture is ensured by an electric arc generated by two ultra-fine electrodes, 0.35 

mm in diameter, arranged face to face as illustrated in Figure 2. The inter-electrode distance is set to 

1.5 mm. The electrodes need to be perfectly positioned in the centre of the chamber. The 

reproducibility and reliability of the method require the greatest care to ensure perfect centring of the 

ignition device, which is essential to obtain that the flame in all directions reaches the chamber walls 

at the same time. The ignition system is mounted on a removable flange, allowing precise assembly 

and adjustment through the use of an adjustment gauge. The energy deposit is controlled by the 

charging time of a capacitive coil. A constant value of this energy has been maintained throughout the 

experiments presented here, and maintained close to the minimum ignition energy. 

The experimental rig was designed to be run with heavy fuels at high pressure and temperature 

conditions. However, because of the novelty in the set-up, a validation step with a well-known fuel 

seemed essential to us. Thus, for the sake of simplicity, methane/air mixtures were tested in this study. 

Two equivalence ratios were selected: a stoichiometric (ϕ = 1.0)  and a fuel-rich (ϕ = 1.3) 

conditions. The fuel-rich mixture was selected to limit the occurrence of cellularity at high-pressure 

conditions. Two initial conditions were selected as indicated in Table 1: an atmospheric condition 

(𝑇0 = 300 𝐾 &  𝑃0 = 1 𝑏𝑎𝑟)  and a higher 𝑃 & 𝑇  condition (𝑇0 = 404 𝐾 &  𝑃0 = 3 𝑏𝑎𝑟) . The latter 

corresponds to a compromise to obtain elevated pressure and temperature conditions during the 

flame propagation while ensuring the stability of the rich mixture condition. Theoretical end pressures 

considering an adiabatic and isochoric combustion were evaluated using the CHEMKIN equilibrium 

calculator and are reported in Table 1.  

Table 1 : Initial mixture conditions tested. 

Fuel Oxidizer 𝑇0 (K) 𝑃0 (bar) ϕ (-) 𝑃𝑒 (bar) 

𝐶𝐻4 𝐴𝑖𝑟 300 1 1 8.72 
𝐶𝐻4 𝐴𝑖𝑟 404 3 1 19.97 

𝐶𝐻4 𝐴𝑖𝑟 300 1 1.3 8.73 
𝐶𝐻4 𝐴𝑖𝑟 404 3 1.3 19.98 
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The end gas pressures of the two mixtures (ϕ = 1.0 & ϕ = 1.3) are almost equivalent for each initial 

condition. For the 3 bar condition, 𝑃 & 𝑇 reached by the unburnt gas at the end of the compression 

will exceed 15 bar and 600 K. 

In addition to the intrinsic accuracy of each sensor, the initial conditions can be slightly different from 

one experiment to another. We have defined tolerance criteria that can be modified according to the 

level of precision required. For pressure and temperature, we have allowed a maximal variation of +/-

1.5 K and +/- 0.01 bar respectively. It should be noted that the tests at 1 bar and 3 bar were not carried 

out with the same mixture. The measurement obtained by gas chromatography analysis showed a 

maximum deviation lower than 3% on the equivalence ratio of each mixture. 

2.2 The chamber and its environment 

The flame propagation is observed until the chamber walls through the 360° fused silica ring. For the 

current study, direct flame chemiluminescence visualisation was adopted. The accurate flame front 

position determination will be assessed later.  

The spherical geometry of the external face of the 360° transparent ring was conditioned by our desire 

to limit optical deformations. However, even with this precaution, it is necessary to perform an optical 

calibration of the system. The projection of a sphere on a screen presents a difficulty. The scaling 

problem is that a sphere relatively close to the viewpoint presents a visual angle that is larger than the 

visual angle of its physical diameter. In other words, projecting the diameter of a sphere in perspective 

space will overestimate its actual apparent size as illustrated in Figure 3-a.  

 

Figure 3 : a) Illustration of the projection issue - b) Illustration of the calibration procedure 

The difference between the observed diameter (𝑅𝑟𝑒𝑎𝑙 + 𝑂𝑣𝑒𝑟𝑒𝑠𝑡𝑖𝑚𝑎𝑡𝑖𝑜𝑛) and the real one (𝑅𝑟𝑒𝑎𝑙) 

increases as the diameter of the flame increases, to reach a maximal deviation of around 3% for the 

largest radii. In the present configuration, a simplified equation cannot be used as the fused silica ring 

and the glass window of the oven are between the spherical flame and the screen (see Figure 3-b). To 

handle this scaling problem, an in-situ calibration was performed. This procedure is detailed in 

supplementary material (SM1_Calibration-Procedure). It is almost equivalent to the visualization by 

the camera of different spheres of increasing diameters. The calibration process aims at determining 

the relation between the real flame radius (𝑅𝑓(𝑚𝑚)) and the apparent flame radius observed on the 

CMOS chip (𝑅𝐶𝑀𝑂𝑆 (𝑝𝑖𝑥. )) for all flame dimensions: 𝑅𝑓(𝑚𝑚) = 𝑓(𝑅𝐶𝑀𝑂𝑆 (𝑝𝑖𝑥. )).  

Based on experimental calibration, a quadratic polynomial fit was inferred with a good coefficient of 

determination (𝑅2 > 0.99) to recover 𝑅𝑓(𝑚𝑚)  based on 𝑅𝐶𝑀𝑂𝑆 (𝑝𝑖𝑥𝑒𝑙)  measurement. The error 

made on the flame radius determination was quantified and corresponds to a subpixel offset.  

Rreal

CMOS Sensor
1024x768 pix2

RCMOS (pix)

a)

LINE OF SIGHT

Overestimation
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2.3 Flame radius and pressure evolutions 

2.3.1 Flame radius determination 

The acquisition rate was adjusted for each case to allow an accurate description of the flame front 

propagation (i.e. 6 000 or 10 000 fps). The camera electronic shutter was set to the minimum value 

allowing a sufficient flame detection during all the propagation (i.e. < 30 µs for all flame conditions), 

ensuring that the flame front displaces for largely less than one pixel during this time. The blurring 

effect due to the exposure time is negligible. The resolution of the CMOS sensor was set to 1024x768 

pixels2 with a magnification ratio 𝜎 =  0.124 𝑚𝑚/𝑝𝑖𝑥. 

The flame detection is based on the recording of the direct flame emission. One source of flame 

emission is chemiluminescence, the electromagnetic radiation emitted from the de-excitation of 

electronically excited species that are formed via chemical reactions in the flame front. 𝐶𝐻∗, 𝐶2
∗, 𝑂𝐻∗ 

and 𝐶𝑂2
∗  are responsible for much of the visible and ultraviolet chemiluminescence in typical 

hydrocarbon-air flames [39]. 𝐶𝑂2
∗ background is present in the 200-600 nm region [40, 41]. As a result, 

for methane-air flames with equivalence ratio ranging from 0.8 to 1.3, the major contribution of the 

integrated visible chemiluminescence comes from 𝐶𝑂2
∗ as detailed in [42].  

From the flame chemiluminescence recording, the typical radius extraction procedure involves edge 

detection and fitting method following the sequence: 

- 1. Image processing and edge detection. First, a cleaning of the image is performed 

(background subtraction). Then, a global threshold is applied consisting of searching the 

greyscale space for a given value that generates a phase whose boundary coincides with the 

largest gradients in the original image. 

- 2. Flame radius evaluation based on the surface of the binarized image. When the flame radius 

is smaller than 2 cm, the fitting procedure uses a circular shape whereas it considers a disk 

truncated of two circular segments for greater flame radii.  

It was pointed out that the level of contours chosen to track the flame front might affect the 

measurement of the flame front propagating speed [43] as the flame thickness varies because of 

varying stretch effects and changing unburnt gas thermodynamic conditions. In a previous study [44], 

the correct procedure for the identification of the flame location was outlined when either 

shadowgraph or Schlieren is implemented. In our configuration, the radius detection is based on the 

integrated flame chemiluminescence. The current methodology matches the position of the flame 

radius with the maximal gradient of the flame chemiluminescence projected on a 2D screen. The 

determination of the equivalent flame radius is based on the surface detection. The annular window 

allows to visualize the flame front until it reaches the chamber wall in the horizontal direction 

(𝑅0 = 60.65 𝑚𝑚) but limits the visualisation vertically to around 40 𝑚𝑚 (a bit less than the height of 

the fused silica ring to avoid edge effects). This geometry allows to detect at most a fifth of the flame 

edge points for the largest flame radii. Two different criteria were introduced to overcome this 

limitation: evaluation of both an index of sphericity error and of the displacement of the flame center. 

For the first criterion, based on the visible flame edges, we first find the largest sphere that can be 

inscribed in the data points. The center of this sphere is then used to find the smallest circumscribed 

sphere. The difference in the radius of these spheres defines our sphericity error. A maximal difference 

in the two radii of one pixel was selected. This corresponds, for large flame radii (i.e. the critical 

conditions in terms of flame edge points), to a sphericity index greater than 0.998. This criterion was 

selected to ensure the validity of the hypothesis of sphericity, which is essential for the application of 

the method. In addition, an estimate of the uncertainty in the flame radius was estimated as done in 
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Xiouris et al. [4] using the following formula: 𝑎𝑅𝑓
= √∑ (𝑟𝑖−𝑟𝑓𝑖𝑡)

2𝑘
𝑖=1

𝑘−1
 , where 𝑟𝑖 is the distance of every 

edge point 𝑖 from the fit-obtained circle center, and 𝑟𝑓𝑖𝑡  is the fit-obtained circle radius. This error 

evaluation is based on around 400 points, which allows a convergence of the estimate. The uncertainty 

in the flame radius was estimated to be lower than one pixel during the flame propagation. Then, the 

position of the flame center was also scrutinised during the flame propagation. As previously 

mentioned, the method relies on a perfect sphericity of the flame but also on a central ignition and an 

isotropic propagation. This is essential to ensure that the flame reaches the chamber wall at the same 

moment in all directions. Knowing the exact position of the center of the chamber, a maximum shift 

of 2 pixels (i.e. 0.24 mm) is tolerated to stop the post-processing in case of flame ball convection. This 

will affect the last stages of the flame propagation and its interaction with the wall but not the flame 

radius detection as the center position is left free. Note that the flame radius evaluation is stopped 

well before the end of the adiabatic regime (this will be discussed later). 

To identify the selected position in the flame, flame structures were computed first using CHEMKIN 

PREMIX [45]. The GRI Mech 3.0 [46] is the baseline mechanism used in our calculations. The chemistry 

of 𝐶𝑂2
∗ was incorporated based on the work of Kopp et al. [47]. For both mixture conditions ignited at 

atmospheric pressure, it was demonstrated (see supplementary material: SM2_Flame-Front-

Detection) that the flame radius experimentally detected corresponds to the position of the maximum 

heat release during the whole propagation, with an excellent agreement (offset lower than one tenth 

of a pixel). As increasing initial thermodynamic conditions results in a flame thickness reduction, the 

tests at 𝑃0 = 3 𝑏𝑎𝑟 & 𝑇0 = 404 𝐾 are even more favourable. We can conclude that the flame radius 

extraction using the direct flame chemiluminescence is a good indicator, in our conditions and with 

our experimental imaging resolution, of the maximum heat release position.  

The considerations discussed above allow the evaluation of a global uncertainty associated with the 

experimental flame radius determination. Five different contributions have been identified: 1) the 

optical calibration with a subpixel precision, 2) the blurring effect due to the CMOS exposure time with 

a subpixel precision, 3) the detection of the non-sphericity of the flame and the associated tolerated 

deformation, 4) the uncertainty in the flame radius lower than 1 pixel 5) the maximum flame center 

shift of 2 pixels which does not affect the flame radius evaluation, and 6) the flame radius extraction 

using the direct flame chemiluminescence with a subpixel precision. Based on these different 

contributions, a global precision of ± 2 𝑝𝑖𝑥𝑒𝑙𝑠 was evaluated. With the flame radius ranging from 

1 𝑐𝑚  to 6.065 𝑐𝑚 , this leads to a relative precision of 2.5 %  in the initial stage of the flame 

propagation to less than 0.5 % as the pressure increases (
𝑃

𝑃0
> 2). 

2.3.2 Flame radius evolution 

Flame propagation visualisation of the atmospheric stoichiometric condition is illustrated in Figure 4. 

The left and right red arcs delimit the inner surface of the combustion chamber. Thanks to the 360° 

fused silica ring, the flame visualisation is possible until the flame reaches the wall. The plane in which 

the electrodes are located is tilted to be perpendicular to the viewing axis of the camera. As illustrated 

on the different images of the sequence, the flame is perfectly spherical during the whole process. No 

instability occurs on the flame surface. Note that the development of instabilities can be detected with 

this optical diagnostic and will be discussed in section 3.1.3. The 360° fused silica ring is 50 mm height. 

The consequence is that the flame visualisation is limited in the vertical direction to a maximal radius 

of 2 cm (upper and lower red limits reported in Fig. 4). This limit is reached before 11 ms under these 

conditions. Then, the flame detection is based on the disk truncated of two circular segments. The 

flame luminosity seen by the CMOS sensor increases with the flame radius. This requires adjusting the 
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exposure time to achieve a good compromise between good detection of small flames radii and avoid 

image saturation for large flame radii. 

 

Figure 4 : Sequence of flame chemiluminescence visualisation in the combustion chamber; stoichiometric CH4/air flame; 𝑃0 =
1𝑏𝑎𝑟 & 𝑇0 = 300𝐾. Red contours indicate the inner diameter of the 360° quartz ring and the upper and lower limits.  

The high acquisition rate of the camera allows an accurate tracking of the flame front. The temporal 

evolution of the flame radius is plotted in Figure 5 for the two mixture conditions (𝜙 = 1.0 &  1.3 ) and 

for the two initial 𝑃 & 𝑇  conditions. The fastest propagations correspond to the stoichiometric 

conditions (solid and dashed red lines). The radius evolutions illustrated in Figure 5 was converted to 

centimeters using the optical calibration. The y-axis limit has been set to 6.065cm, which corresponds 

to the chamber inner radius. It is important to note that the triggering of the camera and the pressure 

acquisition start simultaneously when the discharge occurs in the ignition coil. Note that with the 

elevated acquisition rates, each flame propagation is described with at least 300 time steps.  

For the atmospheric stoichiometric mixture (solid red lines), nine consecutive flame propagations were 

acquired, keeping constant the initial pressure and temperature (𝑃0 = 1 𝑏𝑎𝑟 & 𝑇0 = 300 𝐾 ). The 

mixture composition is exactly the same as it is preliminary prepared in the high-pressure buffer tank. 

The nine evolutions are plotted in Figure 5. They are perfectly superimposed, illustrating the accuracy 

of the radius extraction procedure as well as the high-repeatability of experiments. As the camera 

exposure time is adjusted to avoid the saturation of the CMOS at large flame radii, the initial stages of 

the flame propagation are more difficult to detect, which explains the lack of data for flame radii lower 

than 5 mm. This poses no particular problem since this phase of isobaric propagation is not of great 

interest in this current work, where we are mostly interested in the non-isobaric propagation. In 

addition, the initial propagation is more strongly affected by ignition and stretch effects. 

 

Figure 5 : Time evolution of the experimental flame radius for the four CH4/Air mixtures (𝜙 = 1.0 𝑖𝑛 𝑟𝑒𝑑 −  𝜙 =
1.3 𝑖𝑛 𝑏𝑙𝑢𝑒;  𝑠𝑜𝑙𝑖𝑑 𝑙𝑖𝑛𝑒𝑠 𝑓𝑜𝑟 𝑃0 = 1 𝑏𝑎𝑟 & 𝑇0 = 300 𝐾 −  𝑑𝑎𝑠ℎ𝑒𝑑 𝑙𝑖𝑛𝑒𝑠 𝑓𝑜𝑟 𝑃0 = 3 𝑏𝑎𝑟 & 𝑇0 = 404 𝐾 ).  
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For the atmospheric fuel-rich condition, four experiments were performed and their results are plotted 

in solid blue lines in Figure 5. Again, the experimental repeatability is excellent. The initial flame 

propagation is delayed because of stretch effects and a lower flame reactivity. For 𝑃0 = 3 𝑏𝑎𝑟 & 𝑇0 =

404 𝐾, the flame propagations are similar to their associated atmospheric conditions exhibiting the 

pressure and temperature counterbalancing effects. Three experiments were performed for each 

mixture. For 𝜙 = 1.3 , smooth stable spherical flame was always observed. However, for the 

stoichiometric condition the flame radius temporal evolution was plotted only for 𝑅𝑓 < 5.05 𝑐𝑚 due 

to the occurrence of instability on the flame surface (see Section 3.1.3).  

2.3.3 Pressure trace 

Pressure traces were acquired at a frequency of 20 kHz using two identical pressure transducers 

located respectively on the upper and lower part of the chamber. The two transducers are connected 

to charge amplifiers (AVL FI Piezo amplifier module 2P2G) linked to an acquisition system (eight 

channels, 16 bits and 200 kS/s per channel). The linearity of the sensor is 0.3% of the full-scale range. 

For an initial pressure of 1 bar, the range of the pressure sensor was set to be a maximal pressure of 

10 bars, leading to the accuracy of 0.03 bar.  

The two sensors are subject to the same pressure at the same moment. The use of two opposed 

transducers was envisaged here to ensure no shifting of one of them. When the flame reaches the 

wall, the experimental pressure trace departs from the simulated one due to heat losses [22]. 

Comparison of the two experimental traces during this phase may be a good indicator of the central 

ignition and isotropic flame propagation (i.e. no buoyancy effect). 

Similarly to the flame radius, nine and four tests are reported for the atmospheric stoichiometric and 

fuel-rich conditions respectively, and three for the high-pressure conditions. Normalized pressure 

traces are reported in Figure 6. They were deliberately truncated before flame instability occurs (red 

dashed lines) or the flame reaches the wall (the other three lines). Pressure traces are perfectly smooth 

and no pressure oscillations are detected as this can be observed in a rectangular chamber[48]. 

 

Figure 6 : Normalized pressure traces for the four CH4/Air mixtures (𝜙 = 1.0 𝑖𝑛 𝑟𝑒𝑑 𝑎𝑛𝑑 𝜙 =
1.3 𝑖𝑛 𝑏𝑙𝑢𝑒 ;  𝑠𝑜𝑙𝑖𝑑 𝑙𝑖𝑛𝑒𝑠 𝑓𝑜𝑟 𝑃0 = 1 𝑏𝑎𝑟 & 𝑇0 = 300 𝐾 −  𝑑𝑎𝑠ℎ𝑒𝑑 𝑙𝑖𝑛𝑒𝑠 𝑓𝑜𝑟 𝑃0 = 3 𝑏𝑎𝑟 & 𝑇0 = 404 𝐾 ). 

To complete the information provided by Figure 5 and Figure 6, variations of 𝑅𝑓  with 𝑃 

(𝑅𝑓 = 𝑓(𝑃 𝑃0⁄ )) are plotted in Figure 7 as done in [4, 21]. 

Combining Eq. (3) and the simple linear x(P) relation initially derived by Lewis and Von Elbe [11] yields 

the following relation: 
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𝑅𝑓

𝑅0
= [1 − (1 −

𝑃−𝑃0

𝑃𝑒−𝑃0
) (

𝑃0

𝑃
)

1 𝛾𝑢⁄

]
1 3⁄

 (6) 

As discussed by Chen et al. [21], the 𝑅𝑓 = 𝑓(𝑃) profile depends on the equilibrium pressure 𝑃𝑒 and  

the heat capacities ratio of unburnt gas 𝛾𝑢. Under our conditions, it is independent, for each initial 

pressure condition, of the magnitude of 𝑑𝑃 𝑑𝑡⁄  (and so of the flame speed 𝑆𝑢) [8].  

For CH4/air mixtures, both the equilibrium pressure 𝑃𝑒 and the heat capacities ratio of unburnt gas 

(𝛾𝑢) for the stoichiometric condition are very close to those at 𝜙 = 1.3 (the relative difference is 

within 0.2%). Therefore, according to Eq. (6) the 𝑅𝑓 − 𝑃 curves for these two mixtures are almost 

superimposed as illustrated in Figure 7.  

 

Figure 7 : Variation of 𝑅𝑓 with 𝑃 for the four CH4/Air mixtures (𝜙 = 1.0 𝑖𝑛 𝑟𝑒𝑑 𝑎𝑛𝑑 𝜙 = 1.3 𝑖𝑛 𝑏𝑙𝑢𝑒 ;  𝑠𝑜𝑙𝑖𝑑 𝑙𝑖𝑛𝑒𝑠 𝑓𝑜𝑟 𝑃0 =

1 𝑏𝑎𝑟 & 𝑇0 = 300 𝐾 −  𝑑𝑎𝑠ℎ𝑒𝑑 𝑙𝑖𝑛𝑒𝑠 𝑓𝑜𝑟 𝑃0 = 3 𝑏𝑎𝑟 & 𝑇0 = 404 𝐾 ). 

Note that all the flame radius and pressure raw data are included in supplementary material 

(SM3_Data).  

3. Results and discussion 

3.1 Limits of the method 

3.1.1 Radiation and wall boundary effects 

The flame propagation in the spherical chamber is influenced by several parameters. Numerical results 

could afford valuable guidelines to evaluate both radiation and wall boundary influence on the flame 

speed.  

Numerical simulations were performed with either adiabatic or isothermal walls. For isothermal walls, 

the wall temperature is the same as the initial temperature of unburned gas, and three different gas 

radiation models were tested: an adiabatic model with no radiative loss (ADI), an optically thin model 

considering emission but no absorption (OTM) and a statistical narrow band model with both radiation 

emission and absorption (SNB). These three models are described in more details in Chen et al. [49].  

The flame speed evolutions are reported in Figure 8. For these two mixture conditions, isothermal 

results obtained without radiation (ADI) and with radiation with reabsorption (SNB) are very close, 

indicating that flame speed is slightly affected by radiation. Moreover, wall boundary effects are very 

weak for 𝑃 < 6.5 𝑏𝑎𝑟 for both equivalence ratios.  
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Figure 8 : DNS results of flame speed evolution with pressure for adiabatic walls (dashed red line) and isothermal walls (dot-
dash lines) with different radiation models with GRI Mech 3.0: no radiative loss (ADI), optically thin model (OTM), statistical 
narrow band model (SNB) ; 𝜙 = 1.0 (in upper part) and 𝜙 = 1.3 (in lower part) ; 𝑃0 = 1 𝑏𝑎𝑟 & 𝑇0 = 300 𝐾. 

This information allows defining the experimental data range to consider. As illustrated in Figure 9 and 

explained in Omari et al. [22], the time derivative of the pressure trace is a good indicator of the heat 

losses to the wall. This criterion is also used by Burrell et al. [13].Comparing the flame propagation with 

and without heat losses to the wall points out a limit to consider, which corroborates the value of 6.5 

bars previously found. Experimental traces of time pressure derivatives are also plotted in Figure 9 for 

the two mixture conditions (solid lines; red for 𝜙 = 1.0  / blue for 𝜙 = 1.3 ). The pressure 

corresponding to the maximum of 
𝑑𝑃

𝑑𝑡
  is identified and based on DNS results, a criterion of 90% of 

𝑚𝑎𝑥 (
𝑑𝑃

𝑑𝑡
)  is introduced to define the maximal experimental pressure to consider. This criterion 

ensures that no wall effect can occur during the propagation investigated. This leads to consider, for 

the rest of the paper, an upper pressure value of 6 bar for 𝜙 = 1.0 &  1.3 and 𝑃0 = 1 𝑏𝑎𝑟 & 𝑇0 =

300 𝐾. 

 

Figure 9 : Time derivative of pressure traces for adiabatic walls (dashed red lines) and isothermal walls (dot-dash lines) with 
different radiation models with GRI Mech 3.0. Solid lines for experimental results;  𝜙 = 1.0 (in upper part) and 𝜙 = 1.3 (in 
lower part) ; 𝑃0 = 1𝑏𝑎𝑟 & 𝑇0 = 300𝐾. 

Eq. (2) considers an isentropic compression of the unburnt gas. The validity of this assumption was 

tested for the stoichiometric condition comparing the simulated temperature evolution of unburnt gas 

(DNS) to the one evaluated using an isentropic compression hypothesis. The heat capacities ratio of 



14 
 

unburnt gas (𝛾𝑢) was evaluated based on thermodynamic data. It resulted from this comparison that 

the compression can be considered as isentropic in the pressure range previously defined 

(𝑃𝜖[1 − 6] 𝑏𝑎𝑟), confirming the conclusions drawn from the pressure derivative evolution. This is 

consistent since radiation and heat losses to the wall are the main potential causes of non-isentropic 

compression. The highest pressure (i.e. 6 bars) corresponds to an unburnt gas maximal temperature 

slightly lower than 500 K. This limits the achievable experimental conditions with the selected initial 

atmospheric conditions.  

Using a criterion of 90% of 𝑚𝑎𝑥(𝑑𝑃 𝑑𝑡⁄ ), a maximum pressure of 15 bar should be considered for both 

mixture conditions initially at P0 = 3 bar & T0 = 404 K. This maximum pressure, corresponding to less 

than 75 % of the theoretical end gas pressure reported in Table 1, allows reaching a compressed 

unburnt gas temperature higher than 600 K . As illustrated in Figure 1, these relatively elevated 

thermodynamic conditions are beyond the conditions achievable by other methods. 

3.1.2 Stretch effects 

It is important to remind that the flame speed throughout its propagation is decreasingly affected by 

stretch effects. In the constant volume method, the stretch effect on the laminar flame speed might 

be too large to be neglected for mixtures with Lewis numbers greatly deviating from unity and thus 

the stretch correction for obtaining accurate unstretched laminar flame speed is indispensable [25]. 

Chen et al. [21] have numerically investigated stretch effects for the constant volume method for 

hydrogen/air, methane/air and propane/air mixtures. Experiments and DNS can be compared directly 

since they are both affected by stretch effect, but a problem may arise if experimental results are 

compared with unstretched data obtained with steady 1D simulations (using the PREMIX code for 

example). In order to allow, in the future, a direct comparison with steady 1D simulations, we propose 

to consider only conditions of low stretch in the current study. 

The flame information corresponding to the ambient condition are listed in Table 2. Unstretched flame 

speed (𝑆𝑢
0) and burnt gas Markstein length (𝐿𝑢) were taken from Varea et al. [50] (the value of 𝐿𝑢 for 

the fuel-rich condition was extrapolated). 

Table 2 : Flame information for the selected mixture conditions 

Fuel 𝑇0 (K) 𝑃0 (bar) ϕ (-) 𝑆𝑢
0 (m/s) 𝐿𝑢 (mm) 

𝐶𝐻4 300 1 1 0.36 -0.13 
𝐶𝐻4 300 1 1.3 0.22 0.3 

 

Stretch evolutions with pressure are reported in Figure 10. The stretch acting on the flame front is 

evaluated using: 𝐾 =
2

𝑅𝑓

𝑑𝑅𝑓

𝑑𝑡
, as the flame sphericity has been checked by flame visualisation. A sharp 

decrease in stretch is observed for pressure between 1 and 2 bars. For 𝑃 > 2 𝑏𝑎𝑟𝑠, the stretch level is 

lower than 𝐾 < 60 𝑠−1 . With the laminar conditions indicated in Table 2, and assuming a linear 

relation between the flame speed and the stretch (𝑆𝑢 = 𝑆𝑢
0 − 𝐿𝑢𝐾), this leads to relative error in 

flame speed lower than 2%, regardless of the mixture.  
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Figure 10 : Stretch evolution as a function of pressure for stoichiometric (solid red lines) and fuel rich (𝜙 = 1.3 - solid blue 
lines) CH4/Air mixtures. Dashed lines correspond to DNS results with GRI Mech 3.0; 𝑃0 = 1𝑏𝑎𝑟 & 𝑇0 = 300𝐾. 

The current results perfectly match the ones obtained by Chen et al. [21] and Xiouris et al. [4] where it 

is numerically demonstrated that stretch effects may be generally neglected for 𝑃 𝑃0 > 2⁄  and 

𝑃 𝑃0 > 2.5⁄ , respectively. In the following, the lower pressure value considered will be limited at 

𝑃 𝑃0 = 2⁄ . 

It is important to recall that based on the optical calibration, limiting the pressures considered to 

𝑃 𝑃0 > 2⁄  allows maintaining a precision less than 0.5 % on the radius determination during the entire 

period of interest.  

3.1.3 Instability detection 

Some groups [4, 51] have developed two complementary set-ups to ensure that no instabilities 

develop on the flame surface during the propagation. With our configuration, OPTIPRIME, the 

development of wrinkles on the flame surface can be visually detected. The flame propagation of the 

two high-pressure conditions are illustrated in Figure 11. The timing corresponding to the different 

images is also indicated. The four pairs of images (a-, b-, c-, d-δ) correspond to equivalent flame 

radii. It can be seen from this figure that the flame front for the fuel-rich mixture (left-hand side) is 

perfectly smooth and spherical until the flame reaches the wall. On the contrary, the presence of a 

first wrinkle in Figure 11-a, 19 ms after the ignition, can clearly be detected. After 25 ms of propagation, 

the amplitude of the initial wrinkle amplifies and 2 ms later, the whole flame surface is covered by 

cells.  

 

Figure 11 : Sequences of flame chemiluminescence visualisation in the combustion chamber; 𝑃0 = 3 𝑏𝑎𝑟 & 𝑇0 = 404𝐾. Left 
(blue frame): fuel-rich condition- Right (red frame): stoichiometric CH4/air flame 
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As illustrated in Figure 11, OPTIPRIME allows detecting the occurrence and propagation of cells on the 

flame surface, simultaneously with pressure and radius acquisition. This unique performance 

represents a tremendous advantage for the constant volume method. 

3.2 Performances of the new proposed method  

The new proposed methodology relies on an accurate simultaneous measurement of pressure and 

flame radius evolutions. Its ultimate goal is to evaluate, using equation 2, flame speed evolution during 

the compression and to use it as a target for kinetic schemes validation. This is not done in the current 

paper which only focuses on the metrics measurable with the new experimental system. The precision 

associated with the flame radius has been carefully described previously and it was concluded that a 

maximal error of  2 pixels can may be achieved with the current system. In the following, we propose 

to investigate how this level of accuracy compares to those obtained applying traditional methods. A 

complete comparison would need to perform simulations using experimental pressure traces and a 

thermodynamics-based model including radiation effects [4]. Unfortunately we do not have this tool. 

Thereby we have performed direct numerical simulations to evaluate the impact of radiation on the 

radius determination in the case of the most critical condition (3bar, 404K, fuel rich condition). This 

allows evaluating the relative error that could be linked to radiation effects and how this uncertainty 

compares to the one obtained with new proposed methodology.  

The evaluation of the burnt mass fraction (𝑥) at any time during flame propagation is the weak point 

of the algebraic models. As it cannot be measured directly, it is related to the pressure rise inside the 

vessel (see equations 4 and 5). This is briefly discussed in the introduction and detailed in Faghih and 

Chen [9]. The performances of the new experimental method are compared, in terms of accuracy to 

three different models: the original model from Lewis and von Elbe [11], the modified model proposed 

by Luijten et al. [23] and the adjusted model proposed by Faghih and Chen [9], which is one of the 

most recent. These three models are summarized in Table 3. 

Table 3 : Equations used to determine the burnt mass fraction, 𝑥 

Group Correlation 

Lewis and von Elbe [11] 𝑥 =
(𝑃 − 𝑃0)

(𝑃𝑒 − 𝑃0)
 

Luijten et al. [23] 𝑥 =
𝑃 − 𝑃0. 𝑓(𝑃)

𝑃𝑒 − 𝑃0. 𝑓(𝑃)
, 𝑓(𝑃) =

𝛾𝑏 − 1

𝛾𝑢 − 1
+

𝛾𝑢 − 𝛾𝑏

𝛾𝑢 − 1
(

𝑃

𝑃0
)

(𝛾𝑢−1) 𝛾𝑢⁄

 

Faghih and Chen [9] 𝑥 =
𝑃 − 𝑃0. 𝑓(𝑃)

𝑃𝑒 − 𝑃0. 𝑓(𝑃)
, 𝑓(𝑃) =

𝛾𝑏 − 1

𝛾𝑢 − 1
+

𝛾𝑢 − 𝛾𝑏

𝛾𝑢 − 1
(

𝑃

𝑃0
)

(𝛾𝑢−1) 𝛾𝑢⁄

, 𝛾𝑏,𝑠ℎ𝑖𝑓𝑡 =
𝛾𝑏 + 8

8
 

 

The flame radius experimental trace is set as the reference and its associated level of precision is 

reported. Figure 12 illustrates the performances of the three models showing the percentage 

difference reflected in 𝑅𝑓 when comparing the simulated results to the experimental accuracy. The 

latter is represented symmetrically in dashed black lines with an initial value of 0.5%  for 
𝑃

𝑃0
= 2 

decreasing to 0.4% for 
𝑃

𝑃0
= 6. 
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Figure 12 : Percent difference in 𝑅𝑓 calculated with the three models of Table 3 and compared to the experimental accuracy 

(black dashed lines) for CH4/air flame with 𝑃0 = 1 𝑏𝑎𝑟 & 𝑇0 = 300 𝐾. Left (a): stoichiometric - Right (b): fuel-rich. 

The use of the different models results in a global accuracy comparable to the experimental one under 

atmospheric conditions. These three models afford comparable values with slight differences more 

pronounced in the initial stage of the flame propagation. For the tested conditions, the new proposed 

methodology, requiring a precise flame radius measurement, afford a level of accuracy comparable to 

standard algebraic models. 

The models are now tested under fuel-rich condition at P0 = 3 bar & T0 = 404 K. Results are reported 

in Figure 13. The stoichiometric condition was not always stable and thereby is not considered there. 

The experimental accuracy remains unchanged and is still represented by the symmetrical black 

dashed lines. However, the accuracy of the three models is observed to be much lower (between 

2 𝑎𝑛𝑑 3%).  

 

Figure 13 : Percent difference in 𝑅𝑓 calculated with the three models of Table 3 and compared to the experimental accuracy 

(black dashed lines) ; fuel rich condition ; 𝑃0 = 3 𝑏𝑎𝑟 & 𝑇0 = 404 𝐾. 

Xiouris et al. [4] have evaluated the effect of radiation on the flame propagation using experimental 

pressure traces and thermodynamic models for different mixtures at thermodynamic states relevant 

to engines conditions. They have shown that neglecting radiation in constant volume experiments 

could introduce, for their conditions, errors in radius of 1.5 %. Although their experimental conditions 

are different from ours, this affords a relevant information knowing that the uncertainty of our 

methodology is independent of the conditions and always lower than 0.5%.  
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Additional DNS calculations were performed to evaluate the impact of radiation for our most critical 

condition (𝑃0 = 3 𝑏𝑎𝑟 & 𝑇0 = 404 𝐾, fuel rich condition). This allows evaluating the minimal relative 

error that would be obtained using a thermodynamic model. The SNB model is selected as the 

reference since it is the most realistic (including both radiation emission and absorption). The relative 

difference in flame radius is evaluated considering successively no emission with isotherm (ADI-wall) 

or adiabatic (ADI) walls and then emission but no absorption (OTM). The relative differences are 

reported in Figure 14. The percent difference in flame radius relates to heat losses is of the order of 

0.5 %, which is comparable, for this condition, to the experimental accuracy. 

 

Figure 14: Percent difference in 𝑅𝑓 calculated with different radiation models (ADI, ADI-wall, OTM) and compared to the most 

realistic model (SNB) ; fuel rich condition ; 𝑃0 = 3 𝑏𝑎𝑟 & 𝑇0 = 404 𝐾. 

One can legitimately wonder if the gain in precision, of a few percents, corresponds to a real progress. 

The flame speed may be evaluated using Eq. (2). This equation was used to estimate the sensitivity of 

the flame speed to the three variables: flame radius (𝑅𝑓) , pressure (𝑃)  and unburnt gas heat 

capacities ratio (𝛾𝑢). Note that we do not propagate here the uncertainty in the derivatives 𝑑𝑅𝑓 𝑑𝑡⁄  

and 𝑑𝑃 𝑑𝑡⁄ . This was done carefully in Xiouris et al. [4]. A local polynomial fitting procedure was applied 

to reduce the associated error. For a global uncertainty evaluation, which is out of the scope of the 

current work, their careful investigation may be considered as a guideline. 

A 2 % perturbation was imposed separately on each of the three variables and the resulting flame 

speed variation, represented by 𝑆𝑢 𝑆𝑢,𝑂𝑟𝑖𝑔𝑖𝑛𝑎𝑙⁄ , is reported in Figure 15. The sensitivity analysis was 

performed for the stoichiometric atmospheric condition but all cases lead to similar conclusions. 
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Figure 15 : Sensitivity analysis of the flame speed to the flame radius (𝑅𝑓), the pressure (𝑃) and the unburnt gas heat 

capacities ratio (𝛾
𝑢
) ; stoichiometric CH4/air flame; 𝑃0 = 1 𝑏𝑎𝑟 & 𝑇0 = 300 𝐾.  

Figure 15 clearly demonstrates that the flame speed is extremely sensitive to the flame radius 

determination. Indeed, a small initial disturbance is amplified by a factor of 10. This ties in with the 

conclusions of Jayachandran et al [4] who already pointed out that the extracted flame speed is very 

sensitive to 𝑅𝑓(𝑃). Figure 15 also shows that the flame speed is sensitive to 𝛾𝑢 to a much lesser extent 

and virtually insensitive to pressure. 

To generalize these conclusions, the amplitude of the initial perturbation was varied until 5 % as 

illustrated in Figure 16. For this comparison, the value of 𝑆𝑢 𝑆𝑢,𝑂𝑟𝑖𝑔𝑖𝑛𝑎𝑙⁄  corresponding to 
𝑃

𝑃0
= 4 was 

arbitrary selected.  

 

Figure 16 : Flame speed sensitivity to the amplitude of the initial perturbation of the flame radius (𝑅𝑓), the pressure (𝑃) and 

the unburnt gas heat capacities ratio (𝛾
𝑢
) ; stoichiometric CH4/air flame ; 𝑃0 = 1 𝑏𝑎𝑟 & 𝑇0 = 300 𝐾. 

The obtained linear evolutions confirm the important sensitivity of the flame speed to the flame radius. 

Figure 16 indicates that 2-3% uncertainty on the measurement of the flame radius yields 20-30% 

uncertainty on the evaluation of the laminar burning velocity. 

As a conclusion, using the pressure trace as an input limits the propagation of uncertainties but the 

precision of the 𝑅𝑓(𝑃) model is clearly an issue. We have shown that available models behave very 

well for methane/air mixtures at atmospheric pressure, however, important inaccuracies appear for 

higher thermodynamic conditions as shown in Figure 13. For the current set-up, OPTIPRIME, the 𝑅𝑓(𝑃) 

model is not needed since the flame radius evolution can be accurately measured simultaneously with 

the pressure history. Consequently, the accuracy associated with the current set-up will limit the 

uncertainty on the flame velocity to less than 5% over the entire flame spread, whatever the conditions 

as long as the flame is stable. 

  



20 
 

4. General conclusions 

The current study describes a new experimental rig, OPTIPRIME, which consists of a spherical chamber 

equipped with a 360° transparent ring. This system allows the simultaneous recording of the pressure 

inside the chamber and, fully innovative, of the flame radius until the wall. This unique system makes 

possible to track the flame front evolution during the whole combustion process. The direct flame 

visualisation is useful to ensure that the flame surface remains perfectly spherical, without being 

affected by instabilities or gravity effects. The flame sphericity being checked, the global stretch acting 

on the flame dynamics can be evaluated. A specific attention was paid to the accuracy of the flame 

radius measurement. A global precision of ± 2 𝑝𝑖𝑥𝑒𝑙𝑠 on the flame radius has been determined. This 

leads to a relative precision less than 0.5 % at 
𝑃

𝑃0
> 2 and less when P increases. 

Evaluation of the laminar burning velocity in constant volume chamber requires the knowledge of the 

flame radius (𝑅𝑓). Lacking this information, the burnt mass fraction (𝑥) at any time during flame 

propagation is mandatory. To investigate the performance of our current experimental method, three 

different models have been selected and tested. These three models perform well for methane/air 

mixtures at atmospheric pressure but are significantly less reliable for higher thermodynamic 

conditions. Although the accuracy of the three models reaches few percents, this results in an 

inaccuracy on the flame speed ten times higher. For the current set-up, the flame radius evolution can 

be accurately recorded simultaneously with the pressure and these models are not needed. 

Consequently, the accuracy associated with the new chamber limits the uncertainty on the flame 

velocity to less than 5% over the entire flame spread, irrespective of the conditions. 

In parallel with experiments, direct numerical simulations were carried out to identify the limits of the 

proposed new method. Experimental data may be used for normalized pressures (
𝑃

𝑃0
) ranging from 2 

to a maximal pressure corresponding to 90% of max(dP/dt). This restrictive range allow to be 

unaffected by the stretch during the initial flame propagation and to avoid heat losses to the wall. 

Finally, it seems useful to clarify that this approach has been developed to provide new information 

for heavy fuels combustion under unusual thermodynamic conditions. The investigated experimental 

conditions, relatively simple, were selected to allow an essential validation step. OPTIPRIME will allow 

major advances in the measurement of laminar flame velocity under extreme thermodynamic 

conditions. 
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