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Abstract

We use a field theoretical approach to study ionic systems. In this paper we illustrate

this formalism in a grand canonical ensemble for the long range Coulomb potential.

For the inhomogeneous system near a hard neutral plane wall we go beyond the

well known Debye - Hückel electrolyte results. The results are compared with well

established sum rules for ionic systems and thermodynamic relations are verified.

We also calculate the differential capacitance in a slab using the linear response

theory. The capacitance is calculated from the charge – charge correlations for the

neutral system using the fluctuation – dissipation theorem.

Key words: Statistical field theory, double layer, interfacial structure, surface

tension, capacitance
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1 Introduction

In a recent series of papers a considerable effort has been devoted to describe

physicochemical systems with Coulombic interactions using alternative ap-

proaches to the classic statistical mechanics or density functional theories.

These approaches are based on a field theoretical formalism [1,2]. The motiva-

tions for this interest are varied. In the case of systems with Coulomb potential

there is a conviction that a field theoretical formalism is better suited to de-

scribe the effect of the long range Coulomb interaction. The other aspect is

that in these approaches the fluctuations are treated in a different way. Some

recent works [3–6] have shown that these fluctuations can be very important

as they can lead to peculiar effects for instance the existence of charge induced

attraction between likely charged objects.

The field theory presented here is simpler than the approaches [2] based on the

Sine Gordon transformation which introduces an imaginary fluctuating field.

As discussed by Fisher [7] the fluctuating imaginary field has no tangible

physical meaning and it is difficult to develop intuitions about approxima-

tions based on the expansion of the Hamiltonian with respect to this field. In

contrast we use fields which have a physical meaning and in the macroscopic

limit they represent directly the ionic distributions coupled with the usual

Coulomb potential.

In this paper we show that the field theoretical framework with a Hamilto-

nian based on ionic density fields provides a viable description of the system.

Frusawa and Hayakawa [8] give a justification for such a treatment.

There is a set of basic relations characteristic for the field theoretical formalism

which we show to acquire a new meaning when applied to the description of

classical fluids. These relations appear to be similar to the well known relations

in liquid state theory, like for instance the YBG equations [9] although as we

will see the formulation is different.

Second, we show that the theory emphasizes different aspects in the physics

of the system compared to other approaches such as the usual statistical me-
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chanics or density functional theories [10]. The resulting approximations and

interpretations can lead to new insights into the physics of the system.

In the simple case of the neutral hard plane wall we show that the behavior

of the charge fluctuations and their effect are non trivial. This is illustrated

on the inhomogeneous charge – charge correlation functions at the level of

the quadratic approximation. In the linear response theory we calculate the

differential capacitance at the point of zero charge knowing the structure of

the neutral system. We also go beyond the Debye approximation. Then as an

effect of the fluctuations we have a desorption profile.

Another aim of this paper is to show that our approach is consistent with

certain sum rules, thermodynamics and limiting laws. For instance the density

profile is in agreement with the contact theorem [11] and the Gibbs adsorption

isotherm. Differential capacitance at the point of zero charge is equal to the

Gouy – Chapman value for small charges.

We use the grand canonical ensemble throughout the paper. In section 2 we

present the field theoretical framework for ionic systems. In section 3 we apply

the theory to the case of a slab geometry. We calculate the pressure as well as

the inhomogeneous charge – charge correlation function. In the next section,

we discuss on a few examples the effect of these fluctuations. Going beyond

the Debye approximation, we calculate a desorption profile directly related

to the charge fluctuations. The surface tension is obtained using the Gibbs

adsorption isotherm. From the interfacial structure of the neutral system we

calculate the differential capacitance. Finally we summarize the results in the

conclusion.
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2 Field theory

2.1 The Field theoretical framework

The theory is based on a Hamiltonian which is a functional of the density

fields ρi=±(r) for anions and cations. Integrating over all possible density dis-

tributions we obtain the partition function of the system

Ξ=N
∫ ∏

i

Dρi(r) e
−βH[ρi(r)]+βµi

∫
ρi(r)dri (1)

where N is a normalization constant. Our formalism corresponds to the grand

canonical ensemble, where µi are the chemical potentials of the ions and for

symmetric ions we assume µ+ = µ− = µ. An equivalent representation is in

terms of charge density and overall ionic density : q(r) = ρ+(r) − ρ−(r) and

s(r) = ρ+(r) + ρ−(r). The Hamiltonian is a functional of the fields :

βH[q(r), s(r)] = βHe[q(r), s(r)] + βHc[q(r)] (2)

where the Coulomb contribution is given by

βHc[q(r)] =
1

4πε

∫ q(r)q(r′)

r̃
drdr′ (3)

where r̃ = |r−r′| and β = 1/(kBT ) is the reciprocal temperature.He[ρ+(r), ρ−(r)]

is the ideal entropy contribution functional used in [8,12]

βHe[ρ+(r), ρ−(r)] =
∫ ∑

i=±
ρi(r)

[
ln

ρi(r)

ρref
− 1

]
dr (4)

which can be expressed alternatively in terms of q and s fields and ρref is an

unspecified reference density. The grand potential is defined as

Ω≡−kBT ln Ξ

and we assume it corresponds to the thermodynamic definition γA−pV where

p is the pressure, γ the surface tension A the area and V the volume of the

system.
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2.2 A new toolbox

Within the field theoretical framework we can find some general and useful

equations. The first example is a relation similar to the equation of motion

[13] obtained by requirement that Ξ be invariant under a shift of the dummy

field integration variables : ρi(r). The equation reads

β <
δH

δρi(r)
> −βµi = 0 (5)

< ln ρi(r) > +
∑
j

∫
βVij(r, r

′) < ρj(r
′) > dr′ − βµi = 0 (6)

where Vij(r, r
′) is the potential coupling the fields ρi(r) to ρj(r

′), and the

average of any quantity A is defined

< A >=

∫ ∏
i Dρi(r) A e−βH[ρi(r)]+βµ

∫
ρi(r)dri∫ ∏

i Dρi(r) e
−βH[ρi(r)]+βµ

∫
ρi(r)dri

(7)

Equations (5) or (6) are exact relations different from the saddle point equa-

tions of the mean field theories [14]. They are also different from the density

theory formalism [10], as H does not represent the free energy of the system.

The Hamiltonian enters into the above equation through its average.

Deriving this equation with respect to r we obtain what can be seen as the

equivalent of the YBG [9] equation for the field theory.

∇r < ρi(r) >

< ρi(r) >
= β∇rV

ext
i (r) + β

∫
∇rVij(r, r

′) < ρj(r
′) > dr′ (8)

where we introduce V ext
i (r) as external fields. The equation is exact and dis-

tinct from the YBG equation. It is formally a closed relation in which only

the one body distribution is involved and not the beginning of a hierarchy

between correlation functions.

In an earlier paper [15] we have shown the analogy between the Ward Taka-

hashi (WT) identities [14] which result from the invariance of the system under

a symmetry of the fields and relations found in liquid state theory. In the case

of the translational invariance we have shown that relations obtained in [16,17]

5



and sometimes known as Baxter relations for homonogeneous fluids have the

equivalent WT type identities for the field theory.

The field theoretical framework can therefore be constructed around a few

fundamental equations similar to well know relations in usual statistical me-

chanics although their detailed expression is different.
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3 The model

The system we want to describe is an ionic solution confined by two hard plane

walls of a surface A placed at z = L1 and z = L2 at a separation L = L2 −L1

from one another as shown in Fig. 1. The thermodynamic limit A → ∞ is

considered from the beginning while for the slab thickness L we take it finite
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Fig. 1. Schematic representation of the model system.

first and then consider the limit L → ∞. The dielectric constant is uniform

throughout the whole space and it corresponds to the dielectric constant of

the pure solvent ε.

3.1 The Hamiltonian

For the open system the chemical potentials of ions are fixed and the ionic

densities fluctuate around their averages in an a priori unconstrained fashion.

Hereafter, the Hamiltonian eq.(2) is expanded around the saddle point average

values q̄ = 0 and s = ρ̄, which will be specified in the following. The ideal

entropy becomes
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βHe= ρ̄

(
ln

(
ρ̄

2ρref

)
− 1

)
V +

∫
δs(r) ln

(
ρ̄

2ρref

)
dr

+
1

2ρ̄

∫ [
δs2(r) + q2(r)

]
dr− 1

6ρ̄2

∫ [
δs3(r) + 3δs(r)q2(r)

]
dr

+
1

12ρ̄3

∫ [
δs4(r) + 6δs2(r)q2(r) + q4(r)

]
dr+ ... (9)

where δs = s− ρ̄. The Coulomb Hamiltonian is not modified in this expansion.

The term related to the chemical potential is

∫
s(r)dr = ρ̄V +

∫
δs(r)dr (10)

We reorder the terms in the Hamitonian according to powers of δs. The term

independent of δs is

βH0 = ρ̄

(
ln

[
ρ̄

ρref

]
− 1

)
V − βµρ̄V (11)

The term linear in the fields is

βH1 =
∫

L1<z1<L2

(
ln

[
ρ̄

ρref

]
− βµ

)
δs(r1)dr1 (12)

Now we choose ρ̄ such that the linear term βH1 vanishes. This provides a

relation between µ and ρ̄

βµ = ln

[
ρ̄

ρref

]
(13)

replacing µ in eq.(11), we then have βH0 = −ρ̄V .

The Hamiltonian is now

βH =−ρ̄V + βHc[q(r)] +
1

2ρ̄

∫ [
δs2(r) + q2(r)

]
dr

− 1

6ρ̄2

∫ [
δs3(r) + 3δs(r)q2(r)

]
dr

+
1

12ρ̄3

∫ [
δs4(r) + 6δs2(r)q2(r) + q4(r)

]
dr+ ... (14)

We denote by H2 the quadratic part of the Hamiltonian and treat it as the

reference system. Subsequent terms will be treated perturbatively
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βδH =− 1

6ρ̄2

∫ [
δs3(r) + 3δs(r)q2(r)

]
dr

+
1

12ρ̄3

∫ [
δs4(r) + 6δs2(r)q2(r) + q4(r)

]
dr (15)

In the following we consider the quadratic Hamiltonian in which there is no

coupling between the two fields q(r) and s(r).

3.2 The quadratic Hamiltonian

3.2.1 Diagonal representation of the quadratic Hamiltonian

The fields are expanded on the basis which is written [18,19]

q(r) =
∑

K,ν>0

eiKRqνϕν(z), s(r) =
∑

K,ν>0

eiKRaνϕν(z) (16)

where qν and aν are the parameters defining the fields and

ϕν(z) =
e−iν(L2−z) ∓ eiν(L1−z)[
2L

(
1∓ sin(νL)

νL

)]1/2 (17)

these functions are eigenfunctions of the electric potential operator and the +

and − refer to even and odd functions.

V (r)=
e

4πε

∫
dr′

q(r′)

|r− r′|
(18)

=
e

ε

∑
K

eiKR
∑
ν>0

λν q̃ν(K)ϕν(z) (19)

where λν = 1/(K2 + ν2) with the eigenvalues ν± verifying

tan(
ν+L

2
) = −ν+

K
and tan(

ν−L

2
) =

K

ν−
(20)

In this basis the quadratic Hamiltonian H2 reads

βH2=
A

2ρ̄

∑
K,ν(K)

[
aνa

∗
ν + qνq

∗
ν(1 +K2

D[ρ̄]λν)
]

(21)

9



where KD[ρ̄] =
√
βρ̄e2/ε is the inverse Debye length with a ionic density ρ̄.

3.2.2 Calculation of the pressure

From the grand potential eq.(5) we can calculate the pressure

βpV = ρ̄V + lnN
∫

DqDs e−βH2[q,s]

As we focus on electrostatic effects we calculate the excess pressure relative

to the uncharged system.

β∆pV = (ρ̄− ρb)V + ln

∫
DqDs e−βH2[q,s]∫

DqDs e−βH2[q,s]|e=0
(22)

where ∆p is the excess pressure of the system refered to the pressure of the

corresponding ideal gas. The density of the ideal gas is taken as ρb the average

density of the interacting gas. This density is different from ρ̄ which corre-

sponds only to the density of the saddle point approximation. H2[q, s]|e=0 is

the Hamiltonian of the ideal gas, where the Coulomb interaction has been

switched off. We then have

β∆pV =(ρ̄− ρb)V +
1

2

∑
K,ν(K)>0

ln

[
K2 + ν2

K2 + ν2 +K2
D[ρ̄]

]
(23)

The sum in the above equation can be explicitely calculated [18]. In the limit

L → ∞ it becomes.

∑
ν

ln

(
K2 + ν2

K2 + ν2 +K2
D

)
=−2(

√
K2 +K2

D −K)L

−4 ln

K +
√
K2 +K2

D

2K

 (24)

The first term corresponds to the bulk contribution and we have

β∆p = ρ̄− ρb +
K3

D[ρ̄]

12π
(25)

The ionic density is different from that of the saddle point:

10



ρbV ≡< N >

=
∂ lnΘ

∂ρ̄

dρ̄

dβµ
= ρ̄

∂ lnΘ

∂ρ̄
(26)

Where we have used the definition of ρ̄ given in eq.(13) With the expression

of lnΘ derived from eq.(25), we have

ρb= ρ̄+
K3

D[ρ̄]

8π
(27)

Finally the excess pressure is

∆p=−kBTK
3
D[ρ̄]

24π
(28)

At the lowest order in the expansion we can replace ρ̄ by ρb in KD. The

result we obtain for the pressure is the same as in the canonical ensemble

[18]. We emphasize that the density ρb is not an external parameter of the

system but has to be calculated perturbatively at each level of approximation

as illustrated by eq.(27).

3.2.3 Charge – charge correlation functions

The interest of the field theoretical approach is to stress the importance of

fluctuactions and of the resulting structure as given by the correlation function.

We calculate the charge – charge correlations in the vicinity of a plane hard

wall. The quadratic Hamiltonian is the same as the one used in [18,19] and

the results are the same except that the density is replaced by ρ̄. The bulk

correlation function does not depend on the distance to the walls:

< q(r)q(r′) >b = ρ̄

[
δ(r− r′)− K2

D[ρ̄]

4π

e−KD[ρ̄]r̃

r̃

]
(29)

The surface contribution is

< q(r)q(r′) >s =
∑
i=1,2

[
ρ̄e−KD[ρ̄]r̃∗i

2π

(K2
D[ρ̄]

2r∗i
+

KD[ρ̄]

r∗2i
− K2

D[ρ̄]z̃
2
i − 1

r∗3i

−3
KD[ρ̄]z̃

2
i

r∗4i
− 3

z̃2i
r∗5i

)

11



+
ρ̄

2π

∫
K2dKJ0(Kρ)e−|z̃i|

√
K2+K2

D[ρ̄]

]
(30)

where z̃1 = z + z′ − 2L1, z̃2 = z + z′ − 2L2, ρ = |R − R′| and J0 is a

Bessel function [20]. The first contribution is screened over the Debye length

and r̃∗i is the distance between the point r and the image r′∗ of the second

point symmetric with respect to the wall at L1 and L2 respectively. It is

similar to image contribution with screening however the dielectric constant

is uniform across the system and there is no explicit image potential. The

charge – charge correlations verify the asymptotic behaviour predicted in [21]

and decay as 1/R3 parallel to the wall without screening as a consequence of

the local dipole moments created by the deformation of the screening cloud

in the vicinity of the wall. The coefficient ρ̄ can be replaced by ρb in eq.(29)

when we take into account the standard one loop correction due to the q4

coupling term in δH [14]. As for the other ρ̄’s which appear in KD[ρ̄] they

can be systematically replaced by ρb at the lowest order in the expansion.

Integrating over r′, we can check that the inhomogeneous correlation function

verifies the electroneutrality condition.
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4 From fluctuations to thermodynamics.

In this section we will see how the above calculated charge fluctuations give rise

to a nontrivial desorption profile and to the electrostatic contribution to the

surface tension for the neutral system. We will also calculate the differential

capacitance of the system in the linear response theory.

4.1 Desorption density profile.

The expansion of the ideal entropy beyond the quadratic term [18] : δH =

− 1
2ρ̄2

∫
δs(r)q2(r)dr couples charge and density fields, this term is treated as a

perturbation. The average of any quantity with the full Hamiltonian is then

written

⟨A⟩ = ⟨A⟩0 − ⟨AβδH⟩0 + ... (31)

where the averages ⟨...⟩ and ⟨...⟩0 refer to the full Hamiltonian and to the

quadratic Hamiltonian respectively. With the new Hamiltonian the density

profile at the wall is modified. As we are interested in the profile at the wall

we subtract the corresponding bulk contribution. Eq. (31) for the ionic density

profile reads

⟨δs⟩ =
〈
q(r)

∫
q(r′)δs(r′)2dr′

2ρ2b

〉
0

−
〈
q(r)

∫
q(r′)δs(r′)2dr′

2ρ2b

〉
0,bulk

(32)

where we use the fact that the profile ⟨δs⟩0 for the quadratic Hamiltonian is

zero. In the quadratic Hamiltonian the fields q and s are independent. The

expression for the profile can be obtained in the form

⟨δs(r)⟩ = −K3
D

8π
I[(z − L1)KD] (33)

where I(x) =
∫∞
1 dt e−2xt/(t +

√
t2 − 1)2 is a fast decaying function. In the

vicinity of one wall at z = L1 the correction to the total density profile given

by eq.(33) is plotted in figure 2. We have I(0) = 1/3 which yields the con-

tact value of the corrected profile ⟨δs(z = L1)⟩ = −K3
D

24π
consistent with the

13



contact theorem [11] and the Debye-Hückel correction for the ionic gas pres-

sure eq.(28). Vice versa this shows that the quadratic Hamiltonian, where

Fig. 2. Plot of the function I related to the total density profile correction across

the interface.

the profile at the wall is constant, does not fulfill the mechanical equilibrium

expressed by the contact theorem.
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4.2 Surface excess free energy

The excess free energy due to the electrostatics has been calculated in the bulk

[1] and the contribution due to the surface has been calculated in two ways in

[18]. Let us recollect the results. The bulk contribution to the free energy is

βF b = −V
K3

D

12π
. (34)

And the surface contribution to the free energy can be obtained directly from

the partition function

βF s|L→∞ =
AK2

D

4π

(
2 ln 2− 1

4

)
. (35)

An alternative way to calculate the free energy is using the charge – charge

correlation functions and a charging process. We define

βF̃λ ≡
∫

dr1dr2βH
c(r1, r2;λ)g(r1, r2;λ) (36)

where βHc(r1, r2;λ) =
λ2βe2

8πε|r1 − r2|
and where we consider a charging process

by which g(r1, r2;λ) is the charge - charge correlation function for a system

with elementary electric charge λe instead of e. The electrostatic contribution

to the free energy for a system of elementary electric charges e is

1∫
0

dλ βF̃λ = βF̃ |e − βF̃ |e=0. (37)

The contribution from the bulk part of the correlation function eq. (29) yields

βF̃ b = −V
K3

D

12π
+ A

K2
D

16π
, (38)

The contribution from the surface correlation given in eq. (30) is

βF̃ s|L→∞ = A
K2

D

8π
(ln 2− 1). (39)
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Summing the two contributions, we find that we have indeed F b +F s|L→∞ =

F̃ b + F̃ s|L→∞. This shows the consistency of the two ways of calculating the

free energy.

Finally the surface tension can also be calculated from the Gibbs adsorption

isotherm

dγ = 2Γsaltdµ (40)

where Γsalt is the adsorption of the salt per unit surface area. The adsorption

can be calculated from the density profile eq.(33). Integrating the isotherm

from zero density to the final density of the system we have that the surface

tension is

βγ=
K2

D(2 ln 2− 1)

32π
(41)

This result is consistent with the results above.
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4.3 Differential capacitance.
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Fig. 3. Schematic representation of the model system with wall with surface charge

σ.

In this section the Coulomb Hamiltonian includes an external contribution

accounting for the fact that the walls can be charged

βHc[q(r)] =
βe2

4πε

∫ q(r)q(r′)

r̃
drdr′ + βe

∫
q(r)V ext(r)dr, (42)

V ext(r) is the potential created by the surface charge densities σ and −σ on

the walls. This contribution is

V ext(r) = −σe

ε

(
z − L1 + L2

2

)
(43)

where the zero for the electric potential is set in the middle of the system. To

calculate the capacitance of the system we consider the linear response theory

for a small surface charge density σ. The Hamiltonian can be rewritten

H = Hσ=0 +Hσ with Hσ = e
∫
q(r)V ext(r)dr (44)

All averages are then performed with the Hamiltonian Hσ=0 and Hσ replaces

17



δH as the perturbation in eq.(31). The potential difference between the two

walls can then be written in the following way :

V (L2)− V (L1)=

〈(
V ext(r) +

e

4πε

∫ q(r′)

|r− r′|
dr′
)

(
1− βe

∫
q(r′′)V ext(r′′)dr′′

)〉
0,z=L2

−
〈
...

〉
0,z=L1

= δV ext +
e

4πε

[〈 ∫ q(r′)

|r− r′|
dr′
〉
0,z=L2

−
〈
...
〉
0,z=L1

]

− βe2

4πε

[〈 ∫ q(r′)

|r− r′|
dr′

∫
q(r′′)V ext(r′′)dr′′

〉
0,z=L2

−
〈
...
〉
0,z=L1

]

− βe
[〈
V ext(L2)

∫
q(r′′)V ext(r′′)dr′′

〉
0,z=L2

−
〈
...
〉
0,z=L1

]
(45)

where for each quantity its difference for z = L2 and z = L1 is taken. The

first term is δV ext = V ext(z = L2) − V ext(z = L1) = −σeL/ε the potential

difference due to the electric charges on the wall. The second term is the aver-

age of the Coulomb potential created by the charges in the ionic solution but

taken for neutral walls, in this case electric potential is constant throughout

the system and this difference is zero [12,22]. The last term is proportional to

σ2 and can be neglected in the linear response regime. Finally we have [23]

V (L2)− V (L1)= δV ext +
σeL

ε
− 2σe

εKD

[
1− e−KDL

]
=− 2σe

εKD

[
1− e−KDL

]
(46)

Deriving eq.(46) with respect to σ

C−1=
Ṽ (L2)− Ṽ (L1)

−σe

=
2

εKD

[
1− e−KDL

]
(47)

which in the large L limit corresponds to the differential capacitance for the

Gouy - Chapman theory.
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5 Conclusion

In this paper on a specific example, an ionic system in a slab, we show that the

field theoretical approach can be used for a coherent description. The specific

features of systems with Coulomb potential are reproduced. The bulk charge

correlation function obeys the required sum rules [22] and the inhomogeneous

charge correlation function verifies the electroneutrality and the asymptotic

behaviour parallel to the wall predicted by B. Jancovici [21].

The theory is based on fields which have a clear physical meaning. Our ap-

proach can be situated between the density functional theory and the usual

statistical mechanics. As for the density functional theory the choice of ionic

densities leads to a description closer to the macroscopic level and better

understood. On the other hand with ionic densities as stochastic fields our

treatment is close to the usual statistical mechanics and the assumptions at

the level of the Hamiltonian are simpler than those at the level of the density

functional.

With a simple extension of the Debye – Hückel theory we predict a nontrivial

desorption profile at the interface of the ionic solution with a neutral hard wall.

In contrast to the Debye – Hückel linear approximation, this result restores the

consistency of the approach with the contact theorem and Gibbs adsorption

thermodynamics.

Different tools and ways of thinking specific to the field theoretical approach

yield new points of view. For instance the desorption profile is described as a

result of the coupling between the charge and density fields due to the ideal

entropy. This is a different point of view from the standard liquid state theory

where the ideal entropy is usually written as an explicit and independent

contribution to the free energy.
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