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Abstract. The aim of this paper is to introduce a novel functional design for an 

indoor and outdoor mobility assistive device for the visually impaired, based on 

the theoretical frameworks of mobility and spatial cognition. The originality of 

the proposed approach comes from the integration of two main aspects of navi-

gation, locomotion and wayfinding. The cognitive theories which underpin the 

design of the proposed sensory substitution device, called TactiBelt, are identi-

fied and discussed in the framework of spatial knowledge acquisition. 

The paper is organized as follows: section 1 gives a brief overview of the 

sensory substitution framework, while sections 2 & 3 introduce the importance 

of navigation and spatial cognition models for the design of mobility aids. Sec-

tion 4 details the functional design of the Tactibelt. 
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1 Introduction: Some Remarks on Sensory Substitution 

According to the World Health Organization, as of October 2017, 253 million people 

live with vision impairment worldwide, with 36 million being completely blind.  

In the last decades, many devices were developed to compensate for loss of vision, 

most of them relying on the sensory substitution framework first introduced 50 years 

ago by Bach-y-Rita [1]. Sensory Substitution, in its most basic definition, consists in 

conveying information about the environment through “unusual” sensory channels; 

for example, transmitting information about the distance of remote objects through 

tactile stimulation. Therefore, Sensory Substitution Devices (SSD) can be seen as a 

special kind of non-invasive human-machine interface, designed to provide additional 

(or no longer accessible) information about the environment. SSD devices allow their 

users to carry out tasks that were previously impossible or troublesome due to a lack 

of information. SSD are usually comprised of three main elements: sensors, an inter-

face to communicate with the user (usually through touch or sound), and a processing 

unit to remap the gathered information to the code of the receptive modality. 

Sensory substitution mainly relies upon our capacity to actively re-interpret new 

sensory information and to automate this process through learning, ultimately leading 
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to an embodied externalized [2] interaction with the environment, interfaced by the 

SSD. By allowing them to regain access to parts of their Umwelt, SSDs improve how 

well Visually Impaired People (VIP) can interact with the world, restoring their sense 

of autonomy, control, and safety [3]. However, one of the main constraint of SSD 

design is the amount of information that can be conveyed to the user without creating 

an excessive cognitive load [4]. Indeed, the amount of information gathered by our 

vision is much greater than our tactile or auditory “bandwidth” [5], meaning that 

SSDs must carefully select what information they convey, and how they encode it. 

2 Navigation and Blindness 

Autonomous navigation is one of the greatest challenges VIP face, since vision plays 

a crucial role in gathering the information necessary for many processes involved in 

this complex task. Recent research supports the idea that VIP can learn the spatial 

layout of an environment and navigate inside of it as efficiently as the sighted, if giv-

en the proper information for this task [6], [7]. Indeed, our spatial representations are 

amodal [8], meaning they can also be elicited through audition and touch, with func-

tionally equivalent properties. Therefore, with properly designed SSDs, VIP could 

autonomously perceive, interpret, learn and interact with their spatial environment. 

Navigation is traditionally divided into two main categories: wayfinding (also 

called orientation) and locomotion (or mobility) [9]. Wayfinding refers to the mental 

processes allowing us to understand the large-scale spatial properties of our environ-

ment and localize ourselves amidst it, relatively to salient “visible” or memorized 

features. Locomotion refers to the mental and physical processes allowing us to move 

along a chosen path while successfully avoiding obstacles on the way [10]. 

Many of the current assistive devices for the blind mostly cater to locomotion, but 

not often to autonomous wayfinding. Indeed, these devices do not provide any large-

scale information that would allow users to autonomously plan, navigate and update 

their path, or to find shortcuts. To accomplish this, we need to develop devices that 

address both locomotion and wayfinding, thus allowing for the emergence of spatial 

representations. It is with that aim that the TactiBelt system was developed. 

3 The Importance of Spatial Cognition Models in SSD Design 

Gaining a better understanding of the underlying mechanisms of space perception and 

how these mechanisms adapt to blindness would allow researchers to pinpoint pre-

cisely what information is crucial to elicit spatial representations and learning. 

According to many spatial cognition theories, to properly compensate for the lack 

of vision, mobility assistive devices should provide information about important envi-

ronmental cues, such as landmarks. Landmarks, which can be defined as stable, easily 

remembered and often visible landscape cues, have been shown to improve the ability 

of VIP to elaborate and organize mental representations of their environment [11], 

[12], and to navigate thanks to them. Finally, providing information about the sur-

roundings topography, like the disposition of the roads, might prove helpful by allow-
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ing VIP to better identify their current location, and to foresee incoming direction 

changes. 

4 The Tactibelt Preliminary Specifications 

Based on the aforementioned recommendations, we put forward the following func-

tional design for the TactiBelt system. The device will interface with the user through 

a belt fitted with vibrators, worn around the waist. We chose this type of interface 

because it allows the user to intuitively perceive ego-centered spatial information 

without requiring any complex information recoding. The belt will have 3 layers of 

vibrators to allow for a better coding of the elevation of obstacles.  

The device will also include 2 front-facing cameras, embedded into a pair of glass-

es, combined with an inertial unit, to provide stable orientation-aware depth infor-

mation about nearby obstacles. A GPS chip will provide absolute localization and 

ego-centered distance information about nearby landmarks. Cartographic data will be 

collected from online services or from buildings’ blueprints for indoor navigation. 

The TactiBelt will provide 4 types of information: nearby obstacles, landmarks, the 

surrounding topography (street intersection nodes), and the current destination. Those 

4 types will be distinguishable by their tactile representation, i.e. the specific vibration 

pattern used for each of them. Periodic pulses of varying frequency and intensity will 

be used for each type of information, in order to introduce discontinuity in the signal 

in order to avoid habituation [12]. Additionally, the users will be able to manually add 

new landmarks (e.g. bus stops, their home, …). 

Those 4 information levels will not be presented simultaneously to avoid a cogni-

tive overload [11], [12]. They will be sent sequentially [11], each being displayed for 

a varying duration depending on their priority: obstacles will have the highest priority, 

meaning they will be most frequently displayed and will take precedence over the 

others if a collision is imminent. The second most important one is the street intersec-

tion nodes, followed by the landmarks, and lastly, the destination. A maximum of 7 

pieces of information of one type will be transmitted simultaneously, based on the 

specificities of human working memory [13]. However, this number will be adjusta-

ble by the users depending on their preferences and their experience with the device. 

The distance and relative position of each element the belt “points to” will be given 

in an abstract and continuous manner: the vibration’s intensity will represent the dis-

tance to the element, and the direction of the element will be given by activating the 

vibrator pointing towards the obstacle’s direction. The elevation of an obstacle will be 

given in a symbolic manner, with a movement either pointing down or up, moving 

through the 3 layers of vibrators. The landmarks’ identity will be given through vocal 

feedback, with bone conduction headphones to keep the users’ audition free. 

5 Conclusion and Future Work 

This paper has addressed the concept of a new non-invasive dynamic navigation aid 

for the blind, the TactiBelt. Its originality arises from the fact that it assists not only 
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locomotion through obstacle avoidance, but also spatial integration by providing in-

tuitive information that will allow VIP to mentally map and learn their environment.  

This will allow them to navigate autonomously and safely indoors and outdoors, 

enabling them to participate more actively in society.  

Moreover, TactiBelt’s adaptive design would make it fit for many uses by sighted 

people, such as providing dynamic, non-distractive and readily interpretable guidance 

in visually noisy environments (e.g. a smoky building for firefighters), or as a GPS 

substitute for drivers, allowing them to keep their eyes on the road at all times. 

The system prototyping of the device is currently underway. A thorough evaluation 

with the targeted end users will be done to assert the relevance of our design, its ac-

ceptance by the VIP community and its validation against existing similar devices. 
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