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Abstract Along with the intracrustal heat source, crustal permeability is considered as the controlling factor for hydrothermal circulation within zero-age oceanic crust. To obtain fine-scale, 2-D models of upper crustal permeability along the East Pacific Rise 9°50′ N, known for prolific hydrothermal activity, we use recently derived high-resolution seismic velocity and examine a number of the existing velocity-permeability relationships. To constrain our preferred permeability model, we compare thus derived permeability models with collocated permeability estimates from poroelastic response to tidal loading at L-vent. Furthermore, using the preferred permeability result, we model hydrothermal convection in 2-D and find that the distributions of recharge and discharge zones are in good agreement with seafloor observations, including locations of the vent fields. Our results suggest that seismic velocities can be used as a tool for deriving spatial variation of permeability, which must be considered in modeling of hydrothermal flow.

Plain Language Summary Crustal permeability represents one of the main controlling factors for development and persistence of hydrothermal circulation at mid-ocean ridges. However, this parameter remains poorly constrained. Using recently obtained seismic velocity model and available velocity-permeability relationships, we calculate a number of permeability models for East Pacific Rise 9°50′N region, known for vigorous venting sites, including L-vent. To narrow down a wide range of upper crustal permeabilities and constrain our preferred permeability model, we use measurements obtained from poroelastic response of crustal lithologies to tides at L-vent. Our results suggest that average permeability for the first ~100 m of the upper oceanic crust is 10−11.2 m², whereas 10−14 m² characterizes the remaining part. We further evaluate our results with numerical models of hydrothermal circulation. The model that uses our preferred permeability field predicts locations of hydrothermal fluid recharge and discharge zones that are consistent with seafloor observations. Our study suggests that a growing number of high-resolution seismic velocity models can be further used to provide first-order estimates of permeability that will help us to advance our understanding behind hydrothermal processes, fluid circulation, and associated exchanges along mid-ocean ridges.

1. Introduction

Circulation of hydrothermal fluids through oceanic crust along mid-ocean ridges (MOR) accounts for ~6% of the total Earth’s internal heat loss and plays a major role in lithosphere-ocean thermal, mass, and chemical exchanges (e.g., Elderfield & Schultz, 1996; Sclater et al., 1980; Stein & Stein, 1992). Along fast- to intermediate-spreading centers axial magma lenses (AMLs) with highly molten portions were identified (Canales et al., 2006; Marjanović et al., 2015; Singh et al., 1998; Xu et al., 2014), representing a prerequisite for the formation of high-temperature (i.e., 200–450 °C), high-heat, smoker-like hydrothermal activity (Baker, 2009; Marjanović, Fuji, et al., 2017; Wilcock & Fisher, 2004). Together with the thermal properties of the melt-bearing AML, permeability of the axial crust is another controlling factor on the
vigor/dynamics and architecture of hydrothermal convection and heat extraction (e.g., Lowell & Germanovich, 2004). In the past, a significant effort has been put to provide permeability estimates of oceanic crust. However, this task has proven challenging because of the complexity of the involved processes (magmatic, tectonic, and hydrothermal), which operate at different spatial and temporal scales (Lowell & Germanovich, 1994). Some of the available permeability estimates, spanning a wide range of values ($10^{-18}$–$10^{-10}$ m$^2$), are derived from in situ borehole measurements or extracted from different parameters obtained from boreholes (Becker, 1989; Fisher, 1998; Becker & Fisher, 2000, 2008; Becker & Davis, 2003; Davis et al., 2010; Fisher et al., 2008; Winslow et al., 2013). It has to be mentioned that all of the boreholes are located off-ridge axis, sampling the crust $>$1 Myr old at scales that may not be representative of regional permeability of fractured rock (Wilcock & McNabb, 1996). Kilometer-scale hydrothermal flow models at MOR proposed a subrange of average permeabilities for the upper crust, $10^{-15}$ and $10^{-12}$ m$^2$ (Coumou et al., 2008; Driesner, 2010; Hasenclever et al., 2014; Lowell & Germanovich, 2004; Lowell et al., 2013; Theissen-Krah et al., 2011). Finally, a number of recently developed, indirect approaches based on the analysis of the effects of tides on vent temperatures suggested values ranging from $10^{-9}$ to $10^{-15}$ m$^2$ for a narrow zone around vent sites (Barreyre et al., 2014, 2018; Barreyre & Sohn, 2016; Crone et al., 2011). As a result, both the actual permeability and its spatial variation within the upper oceanic crust, dominated by hydrothermal circulation, remain poorly constrained.

One of the biggest challenges in the analysis and interpretation of controlled source seismic data is to link seismic parameters such as seismic velocity to geological properties of rocks in the subsurface. There is a growing number of seismic studies conducted at MORs that provide high-resolution velocity models of oceanic crust in two dimensions (Arnulf et al., 2011, 2012, 2014; Christeson et al., 2012; Marjanović, Fuji, et al., 2017), and lately in three dimensions (Arnoux et al., 2017; Arnulf et al., 2018; Marjanović, Plessix, et al., 2018; Morgan et al., 2016). In addition, it has been suggested that the observed velocity variations in the crust primarily reflect localized variations in porosity, and ultimately in permeability of rocks (e.g., Swift et al., 2008).

To obtain a range of possible permeability models for upper oceanic crust, we use permeability-velocity relationships available in the literature (see section A in Supporting Information, SI). For constraining our preferred permeability model, we compare our permeability estimates obtained from velocity with the permeability estimates from a revisited poroelastic response to tidal loading at L-vent as an independent approach. Finally, we use our preferred permeability model to examine hydrothermal fluid circulation flow along the EPR. We show that variable permeability in the along-axis plane is an important controlling factor on distribution of hydrothermal pathways and should not be neglected in numerical models.

2. Geological Background

Currently, ~500 hydrothermal vent sites have been identified along active plate tectonic boundaries (Beaulieu, et al., 2013, 2015). Among these, the most studied ones are the vents located along the EPR 9°50′ N, which are grouped into two clusters: the northern vent cluster that is centered at 9°50′ N and the southern at ~9°46′ N (Figure 1a). Within the southern cluster, the high-temperature L-vent (9°46′14″ N) shows hydrothermal discharge at temperatures ~355 °C (Barreyre & Sohn, 2016). Both the exit-fluid temperature measurements at this vent site and contemporaneous modeled bottom pressure were analyzed to determine the poroelastic response to tidal loading. These analyses led to estimates of the effective permeability of the underlying crust hosting the hydrothermal circulation (Barreyre et al., 2018): $\sim 10^{-13}$ m$^2$ for layer 2A (topmost layer of the oceanic crust represented mostly by basalts) and <$10^{-14}$ m$^2$ for layer 2B (represented by dikes). It needs to be mentioned that the above results were obtained using averaged values of parameters, such as compressional velocity, porosity, and layer 2A and 2B thicknesses, from earlier studies (e.g., Sohn et al., 2004; Vera et al., 1990) that are not representative of the subsurface at L-vent.

In addition to hydrothermal venting, the EPR 9°50′ N is volcanically active, with two documented eruption events in 1991–1992 (Haymon et al., 1991) and 2006 (Tan et al., 2016; Tolstoy et al., 2006). This dynamic magmatic system has been the focus site of a number of active seismic studies (e.g., Detrick et al., 1987; Kent et al., 1993; Mutter et al., 2009; Vera et al., 1990). In the upper oceanic crust, seismic data collected in 2008 revealed a relatively thin layer 2A with an on-axis average thickness ~155 m (for the extent shown in Figure 1a) and somewhat thicker seismic layer 2B with on-axis thickness ~1,345 m (Marjanović, Carbotte, et al., 2018). In addition, an ~1-km-wide AML reflector was observed (Marjanović, Stopin, et al., 2017), sitting ~1.5 km...
Figure 1. Physical properties of the upper oceanic crust derived from seismic data. (a) Bathymetry map for the extent of the ridge axis examined in this study. The bathymetry data are from White et al. (2006). Red dashed line indicates location of the along-axis 2-D seismic line used to obtain velocity model shown in (b); dark blue line outlines the axial summit through Soule et al. (2009). (b) Two-dimensional compressional velocity ($V_p$) model presented by Marjanović, Fuji, et al. (2017) for the region extending from 9°43′ to 9°53′N. (c) Two-dimensional porosity profile calculated using combined velocity-porosity relationships obtained using effective medium theory for layer 2A and porosity-velocity relationship from Carlson (2011, 2014) for porosities within layer 2B (details are provided in Supporting Information, section A). Note that the color bar is given in logarithmic scale for better visibility. (d) Two-dimensional crustal permeability profile calculated using permeability-velocity relationships (Carlson, 2014; SI, section A). Location of the L-vent is marked in red star and vertical dashed line; locations of the remaining vent sites are indicated in pink stars. Only the areas along the profile with reliable data are shown, and the rest are masked (Marjanović, Fuji, et al., 2017). The redatumed level is at 2,394 m below sea surface.
below seafloor (Carbotte et al., 2013; Marjanović, Carbotte, et al., 2018) and displaying variations in melt content at short spatial scales, <100 m (Marjanović et al., 2015). Furthermore, high-resolution 2-D compressional velocity ($V_p$) structure along axis showed the presence of low-velocity, conduit-like anomalies (<2 km wide) embedded within the upper crust (Marjanović, Fuji, et al., 2017; Figure 1b). Based on their spatial distribution and correlation with the fine-scale tectonic segmentation and the presence of vent sites, these anomalies were associated with upgoing and downgoing pathways of the hydrothermal fluids.

3. Methodology
3.1. Permeability Estimates Derived From Seismic Velocities
We examine a number of permeability-velocity and porosity-permeability relationships (we derive porosity from velocity) available in the literature (Carlson, 2010, 2011, 2014; Slagle & Golberg, 2011; Mavko & Nur, 1997). A detailed description of all of the relationships considered is provided in SI. In all of the examined models, we use the seismic $V_p$ model presented by Marjanović, Fuji, et al. (2017), shown in Figure 1b. It is important to mention that we inspect layers 2A and 2B separately, as we expect that the intrinsic structural and textural characteristics of rocks composing these layers (basalts and dikes, respectively) govern the relationships between the parameters in a different manner. The resulting permeability ranges, as well as the average values obtained from all of the considered models, are shown in Tables A1 and A2 in SI. To illustrate the differences in the obtained porosity and permeability functions, we extract a 1-D porosity and permeability profiles at L-vent (Figure A2 in SI) for which we also have permeability estimates from poroelastic approach.

3.2. Permeability Estimates Derived From Poroelastic Response to Ocean Tidal Loading
3.2.1. Phase Lags Estimates
As the basis for our poroelastic modeling, we use the phase lag estimates for exit-fluid high temperature versus tidal pressure by Barreyre and Sohn (2016) at L-vent. At this location phase lag data set consists of two records of about 2.5 years of recording with average and uncertainty values of phase lag of 207° ± 5° at M2 frequency and 188° ± 7° at K1 frequency.

3.2.2. Permeability Estimates
Following the same methodology in conjunction with the multilayer poroelastic model described by Barreyre et al. (2018), we model the predicted phase lag between the tidal bottom pressure and exit-fluid temperature as a function of the coupled layers permeabilities (i.e., $k_{2A}$ and $k_{2B}$; Figure 2). Here, the baseline inputs of poroelastic parameters, such as seismic velocity and layer thickness, are extracted from seismic studies at L-vent (Marjanović, Fuji, et al., 2017). As an average vertical velocity within layer 2A, we thus obtain ~2.1 km/s and within 2B ~4.96 km/s (Figures 1b, 2a, and 2b and Table 1); the extracted thickness of layers 2A and 2B used in the modeling are 100 and 1,350 m, respectively. As an input value for porosity of layer 2A, we decide to use 44% (Table A2 in SI). This porosity value represents a harmonic mean, obtained from a porosity-velocity relationship derived using a self-consistent approximation within effective medium theory, assuming sphere-like pores (equation A1 and section A in SI). We also conducted tests using average porosity values obtained from other porosity-velocity relationships. However, the resulting variations in permeability are negligible, and hence, we opt for the simplest model. For layer 2B, we adopt porosity of 3.5%, corresponding to the harmonic mean (Table A2 in SI) obtained using the porosity-velocity relationship described by equation A5 (section A and Figure A2a in SI). Other parameters such as densities of both seawater and hydrothermal fluids, bulk modulus, and storage compressibility are from Barreyre et al. (2018). These constraints on crustal and fluid parameters, in concert with our phase lag estimates at both M2 and K1 tidal frequencies, reduce the permissible model solution space to narrow slivers shown as black contours in Figure 2c.

3.3. Setup for 2-D Numerical Modeling
The mathematical framework for our 2-D numerical modeling is based on the approach presented by Fontaine and Wilcock (2007). This approach is a good first-order approximation of hydrothermal flow beneath vapor-like vent sites, such as the ones present at the EPR 9°50'N (e.g., Coumou et al., 2006; Fontaine & Wilcock, 2007). It has to be mentioned that the models with spatially variable permeability fields, such as those derived from seismic velocities, are numerically challenging because of local permeability gradients and/or large permeability ranges. To enable converging solutions, we smooth the permeability field:
Vp-derived permeability (Figure 1d) is first made dimensionless ($k_{vp\text{-}adi}$) using the maximum of the permeability field, and the smooth permeability ($k_s$) used in the simulation (Figure 3a) is obtained as follows:

$$k_s(x, z) = 2.3 \times 10^{-10} k_{vp\text{-}adi}(x, z) \times (0.5 - (\arctan(10 \times (k_{vp\text{-}adi}(x, z) - 10^{-4})))/\pi)$$  \hspace{1cm} (1)

This smoothing step reduces locally the permeability gradients, helping to stabilize the simulations without modifying the main characteristics and features of the Vp-derived permeability field. The smooth
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**Figure 2.** (a) Compressional wave (Vp) velocity depth profile beneath the L-vent extracted from 2-D Vp model presented by Marjanović, Fuji, et al. (2017) and shown in Figure 1b. Depth-averaged values used in poroelastic modeling are indicated for both layer 2A (blue) and layer 2B (red). (b) Porosity depth profile beneath L-vent estimated from Vp extracted at the L-vent site from the 2-D model shown in Figure 1c. Depth-averaged values used in poroelastic model presented by Barreyre et al. (2018). Contours of observed phase lags at the L-vent are shown in black. Top and bottom panels represent M2 and K1 tidal frequencies, respectively. Note that colored bars on $k_{2A}$ and $k_{2B}$ axes correspond to the combined constrained solution space from M2 and K1 frequencies for the permeability of layer 2A (in blue) and layer 2B (in red). The average values of permeability derived from seismic velocity are shown in blue (for layer 2A) and red (for layer 2B squares). (d) Permeability depth profile beneath L-vent extracted from 2-D profile shown in Figure 1d. The average values for seismically derived permeability are shown in squares, blue for layer 2A and red for layer 2B. Constrained permeability estimate ranges from panel in (c) are shown as vertical bars for both layer 2A (blue) and 2B (red) with average value indicated in dashed line.

<table>
<thead>
<tr>
<th>Layer</th>
<th>Minimum poroelastic response</th>
<th>Maximum poroelastic response</th>
<th>Average poroelastic response</th>
<th>Average derived for the L-vent</th>
<th>Average derived for the 2-D profile</th>
<th>Minimum for the 2-D profile</th>
<th>Maximum for the 2-D profile</th>
</tr>
</thead>
<tbody>
<tr>
<td>2A</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>2.1</td>
<td>2.9</td>
<td>1.7</td>
<td>3.6</td>
</tr>
<tr>
<td>2B</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>4.96</td>
<td>5.3</td>
<td>3.6</td>
<td>6.2</td>
</tr>
<tr>
<td></td>
<td>10^{-15}</td>
<td>10^{-13.1}</td>
<td>10^{-14.05}</td>
<td>10^{-14.2}</td>
<td>10^{-14}</td>
<td>10^{-17.6}</td>
<td>10^{-9.86}</td>
</tr>
</tbody>
</table>

**Table 1**

*Range and Average (Harmonic Mean) Values of Velocity (Marjanović, Fuji, et al., 2017), Porosity, and Permeability Parameters for Layers 2A and 2B*

*Note.* The precision of the permeability values is to two decimal points as in Carlson (2014).
permeability distribution controls the heat flux crossing the basal boundary layer and associated Nusselt number (i.e., Nu—the dimensionless conductive heat flux entering the bottom of the simulation box), which is about 10 (Henstock et al., 1993; Phipps Morgan & Chen, 1993), that is, mean basal heat flux ~10 W/m². This level of basal heat flux is in reasonable agreement with estimates of the heat flux crossing roots of black smoker systems fossilized in ophiolite (e.g., Troodos and Oman) and at tectonic exposures on the seafloor of the EPR (i.e., 11–44 W/m²; Gillis, 2008). In addition, we design an experiment with a constant permeability, and to compare simulations with the same thermal performances, we tune this permeability so that its Nusselt number is equal 10. In simulations with \( V_p \)-derived permeability, the maximum venting

---

**Figure 3.** Results of the 2-D numerical simulations (open-top and constant basal temperature, 600 °C) of hydrothermal flow with constant and \( V_p \)-derived permeability fields. The modeling domain is discretized in square nodes (6.25 × 6.25 m²). (a) Smooth 2-D permeability field used in the whole model domain. (b) Two-dimensional temperature field for a constant permeability model. (c) Two-dimensional temperature field after 8,200 years for a model with the permeability field of Figure 3a. Red star shows location of L-vent, whereas pink stars show locations of the remaining vents. Red and blue bars on top show the extent of the signal from ephemeral, oxidation-reduction potential (ORP), and broadly dispersing nephelometric turbidity units (NTU), respectively (Baker et al., 2016). See (d) for black lines and arrows. A time lapse of the 2-D temperature field for the period of 8,200 years is shown in SI, section D. (d) Two-dimensional permeability field at the top of the modeling domain (zoom on the last 250 m) highlighting the continuous high-permeability top layer. Black lines are the \( 10^{-11.5} \) and \( 10^{-13} \) m² permeability isocontours, and black arrows mark the locations where the high-permeability layer is thicker. In these regions, robust downflows tend to form. (e) Two-dimensional permeability field at the bottom of the modeling domain (zoom on the last 100 m).
temperature at the top of the box does not exceed 150 °C. This is due to the intense conductive cooling of the rising thermal instabilities as they cross the high-permeability layer topping the domain. In natural systems, it is expected that hydrothermal upflow zones remain thermally insulated from cold seawater in the high-permeability layer 2A (e.g., via precipitation processes; Fontaine & Wilcock, 2007), so that conductive cooling is minimized. Here, we posit that conductive cooling influences only the temperature of upflow zones, and not their distribution.

4. Results and Discussion

4.1. Constraining Permeability Model From Independent Approaches at the L-Vent Site

4.1.1. Layer 2A

Using a number of permeability-velocity relationships presented in section A in SI, we examine nine plausible permeability functions for layer 2A (Figure A2b in SI). The permeability values for layer 2A obtained using permeability-velocity relationship introduced by Carlson (2011) and Mavko and Nur (1997), equations A8 and A10 in SI, respectively, show relatively similar average values. The former indicates that the average permeability is $10^{-11.13} \text{ m}^2$, while the latter suggests slightly lower permeability $10^{-12.11} \text{ m}^2$ (Table A1 in SI). In contrast, the permeability-velocity relationship introduced by Slagle and Goldberg (2011), equation A11 in SI, results in values that are for 4 orders of magnitude smaller, $10^{-15} \text{ m}^2$. To provide an independent constraint to our permeability models and narrow the range of plausible layer 2A permeabilities, we examine the results obtained using poroelastic response to tidal loading at L-Vent. The permeability values using the poroelastic approach show an average value $10^{-12.75} \text{ m}^2$ (Figure 2). This result is relatively close to the estimates obtained using equations A8 and A10 in SI, suggesting that the values obtained by equation A11 in SI are probably not realistic for zero-age basalts. Regarding the former two models, although the results appear similar, they yield to permeability difference of about an order of magnitude higher to those derived from poroelastic approach. The observed difference may be due to (i) high spatial heterogeneity of layer 2A (note the small permeability range obtained from poroelastic approach; Table 1), (ii) the assumptions present in velocity (Marjanović, Fuji, et al., 2017) and poroelastic (Barreyre et al., 2018) modeling, and (iii) different sensitivity of the methodologies (see section B in SI). To keep the model consistent with the assumption we considered for our preferred layer 2A porosity model (section 3.2), we use the results employing Carlson’s relationship (A8) as our preferred permeability model (Figure 1d and Table 1).

4.1.2. Layer 2B

For the portion of the upper crust composed predominantly by dikes, we obtain three plausible permeability functions (Figure A2b in SI) with average permeability values ranging between $10^{-16.52}$ and $10^{-14.15} \text{ m}^2$ (Table A1 in SI). As in the case of layer 2A, to narrow down this broad range of permeabilities within layer 2B, we compare the results to the permeability estimates obtained from poroelastic response (Figure 2 and Table 1). The latter approach suggests permeability values beneath L-Vent ranging between $10^{-15}$–$10^{-13.1} \text{ m}^2$, with an average value $10^{-14.05} \text{ m}^2$. The layer 2B permeabilities derived from seismic velocity using the relationship presented by Carlson (2011), equation A9 in SI, shows a comparable mean value (harmonic mean), $10^{-14.15} \text{ m}^2$. Furthermore, this value is consistent with prior estimates of the permeability of smoker-like hydrothermal systems based on heat flux arguments stating that the extraction of hundreds of megawatts requires permeabilities around $10^{-14} \text{ m}^2$ (e.g., Barreyre et al., 2018; Coumou et al., 2006, 2008; Fontaine & Wilcock, 2007). Thus, for layer 2B, we base our preferred permeability model on equation A9 in SI derived by Carlson (2011), which we show in Figure 1d.

4.2. Variation of Upper Crustal Permeability Along the EPR Axis

Our preferred permeability model for the portion of EPR extending between 9°43′ and 9°53′N shows a wide range of upper crustal permeabilities (Figure 2d and Table A1 in SI), which is in good agreement with the permeability estimates provided by convection models (Coumou et al., 2008; Driesner, 2010; Fontaine & Wilcock, 2007; Lowell et al., 2013; Lowell & Germanovich, 2004). The topmost part of the crust shows high permeabilities, ranging from $10^{-12.67}$ to $10^{-10.31} \text{ m}^2$. In contrast, the lowest permeabilities are observed within the lower portions of the dike section, with the minimum permeability value of $10^{-17.6} \text{ m}^2$. This low-permeability zone could correspond to the impermeable, solid layer that decouples AML from the hydrothermal layer, which is in seismic velocity models seen as higher-velocity zone atop of AML (Singh et al., 1999). The presence of the transition zone was also reported in ophiolites (Gillis, 2002; Gillis &
In general, our numerical modeling results are consistent with the geologic observations between 9°43′ and 9°53′N, where the permeability is relatively low at the base of the domain (the smallest model permeability is at 9°53′N, and where the average permeability reaches ~10^{-12} m². Within this same zone low permeabilities were proposed from the analysis of poroelastically triggered microearthquakes (Crone et al., 2011). For this ~4-km-long stretch of the ridge axis, the above approach suggested variation in permeability from 10^{-13.4} to 10^{-9.4} m² (average 10^{-12} m²), with the highest values coinciding with the regions of downgoing and upgoing hydrothermal pathways as inferred from microearthquake distribution in 2003–2004 (Tolstoy et al., 2008; Waldhauser & Tolstoy, 2011). Although we observe a similar pattern of permeability highs and lows, our study suggests permeabilities that are 1–2 orders of magnitude lower. As noted by Barreyre et al. (2018), the high-permeability values derived from poroelastically triggered microearthquakes are not consistent with hydrothermal flow observations, as they would result in unrealistically high heat flow around the vents and in temperatures of fluid discharge significantly lower than those observed.

4.3. Insight From 2-D Numerical Models of Hydrothermal Circulation

In Figure 3, we compare solutions of two 2-D numerical simulations: Model in Figure 3b has a constant permeability field, and model in Figure 3c incorporates the smooth version of the Vp-derived permeability field (Figure 3a). The converged thermal field of the constant permeability experiment is characterized by a series of symmetrical convection cells of even size (~400 m wide, 1,500 m high), producing regularly spaced discharge and recharge zones along the top of the model box, which does not match seafloor observations. This result depicts typical solution for cellular hydrothermal convection with constant permeability; the size of the convection cells is controlled by the assumed constant permeability value (e.g., Fontaine & Wilcock, 2007). In contrast, the thermal field of the simulation with the Vp-derived permeability is spatially complex and largely controlled by discrete permeability features, and particularly at the top and bottom (Figures 3d and 3e). Thin thermal instabilities tend to arise from prominent high-permeability regions at the model’s base and rise in the system to produce vent sites (e.g., along the model shown in Figures 3c and 3d at 6,300 and 8,500 m and along an elongated regions between 10,500 and 14,400 m). The Vp-derived permeability field displays a continuous high-permeability layer at its top (Figures 3c and 3d). The thickness of this layer is not uniform along the profile with vertical fluctuations <50 m. Locally, thicker regions in this layer tend to stabilize robust downflows. The final temperature structure in the model is controlled by the competition between these hot, rising fronts and cold, sinking fronts. For instance, the model predicts formation of steady 2–3-km-long, downflow areas centered at 5,000 and 10,000 m. These downflow zones form in regions where the permeability is relatively low at the base of the domain (the smallest model permeability is at 10,000 m). Consequently, thermal instabilities are not produced in the bottom boundary layer and the cold sinking fronts produced at the top of the system propagate down to the bottom of the system.

In general, our numerical modeling results are consistent with the geologic observations between 9°43′N and 9°53′N. The two clusters of vents observed in the seafloor are underlain by high-permeability regions from which well-developed and robust upflows arise at the base of the crust (Figure 3a). Our model presented in Figure 3c seems to better reproduce vent sites around L-vent than sites more to the north. However, it is important to emphasize that Figure 3c represents only a snapshot in time of the temperature field at the end of the simulation, when the circulation is stabilized in terms of heat extraction (i.e., when Nu reaches a plateau). The distribution of vent sites evolves through time, and during the transient phase, more upflows are observed in the northern part of the profile (see section C in SI). The current vent distribution in the northern part may represent such a transient phase, while the cluster around L-vent results from a more mature/evolved circulation. In addition, some of the upflows in our model are observed beneath regions that are identified as the regions of hydrothermal discharge that are not represented by vent chimneys on the seafloor and that are mapped in 2011 from continuous tows of receptors sensitive to hydrothermal tracers (Baker et al., 2016). The areas devoid of upflows (e.g., the larger ones in the model at 5,000 and 10,000 m...
along the profile) may represent preferential zones of inflows of seawater at the seafloor through shallow high-permeability regions and low permeability above the AML, so that hot thermal instabilities cannot arise. Finally, several upflow fronts are observed devoid of mapped discharge zones. They may represent permeability zones that are not connected to the present-day flow (e.g., abandoned, old upflow zones). In addition, they could reflect 3-D structures that are not taken into account in the numerical modeling nor the permeability/Vp estimates (see section B in SI).

5. Conclusions

We present a first-order estimate of permeability field in 2-D obtained from high-resolution seismic velocities for zero-age oceanic crust at fast-spreading MOR dominated by hydrothermal circulation processes. First, we examine a number of velocity-permeability relationships available in the literature to obtain plausible fine-scale 2-D permeability models for upper oceanic crust along ~20-km-long portion of the EPR 9°50'N. Second, to provide valid constraints to our preferred permeability model, we compare our results extracted at L-vent with collocated permeability estimates from poroelastic response to tidal loading. At this location, our preferred permeability model suggests average permeabilities $10^{-12.7}$ and $10^{-14.05}$ m$^2$ for layers 2A and 2B, respectively. When the preferred permeability-velocity relationships are extended in 2-D, for layer 2A permeabilities vary $10^{-12.7}$–$10^{-10.3}$ m$^2$, with an average value $10^{-11.2}$ m$^2$. For layer 2B the range of permeabilities within the 2-D model is broader, spanning the values $10^{-17}$–$10^{-10}$ m$^2$, with an average $10^{-14}$ m$^2$. Finally, to test our results, we use numerical modeling to examine the development of hydrothermal circulation flow patterns within a constant permeability field and the ones developed employing our preferred fine-scale permeability model. Our results clearly show that the assumption of uniform permeability field leads to regularly spaced upflows that develop along the entire model, which is not supported by seafloor observations. In contrast, by employing our preferred permeability model, we are able to depict the presence and distribution of the upflow conduits that are comparable to the location of discharge zones observed in the seafloor, including the two vent fields.

Previous studies emphasized that relating velocities and crustal permeabilities is not a straightforward problem (e.g., Wilcock & Fisher, 2004) and often highly spatially heterogeneous (e.g., Arnoux et al., 2017; Arnulf et al., 2011). However, to advance our knowledge behind hydrothermal processes, we need to aim at building more realistic hydrothermal numerical models, which among others requires quantitative permeability estimates in space and time from various independent approaches that can be compared and then contrasted with the observables.
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