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This paper presents significant new developments concerning the full band, quantum simulation of nano-
structured systems and nanoscale electron devices based on an empirical pseudopotential Hamiltonian. We
demonstrate that the method is of general applicability, in fact we show results for planar, ultra-thin body
FETs and also for three-dimensional, nanowire FETs, we deal with different crystal orientations and account
for possible stress/strain conditions in the simulated systems. Some of the simulations reported in this paper
have been made computationally viable by the substantial improvements of the numerical efficiency compared
to our previous pseudopotentials based methodology.

Most of the methods and algorithms discussed in this paper are not specific to an empirical pseudopotential
Hamiltonian, on the contrary they can be applied also to different Hamiltonians described with a plane
waves basis, which are frequently employed for ab-initio, Density Functional Theory based calculations. The
application of the methodologies described in this work may thus be more far reaching than it is illustrated
by the case studies explicitly addressed in the present paper.
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I. INTRODUCTION

The active region of modern nanoelectronic and
nanophotonic devices frequently consists of semiconduc-
tor materials structured at truly nanometric dimensions,
either in the form quantum wells and ultra-thin semicon-
ductor film on insulator (UTB-SOI), or in three dimen-
sionally carved architectures such as Fin-FETs, multi-
gate FETs (MuGFETs), and gate-all-around (GAA)
nanowire transistors1. Quantum mechanical effects are
no longer limited to a splitting in subband of the electron-
ics structure of the underlying semiconductors, instead
quantum transport phenomena have become important
such as source-drain tunnelling in CMOS nanoscale
transistors2–4, and band-to-band-tunnelling (BTBT) in
Tunnel-FETs (TFETs)5,6. The relevance of quantum
mechanical effects in nanoscale FETs is such that CMOS
transistors have been recently proposed as a platform for
quantum computing7.

As a matter of fact modern CMOS FETs resemble
quantum constrictions connecting the source/drain car-
rier reservoirs2, however a full-band quantum transport
formalism is theoretically complex and computationally
very demanding, so that in the electron devices com-
munity it is still popular to use simplified Hamiltoni-
ans based either on the effective mass approximation
(EMA)8–10, or on the k·p approach11–13. Both the EMA
and k·p methods are known to provide a description of
low dimensional systems that is limited to the vicinity of
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a given symmetry point in the reduced zone of the under-
lying semiconductor, as well as known to have accuracy
limitations in strongly confined systems.

While the empirical tight-binding (TB) method still
remains the most mature full-band approach for quan-
tum transport device simulations based on the non-
equilibrium Green’s function (NEGF) formalism14,15, an
increasing interest has been recently growing for plane-
waves based methods. The plane-waves approach pro-
vides both the electronic structure and the atomistic
wave-function and, moreover, it is the basis most fre-
quently used in Density Functional Theory (DFT) ab-
initio calculations, albeit at the cost of a quite large ba-
sis set that makes its use very challenging for transport
calculations.

An Empirical Pseudopotentials (EP) Hamiltonian is an
interesting compromise between accuracy and computa-
tional burden and has only a few fitting parameters16–20.
Some recent papers have explored the use of the EP
method for full-band quantum transport modelling in
carbon nanotubes21, and more recently in ultra-thin-
body FETs22,23, in nanowire FETs with a body-size of
0.39 nm, in graphene nanoribbon transistors24–26, and
usually by employing some variants of the quantum-
transmitting-boundary method.

The authors of this paper have recently made an at-
tempt to use an NEGF based transport model and an
EP Hamiltonian27,28, and reported results for three di-
mensional systems with no quantum confinement, as well
as for ultra-thin body devices. Admittedly, however, the
computational burden of EP based transport models re-
mains heavy and, with the approach developed in Ref. 27
and 28, the simulation of nanowire devices still was im-
practical with conventional computational resources in



2

terms of memory and number of cores.
In this work we substantially extend our previous, brief

communication in Ref. 29, and report recent improve-
ments in NEGF simulations based on EP, that allowed us
to reduce significantly the size of the blocks of the block
tridiagonal Hamiltonian matrix, which is the main figure
setting the overall computational burden of the NEGF
method. A new approach for the quantum confinement
treatment, an adjustment of the discretization scheme,
and the development of a new approach for the calcula-
tion of the contact self-energies have been synergetically
used to achieve a large reduction of the computational
complexity, which eventually allowed us to report in this
paper simulations for nanowire transistors with techno-
logically relevant geometrical dimensions.

The paper is organized as follows. In Sec. II we first
present the formulation of the pseudopotentials and the
quantum confinement operator, and then report their ap-
plication to bandstructure calculations in both bulk ma-
terials and nanostructured semiconductors; the inclusion
of different strain conditions and crystal orientations is
also discussed. In Sec. III we present the model for a
self-consistent calculation of carrier densities, terminal
currents and electrostatics, and in Sec. IV we illustrate
some examples of complete device simulations including
an UTB-SOI, p-type Si MOSFET and a nanowire, n-
type InAs Tunnel-FET. Our final remarks and outlook
are presented in Sec. V.

II. ELECTRONIC STRUCTURE CALCULATIONS
BASED ON EMPIRICAL PSEUDOPOTENTIALS

In this work we use the empirical pseudopotential
method for band-structure and transport calculations.
The Schrödinger equation for a local EP model and a
bulk semiconductor crystal can be written as30∑

G′

Hk(G,G′)Bk(G′) = Eb(k)Bk(G) (1)

and the Hamiltonian matrix in K space is

Hk(G,G′) = T (k + G)δG,G′ + VL(G−G′) (2)

where VL(G) is a spectral component of the local pseu-
dopotential, T (K) is the kinetic energy operator and
Eb(k) is the energy dispersion of the bulk semiconductor.

Throughout this paper we use k to denote a Bloch
wave-vector in the reduced zone of the bulk crystal and
K=(k+G) to indicate a wave-vector in the extended re-
ciprocal space, with G being a reciprocal lattice vector.

For a diamond semiconductor (e.g. Si or Ge) or a zinc-
blende compound (e.g. GaAs, InAs) we have30,31

VL(G) = US(|G|) cos[G · τ ] + iUA(|G|) sin[G · τ ] (3)

where τ=(1/8)a0(1, 1, 1) is the atomic basis vector, while
US(|G|), UA(|G|) are respectively the symmetric and an-
tisymmetric form factors (with UA(|G|) being null for
diamond materials).

A real space discretization is practically indispensable for
transport modelling with the NEGF approach (see also
Sec. III and further details in 28), and in this work we use
a simple second order, centered difference discretization
of the kinetic energy operator given by

T (k + G) = 2t0
∑

s=x,y,z

{1− cos[(ks +Gs)d]} (4)

where t0=~2/2m0d
2. In all spatial directions s={x,y,z}

we employ the same discretization step d=a0/Nd.
Throughout the paper we used Nd = 30, which ensues
that the bands obtained with either the discretized or
the continuous formulation of the kinetic energy opera-
tor are practically identical.

The use of a second order discretization is a first
difference compared to our previous methodology rely-
ing on higher order discretization schemes28, and a sec-
ond important difference is the operator used for quan-
tum confinement for nanostructured systems discussed in
Sec. II A.

Both these aspects contribute to reduce the size of the
blocks of the block tridiagonal Hamiltonian matrix to be
used in NEGF transport calculations, as it will be further
clarified in Sec. III.

A. A local quantum confinement operator

In order to model a 2D electron gas in a quantum well
(QW) or a 1D electron gas in a nanowire (NW), we here
propose a new method compared to Ref. 28, because our
previous approach resulted in a non local (in real space)
confining operator setting a lower limit to the size of the
blocks of the Hamiltonian matrix.

More specifically, in order to describe quantum confine-
ment as a local operator in real space, we here introduce
a pseudo-oxide region, whose only purpose is to setup a
conduction and valence band discontinuity with respect
to the semiconductor, such that carriers are effectively
confined in the semiconductor region.

If we let Vsct(r) and Vox(r) denote the pseudopotentials
describing respectively the actual semiconductor and the
pseudo-oxide, then we write the overall pseudopotential
V2D(r) for a QW as

V2D(r) = Vsct(r) + Vcnf(r) θ2D(z) , (5)

where z is the confinement direction, the potential Vcnf(r)
is defined as Vcnf(r)=[Vox(r)−Vsct(r)], and θ2D(z) is a
box function such that θ2D(z) = 0 for |z|≤Tsct/2 and 1
otherwise, where Tsct is the thickness of the semiconduc-
tor film.

It is important to notice that we here assume that the
pseudo-oxide has the same lattice constant a0 as the cor-
responding semiconductor, so that both the direct and
the reciprocal space of the two materials coincide. Such
a pseudo-oxide is essentially a computational tool, whose
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EP parameters can be adjusted to obtain the desired val-
ues for the conduction and valence band discontinuity
with the semiconductor. As an example, Fig. 1(a) illus-
trates the energy dispersion of silicon (in black) and the
pseudo-oxide material (in red), showing that the pseudo-
oxide has a direct bandgap of about 9eV, and it results in
a conduction and valence band discontinuity with silicon
of respectively 3 eV and 4.7 eV, which are values rep-
resentative of the Si-SiO2 system32. Similarly, Fig. 1(b)

shows the energy dispersion of InAs (in blue) and the as-
sociated pseudo-oxide (in magenta), with discontinuities
of the conduction and valence band of 3.8 eV and 4.5
eV, respectively. Tab. I reports the parameters of the
empirical pseudopotential model for silicon, InAs and for
the two corresponding pseudo-oxides used for the calcu-
lations in Fig. 1.

An important feature of the V2D(r) defined in Eq. (5)
is that it is by definition local in real space, so that the
V2D in K space can be readily written as

V2D(K−K′) = Vsct(G−G′)δk,k′ +
∑
G′′z

Vcnf(Gxy −G′xy, Gz −G′z −G′′z )θ2D(Kz −K ′z +G′′z )δkxy,k
′
xy

(6)

V2D(K−K′) = Vsct(G−G′)δk,k′ +∑
G′′z

Vcnf(Gxy −G′xy, Gz −G′z −G′′z )

×θ2D(Kz −K ′z +G′′z )δkxy,k
′
xy

(7)

where vectors are defined as K=[(kxy, kz)+G],

K′=[(k
′

xy, k
′
z)+G′], G=(Gxy, Gz), and we have ex-

ploited the fact that the real space product Vcnf(r)θ2D(z)
in Eq. (5) transforms into a convolution in reciprocal
space. Hence for a 2D electron gas having z as the quan-
tization direction, the overall Hamiltonian in K space
reads

Hkxy
(K,K′) = T (k+G)δG,G′δkz,k′z

+V2D(K−K′) (8)

and the energy dispersion is obtained by solving the
eigenvalue problem associated to Hkxy

(K,K′) with kxy

varying in the 2D reduced zone.

FIG. 1: (a) Bandstructure of the pseudo-oxide (red) compared to
that of bulk silicon (black). (b) Bandstructure of the pseudo-oxide
(magenta) compared to that of bulk InAs (blue).

US3 US8 US11 UA3 UA4 UA11

Si -0.224 0.055 0.072 0 0 0

pseudo-ox. on Si -0.84 0.09 0.19 0 0 0

InAs -0.22 0 0.05 0.08 0.05 0.03

pseudo-ox. on InAs -0.64 0 0.14 0.225 0.14 0.08

TABLE I: EP parameters (in Ry) for Si and the corresponding
pseudo-oxide (both having a 0.543 nm lattice constant), as well as
for InAs and the corresponding pseudo-oxide on InAs (having a
0.608 nm lattice constant).
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FIG. 2: Lowest (∆0.916) and second lowest conduction sub-
band minimum (∆0.19) located respectively at (kx,ky)=(0,0) and
(kx,ky)=(0.85,0) (in units of 2π/a0) for an ultra-thin silicon film
versus the film thickness Tsct. Results obtained with either the
local confinement operator of this work or the non local confine-
ment operator used in Ref. 28 are in good agreement, and they
agree also with tight-binding results with parameters from33. Re-
produced with permission from Ref. 29. Copyright 2018 IEEE.

As an illustration and a validation of the quantum con-
finement model described above, Fig. 2 shows the conduc-
tion band minima of an ultra-thin silicon quantum well
versus the thickness of the silicon film. As it can be seen
the EP calculations obtained with the new, local pseu-
dopotential V2D(r) in Eqs. (5) and (6) agree well with the
results of the non local confinement operator previously
used by these authors27, as well as with tight-binding
calculations.

A completely similar approach can be used for a 1D
electron gas in a NW having x as the unconstrained di-
rection. In this case we can define an overall pseudopo-
tential V1D(r)

V1D(r) = Vsct(r) + Vcnf(r) θ1D(y, z) , (9)

where (y, z) is the confinement plane and θ1D(y, z) is a
box function such that θ1D(y, z) = 1 in the pseudo-oxide
region and 0 in the semiconductor. The K space confin-
ing operator for a 1D gas reads

V1D(K−K′) = Vsct(G−G′)δk,k′ +
∑
G′′yz

Vcnf(Gx −G′x,Gyz −G′yz −G′′yz)θ1D(Kyz −K′yz + G′′yz)δkx,k′x
, (10)

V1D(K−K′) = Vsct(G−G′)δk,k′ + (11)∑
G′′yz

Vcnf(Gx −G′x,Gyz −G′yz −G′′yz)

×θ1D(Kyz −K′yz + G′′yz)δkx,k′x
,

where K=[(kx,kyz)+G], K′=[(k
′

x,k
′

yz)+G′],
G=[(Gx,Gyz) and the energy dispersion is described by
an overall Hamiltonian similar to Eq. (8) that has to be
solved by varying kx in the 1D reduced zone.

B. Crystal orientation and strain

In all equations discussed so far we have implic-
itly assumed that transport and confining directions
are aligned with the 〈100〉 directions of the underly-
ing semiconductor27,28, and the semiconductor is free
of strain. However in electron devices simulations the
Device Coordinate System (DCS) is frequently different
from the Crystal Coordinate System (CCS) (see, for ex-
ample, Fig. 6), and strain is an important engineering
option, so that in this sub-section we briefly explain how
these aspects have been included in our modelling frame-
work.

Because the confinement and transport directions are
defined in the DCS, if the DCS is other than the CCS
then the reciprocal lattice vectors must be expressed in
the DCS as G=RCDGc, where RCD is a 3×3 rotation
matrix from CCS to DCS, and Gc are the well known
lattice vectors in the CCS; the atomic basis vector τ sim-
ilarly transforms as τ=RCDτ c. It is here worth to notice
that the G vectors in the DCS set the reduced zone of
the bulk semiconductor to be used for transport calcula-
tions, and that in our methodology the reduced zone has
the shape of a prism19,28. For a 2D electron gas in the
UTB FET of Fig. 6, for example, if we let Gxx, Gzz de-
note the smallest G vectors aligned with respectively the
x and z direction in the DCS, then the kx range of the
reduced zone is −|Gxx|/2≤kx<|Gxx|/2, which ensures
that, for any Kyz=[(ky,kz)+(Gy, Gz)], the correspond-
ing Kx=kx+Gx components cover with no voids the en-
tire extended Kx range28. Then the |Gzz| sets the kz
range of the reduced zone in the confinement direction as
−|Gzz|/2≤kz<|Gzz|/2, while the ky range of the reduced
zone is finally established by the fact that the volume of
the reduced zone must be 4(2π/a0)3 for the unstrained
lattice. A few examples of reduced zones are illustrated
in the table of Fig. 6. A more detailed discussion about
the reduced zone of the underlying semiconductor crys-
tal that should be used in NEGF simulations based on
an EP Hamiltonian can be found in Sec. V of Ref. 28.
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The EP method can naturally include the effects of
strain34. If we denote with εc the 3×3 strain matrix in

the CCS, the direct lattice vectors, a, reciprocal lattice
vectors, b, and unit cell volume, Ω, of the strained lattice
are given by32

a = (I3 + εc)a
0; Ω = Ω0(1 + εc,xx + εc,yy + εc,zz); b1 =

2π

Ω
(a2 × a3); b2 =

2π

Ω
(a3 × a1); b3 =

2π

Ω
(a1 × a2) (12)

where a0 and Ω0 are lattice vectors and unit cell vol-
ume of the unstrained lattice, and I3 is the 3×3 identity
matrix.

Strain affects also the atomic basis vector
τc=[I3+εc]τ

0
c , where τ 0

c =(1/8)a0(1, 1, 1) is the basis
vector of the unstrained lattice. While the deformation
of the unit cell can be determined from macroscopic
strain, the possible atomic rearrangement inside the
unit cell requires additional information from ab-initio
calculations and, particularly in the presence of shear
strain, some adjustments to τ have been proposed35.
However we verified that such corrections have a prac-
tically negligible effect in the cases considered in this
paper.

FIG. 3: Energy bandgap for biaxially strained silicon on a SiGe
virtual substrate. Calculations of this work are in good agreement
with experiments from36, and with pseudopotential calculations
from37. Experiments were converted from T=9 K to T=300 K by
using EG(T )=EG(T=0)− αT 2/(T + β), with α =4.7·10−4 eV/K,
β =655 K38. Reproduced with permission from Ref. 29. Copyright
2018 IEEE.

For an unstrained crystal the calculations based on
empirical pseudopotentials can be carried out by using
only three non null UL(|G|) components for |G|=

√
3,
√

8,√
11. On the contrary in a strained lattice the |G| vec-

tors take also different values and the form factors UL(Q)

need to be interpolated between the values at Q=
√

3,
√

8,√
11; in this work a used a cubic spline interpolation and

we set UL(0)=0 and UL(Q)=0 for Q>
√

12.

As a validation of the methodology used to include
strain effects in our model, Fig. 3 compares our calcula-
tions for the energy bandgap of biaxially strained silicon
versus the Ge content of the underlying virtual substrate:
a good agreement is obtained with experiments36, as well
as with previous calculations37,39.

III. TRANSPORT FORMALISM BASED ON THE NEGF
METHOD

The transport model employed in this paper relies on
the Non Equilibrium Green’s Function (NEGF) method
formulated in a hybrid basis consisting of real space
in the transport direction x and plane waves in the
(y,z) directions. Such a basis will be hereafter indicated
as (x,Kyz). In the (x,Kyz) basis the pseudopotential
VL(xi, (Gyz − G′yz)) is periodic of a0 along x and, in
a periodicity interval that with no loss of generality we
took as xi=0, d, 2d · · · (a0 − d), it can be written

VL(xi,Gyz −G′yz) =
2

Nd

∑
(Gx,G′x)

VL(Gx −G′x,Gyz −G′yz) exp[i(Gx −G′x)xi] (13)

VL(xi,Gyz −G′yz) =

2

Nd

∑
(Gx,G′x)

VL(Gx −G′x,Gyz −G′yz)

× exp[i(Gx −G′x)xi] (14)

where G=(Gx,Gyz), G′=(G′x,G′yz) are reciprocal lattice
vectors, VL(G) is given by Eq. (3), and Nd/2 is the num-
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ber of Gx components in the expansion volume.

A. Block tridiagonal structure of the Hamiltonian matrix

In the hybrid basis the Hamiltonian matrix featuring
closed boundary conditions along the transport direction
x can be written as28

[HxKyz
] =


H1,1 H0,1 0 0 · · · 0

H†0,1 H2,2 H0,1 0 · · · 0

· · · · · ·
. . .

...

0 0 · · · 0 H†0,1 HNb,Nb

 (15)

where Nb is the number of blocks along the transport
direction. The number of x discretization points in the
blocks Hl,l, H0,1 is set by the non locality in real space of
the Hamiltonian operator. Because the quantum confine-
ment operator described in Sec. II A is local, the only non
local part of the Hamiltonian stems from the discretiza-
tion of the kinetic energy operator, whose non locality has
been minimized by opting for the second order discretiza-
tion scheme summarized by Eq. (4). Consequently, the
methodology developed in this work allows us to have
Hl,l, H0,1 blocks corresponding to a single discretization
point along the transport direction x.

The disadvantage of a second order compared to a
higher-order discretization scheme is that the second or-
der requires a smaller step d in Eq. (4) in order to attain
a given discretization accuracy, which in turn results in
a larger number of blocks Nb. However, such a drawback
is more than compensated by the significant reduction of
the block size, which is the most relevant scaling param-
eter describing the computational burden.

Figure 4 provides a graphical illustration of how the
blocks of the Hamiltonian matrix are connected in the
block tridiagonal structure of Eq. (15). In particular,
Fig. 4 recalls that in our previous formulation28 each
Hamiltonian block consisted of Nd discretization points
and had a length equal to the lattice constant a0= Nd d,
whereas in the new approach of this work each block con-
sists of a single discretization point and it is only d long.

1 2 3 Nd

TW

Hl,l

X

YZ

a0

1 2 3 Nd

a0

1 2 3 Nd

a0

H0,1 H0,1

†

Non local quantum

con nement operator

and high order discretization.

Local EP for 2D gas and 

second order discretization.

xxx

TW

†
H0,1 H0,1

Hl,l

X

YZ

FIG. 4: Pictorial illustration of the size of and coupling between
the blocks of the block tridiagonal Hamiltonian matrix. Top: for-
mulation based on a non local (in real space) quantum confinement
operator where each block includesNd discretization points28. Bot-
tom: new formulation of this work where each block includes a sin-
gle discretization point. Reproduced with permission from Ref. 29.
Copyright 2018 IEEE.

While the form of the Hamiltonian matrix in Eq. (15)
holds for any electron gas dimensionality, the size of the
blocks increases when we move from a 3D to a 2D and
then to a 1D electron gas 28. In order to discuss the size
of the problem we here denote with NG the number of
G vectors used for the pseudopotential description, with
Nkz

the number of kz in the reduced zone of the underly-
ing semiconductor crystal necessary for the simulation of
a 2D electron gas, and with Nky

, Nkz
the corresponding

numbers for a 1D electron gas. As discussed in details in
Ref. 28, the G vectors belong to a cubic volume expan-
sion with maximum G components set by the condition

|Gs| ≤
Nd

2

2π

a0
s = x, y, z , (16)

so that NG is proportional to N3
d .

Moreover, for a 2D electron gas and a [001] quantiza-
tion direction, for example, Nkz

is equal to 2Ncz, with
Ncz being the number of unit cells along z in the simu-
lation domain. For a 1D gas and a transport direction
along 〈100〉, Nky

, Nkz
are similarly given by either the

number or twice the number of unit cells in the con-
finement directions, depending on the shape of the bulk
crystal reduced zone used for the calculations. With the
above definitions, the size of the Hamiltonian blocks for
a 3D electron gas is M3D = 2NG/Nd, for a 2D gas it
is M2D = (2NG/Nd)Nkz , and for a 1D gas it is finally
M1D = (2NG/Nd)NkzNky , with 2NG/Nd being the num-
ber of Gyz vectors in the plane orthogonal to the trans-
port. Hence M2D and M1D increase quadratically with
Nd and proportionally to the number of unit cells in the
confinement directions.

One last important observation concerning the com-
putational complexity is that, in NEGF based calcula-
tions, a further reduction of the size of the block tridi-
agonal Hamiltonian matrix can be achieved by employ-
ing a mode-space transformation8, and then by keeping
only the lowest energy transverse modes, which are the
most relevant for transport calculations. The mode-space
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Hamiltonian is obtained by means of a unitary transfor-
mation for each section of the system along x, namely
for a single x discretization point for the methodology of
this work (see Fig. 4). The unitary matrix is given by

U(l) =
[
ξ

(l)
1 · · · ξ

(l)
Nmod

]
, where ξ

(l)
n is the eigenvector of

the eigenvalue problem[
Hl,l + H0,1 + H†0,1

]
ξ(l)
n = E(l)

n ξ(l)
n . (17)

We found that for the methodology of this work the
mode space approximation works well and helps reduce
significantly the size of Hamiltonian block for a 2D and
a 1D electron gas. This is not surprising because the
off-diagonal blocks of the Hamiltonian H0,1 are in turn
diagonal matrices with a constant term t0 on the diag-

onal, consequently the transverse modes
[
ξ

(l)
n

]
obtained

by Eq. (17) are also eigenfunctions of the diagonal blocks
Hl,l.

We verified that, thanks to the mode space approach,
the size of the Hamiltonian blocks can be reduced to
M3D = Nmod for a 3D gas, and to approximately M2D =
NmodNkz

and M1D = NmodNkz
Nky

for respectively a 2D
and a 1D gas, where, for the materials and devices an-
alyzed in this paper, an Nmod of about 12 is sufficient
to have an agreement within a few percent between the
mode space results and the results obtained without in-
troducing the mode space reduction.

FIG. 5: (Left) Valence and conduction band profile along the
transport direction [100] and (right) the corresponding transmis-
sion for an InAs Esaki diode with an applied bias of VDS=0.3 V.
Doping concentration is NA = 5 × 1019 cm−3 in the p-doped re-
gion andND = 1019 cm−3 in the n-doped region. The source Fermi
level EfS=0 eV is taken as the energy reference. The transmission
is calculated either by using all the 512 transverse modes (green
solid line), or by using different numbers of modes corresponding
to a substantial mode space reduction.

The rapid convergence of the transmission as a func-
tion of Nmod is illustrated in Fig. 5 showing the trans-
mission across an InAs Esaki diode under a bias of
VDS=0.3 V. As it can be seen, the calculated trans-
mission becomes rapidly independent of Nmod for Nmod

larger than about 12 or 14, which enables a drastic re-
duction of the Hamiltonian blocks in Eq. (15), that have
to be manipulated in the Green’s function calculations.
The idea to fasten the calculations by exploiting reduced
basis sets, as also shown in Ref. 26, seems to be a viable
method to enable the use of empirical pseudopotential
Hamiltonians in quantum transport problems.

B. Charge, current and self-consistent calculations

Charge and current density can be expressed in terms
of the retarded, [GxKyz

], and lesser-than Green’s func-
tions, [G<

xKyz
], which, at a given energy E, are defined

as

[GxKyz
(E)] =

[
EI− [HxKyz

]− [Σ(E)]
]−1

(18)

and

[G<
xKyz

(E)] = [GxKyz
(E)][Σ<(E)][GxKyz

(E)]† (19)

where [Σ]=[ΣL]+[ΣR]+[Σph] and
[Σ<]=[Σ<

L ]+[Σ<
R]+[Σ<

ph] are the retarded and the
lesser-than self-energies describing the connection to
contacts (i.e. left lead, L, and right lead, R), or possible
interaction with photons or phonons40. The inclusion of
inelastic scattering (not addressed in the present paper)
would couple non-linearly Eqs. (18) and (19), therefore
requiring to solve them by means of a self-consistent
loop.

For transport calculations it is not necessary to directly
solve Eqs. (18) and (19), because only the the blocks of
the principal diagonal of [GxKyz

], [G<
xKyz

(E)] are needed

to calculate the charge, and only the blocks of the first
sub-diagonal are necessary for the current. More pre-
cisely, the electron concentration is computed in terms of
the real-space, lesser-than Green’s function [G<

r (E)] as

n(r) =
−igs

d3

∫ ∞
E0(xi)

dE

2π
G<

r (r, r;E) , (20)

where gs is the spin degeneracy, E0(xi) is the neutrality
energy level at the abscissa xi, here assumed to be in the
center of the energy gap. A similar equation holds for
hole concentration

p(r) =
igs

d3

∫ E0(xi)

−∞

dE

2π
G>

r (r, r;E) , (21)

where [G>
r (E)] is the real-space, greater-

than Green’s function defined as [G>
r (E)] =

[G<
r (E)]+[Gr(E)]−[Gr(E)]†. The real space Green’s

functions can be computed from the hybrid basis
Green’s functions by using a unitary transformation
from (Ky,Kz) to (y,z) in each device section28.

The spatial distribution of the current along the trans-
port direction is expressed in the hybrid basis as

Ixl→xl+1
=
gse

~

∫
dE tr

{
H0,1G

<
l+1,l −G<

l,l+1H
†
0,1

}
(22)
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where tr{· · · } denotes the trace of a matrix, and G<
l+1,l,

G<
l,l+1 are the blocks of [G<

xKyz
] placed respectively above

and below the main diagonal. For the calculation of those
blocks we took advantage of the tri-diagonal block shape
of the Hamiltonian matrix in Eq. (15), which allowed us
to use the recursive Green’s functions algorithms based
on Dysons’s equations41, which is the ultimate reason
why the size of the blocks is a crucial figure for the com-
putational burden.

As for the contact self energies [ΣL,R], these could be
obtained by means of one of the approaches already de-
scribed in the literature such as the Sancho-Rubio it-
erative scheme42 or the eigenvalue method43. However,
these methods compute the surface Green’s function of
a semi-infinite chain of periodic blocks by taking advan-
tage of the crystal periodicity, and thus they provide the
Green’s function related to the whole periodic block. In
our approach this would be very inefficient because along
the transport direction we have a large number Nd of
discretization points in the unit cell, even if the coupling
terms connect only the first and the last sections of two
adjacent unit cells.

In order to speed up the calculation of the contact
self-energy, we developed an entirely new algorithm that
takes advantage of the local nature of both the pseudopo-
tential and the confinement operator. More details about
the novel method to calculate the contact self-energies are
reported in the Appendix.

Finally, self-consistent simulations are obtained by
coupling the solution of Eqs. (20-21) with the electro-
static potential arising from the 3D Poisson equation

∇ · [ε(r)∇φ(r)] = −e [p(r)− n(r) +ND(r)−NA(r)]
(23)

where φ(r) is the electrostatic potential, ε(r) is the
material-dependent permittivity, and NA(r), ND(r) are
the acceptor and donor concentration, respectively.
When solving Eq. (23), electron and hole concentrations
were first computed according to Eqs. (20-21) and using
the fine discretization grid d, then, because the electro-
static potential presents slow spatial variations on the
scale of the lattice constant, the carrier concentrations
were interpolated on a coarser mesh with a discretiza-
tion step dc = a0/2.

For all the simulated devices a rapid convergence was
achieved with a number of iterations varying approxi-
mately between four to eight depending on the specific
bias point; no damping of the potential updates was nec-

essary to ensure convergence.

(Confinement)/[Transp.] kx (2π/a0) ky (2π/a0) kz (2π/a0)

(001)/[100] [-1,1[ [-0.5,0.5[ [-1,1[

(001)/[110] [−
√

2,
√

2[
[
− 0.5√

2
, 0.5√

2

[
[−1, 1[

FIG. 6: Device (DCS) and Crystal Coordinate System (CCS) for
an ultra-thin body (UTB) FET. The table reports examples of bulk
silicon reduced k zone for different DCS. (001)/[100] corresponds
to DCS≡CCS: x=[100[, y=[010[, z=[001[. (001)/[110] corresponds
to x=[110[, y=[110], z=[001]. Reproduced with permission from
Ref. 29. Copyright 2018 IEEE.

FIG. 7: Simulated IDS versus VGS characteristics at VDS=−0.6
V for a p-type, Si FET with gate length LG'13 nm and Tsct=
7a0'3.8 nm. Quantization and transport directions are [001] and
[110] (see the DCS in Fig. 6). Results for unstrained Si and for
compressive uniaxial stress in the [110] transport direction. Gate
workfunction is about 4.92 eV for the unstrained FET and it has
been adjusted in strained FETs so as to have approximately the
same Ioff=0.1µA/µm at VGS=0 V for all devices. Reproduced
with permission from Ref. 29. Copyright 2018 IEEE.

FIG. 8: Valence subband profile (left) and corresponding current
density plot (right) for the p-type silicon FET of Fig. 7 and at a bias
of VGS=+0.27 V, VDS=−0.6 V, corresponding to the subthreshold
region of operation. The source Fermi level EfS=0 eV is taken as
the energy reference. Reproduced with permission from Ref. 29.
Copyright 2018 IEEE.
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IV. SELF-CONSISTENT DEVICE SIMULATIONS

A. Ultra-thin body silicon MOSFET

Figure 6 shows a sketch of the UTB-SOI silicon FET
simulated in this section, featuring a body thickness
Tw=7a0, namely 3.8 nm in silicon, an equivalent ox-
ide thickness of 0.56 nm and a gate length, LG, of
approximately 13 nm, which is a device structure in-
spired to ITRS projections for year 2021. For this device
the rank of the Hamiltonian blocks of Eq. (15) equals
M2D=216. The (001)/[110] orientation corresponds to
the DCS shown in Fig. 6, where transport direction is
along [110] and confinement direction is along [001]. As
already mentioned in Sec. II B, the table in Fig. 6 shows
the extension along kx, ky, kz of the bulk crystal re-
duced zone used for transport calculations. All simu-
lations were run at room temperature, T=300K, if not
otherwise stated.

Figure 7 shows the IDS versus VGS curves for an UTB-
SOI p-FET for unstrained Si and for different values of
compressive uniaxial stress along the channel direction.
The large IDS values are due to the fact that neither
scattering nor series resistance are included. As can be
seen, the stress improves IDS in the on-state at fixed
off-current, which is due to a reduction of the effective
mass in the [110] transport direction. Strained FETs,
however, also have degraded sub-threshold swing, SS,
for IDS below approximately 01µA/µm. This behavior
is explained in Fig. 8, reporting the subbands profile and
the current spectral density JD(E). As it can be seen,
the reduction of the transport effective mass implies an
increase of source-to-drain tunnelling.

B. InAs nanowire Tunnel-FET

The structure of the square cross-section InAs
nanowire Tunnel-FETs addressed in this section is de-
picted in Fig. 9.

FIG. 9: Sketch of the simulated gate-all-around nanowire FETs,
where x is the transport direction and (y, z) the plane of quantum
confinement.

FIG. 10: Band-structure about the Γ point for an InAs nanowire
with a semiconductor cross section of H=W=5a0'=3.04 nm (see
Fig. 9): (a) conduction band states; (b) valence band states. The
biaxial tensile stress along the plane orthogonal to the transport
direction tends to significantly reduce the energy gap. The energy
reference is the top of the valence band of unstrained bulk InAs.

Figure 10 illustrates the bandstructure for an InAs
nanowire either relaxed or subject to a tensile biaxial
stress and having a square cross-section with a 3.04 nm
and an equivalent oxide thickness of 0.608 nm. For this
device the rank of the Hamiltonian blocks of Eq. (15)
equals M1D=1176. As expected, the biaxial strain re-
sults in a large reduction of the energy gap12, that for
the unstrained system is approximately 0.97 eV.

Figure 11 illustrates the IDS versus VGS charac-
teristics of the InAs nanowire Tunnel-FET obtained
with self-consistent NEGF simulations based on the EP
Hamiltonian. The metal gate workfunction was ad-
justed so as to have approximately the same off cur-
rent Ioff=IDS [VGS=0]=10pA/µm for all stress condi-
tions. The biaxial tensile stress improves the on state
IDS at fixed Ioff , with no sizeable change of the sub-
threshold swing in the explored VGS range. Moreover,
Fig. 12 shows the subband profiles along the device chan-
nel and the current spectra for the simulations in Fig. 11
at VGS≈VDS=0.3 V. As it can be seen the biaxial stress
greatly increases the transmission across the channel re-
gion and consequently the on current of the Tunnel-FET.
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FIG. 11: Simulated drain current versus gate voltage character-
istics for an n-type, InAs Tunnel-FET at VDS=0.3 V with gate
length LG'17 nm and H = T = 5a0'3.04 nm. Gate workfunc-
tion is about 4.384 eV for the unstrained FET and it has been
adjusted in strained FETs so as to have approximately the same
Ioff=10pA/µm at VGS=0 V for all devices.

FIG. 12: Conduction (solid lines) and valence (dashed lines)
subband profile (left) and corresponding current density plot (right)
for the InAs Tunnel-FETs of Fig. 11 at VGS=VDS=0.3 V, and for
different stress conditions. The source Fermi level EfS=0 is taken
as the energy reference.

V. CONCLUSIONS

In this paper we have presented substantial new devel-
opments for full quantum transport simulations obtained
with a pseudopotential Hamiltonian and the NEGF
method. The proposed approach is fairly general and
flexible, in fact it applies to any electron carrier dimen-
sionality, it can be used for arbitrary crystal orientations
and it accounts for the effect of a possible strain in the
underlying semiconductor crystals.

The numerical efficiency has been greatly improved
compared to our previous approach28, which made it
possible to obtain self-consistent simulations even for
nanowire MOSFETs and Tunnel-FETs, where the two-

dimensional quantum confinement in the plane normal
to the transport direction makes the problem the most
challenging from the computational burden perspective.

While all the results shown in this paper were obtained
by considering coherent transport, our formalism is in
principle capable of dealing with incoherent transport
and, for example, with electron-phonon interactions. We
have not yet addressed incoherent transport, but we see
this as an interesting hint for future work.

We conclude by arguing that, besides its application to
an empirical pseudopotential Hamiltonian, our approach
can be directly applied to plane-waves ab-initio Hamilto-
nian operators utilized in many Density Functional The-
ory calculations. Our formalism may thus provide an in-
teresting alternative to the methods based on maximally
localized Wannier functions, although the theoretical and
computational viability of this application remains to be
explored, which is left as a stimulating hint for further
investigations.

Appendix: Contact self-energy

Here, we present a new algorithm to efficiently com-
pute the contact self-energy of devices described by full-
band Hamiltonians in the hybrid basis consisting of either
real-space/plane-waves or real-space/transverse modes.

This algorithm exploits the fact that in our formal-
ism the pseudopotential is local in real space and the ki-
netic energy term in Eq. (4) couples only adjacent slices
separated by the discretization step d. Consequently,
the Hamiltonian describing the unit cell of length a0 in
Eq. (15) consists of Nd diagonal blocks Hl,l correspond-
ing to a single discretization point along the transport
direction, and of the sub-diagonal blocks H0,1 coupling
only adjacents slices separated by d. Therefore, only the
first and last discretization points of each unit cell are
actually connected to the adjacent unit cells, hence we
do not need to compute the Green’s function (GF) of
the entire unit cell of length a0, which is the outcome of
standard algorithms such as the Sancho-Rubio iterative
scheme42, but we need only the blocks corresponding to
the first and last discretization point. More precisely, the
non-null components of the retarded self-energies for the
left (L) and right (R) contacts are defined as

ΣL = H†0,1GN,NH0,1 (A.1)

ΣR = H0,1G1,1H
†
0,1 , (A.2)

where GN,N and G1,1 are the surface GFs of the so-called
lead, defined as a chain of NT identical unit cells with N
= NdNT discretization points. In our approach this is
much more efficient than using the Sancho-Rubio algo-
rithm, because this would imply to manipulate Hamilto-
nian blocks describing all the Nd slices of the unit cell,
where Nd has to be very large (we used Nd=30) due to
the accuracy requirements on the kinetic energy term.



11

In order to compute the two surface GFs in Eqs. (A.1-
A.2), we proceed as follows. The preliminary step, il-
lustrated by the n=0 case in Fig. 13, consists in using
the Dyson equation40 to compute a few GF blocks of

the unit cell, namely the G
(0)
1,1 corresponding to the first

discretization point of the single unit cell, the G
(0)
Nd,Nd

corresponding to the Nd-th discretization point, as well

as the G
(0)
1,Nd

and G
(0)
Nd,1

linking the first and last point in
the single unit cell. Once this is accomplished, the first
step consists in computing similar GFs for the system
composed by two identical cells and having a constant
coupling matrix given by −H0,1 (see the case n=1 in
Fig. 13).

4Nd

2Nd

dN

n = 2

n = 0

n = 1

1

FIG. 13: Scheme of the iterative procedure used to obtain
the contact self energy.

Now we can now exploit again the Dyson equations to
obtain the GFs for the system consisting of two cells by
using the following equations:

G
(1)
1,1 = G

(0)
1,1 −G

(0)
1,Nd

H0,1G
(1)
Nd+1,1 (A.3)

with

G
(1)
Nd+1,1 = −

(
I−G

(0)
1,1H

†
0,1G

(0)
Nd,Nd

H0,1

)−1

× G
(0)
1,1H

†
0,1G

(0)
Nd,1

(A.4)

and

G
(1)
2Nd,1

= −G
(0)
Nd,1

H†0,1G
(1)
Nd,1

(A.5)

with

G
(1)
Nd,1

= G
(0)
Nd,1
−G

(0)
Nd,Nd

H0,1G
(1)
Nd+1,1 , (A.6)

while similar equations can be used to compute G
(1)
2Nd,2Nd

and G
(1)
1,2Nd

.
The idea behind this recursive method is to increase

the length of the lead by iteratively connecting two iden-
tical stubs whose GFs were obtained in the previous step.
Since the generic n-th step of this iteration scheme con-
sists in connecting two identical sections composed of
2n−1Nd slices, it is convenient to use a simplified notation
and to define GFs related to the left (L) section and to
the right (R) section. By using this notation we have that

G
(n)
1,1 = GLL

1,1 , G
(n)
2nNd,2nNd

= GRR
N,N , G

(n)
2nNd,1

= GRL
N,1 and

G
(n)
1,2nNd

= GLR
1,N , whereas the GFs related to the step

n − 1 are written as G
(n−1)
1,1 = g1,1, G

(n−1)
2n−1Nd,2n−1Nd

=

gN,N , G
(n−1)
2n−1Nd,1

= gN,1, G
(n−1)
1,2n−1Nd

= g1,N .

At the step n the equations to be solved for the left
section are therefore

GRL
1,1 = −

(
I− g1,1H

†
0,1gN,NH0,1

)−1

× g1,1H
†
0,1gN,1 (A.7)

GLL
1,1 = g1,1 − g1,NH0,1G

RL
1,1 (A.8)

GLL
N,1 = gN,1 − gN,NH0,1G

RL
1,1 (A.9)

GRL
N,1 = −gN,1H

†
0,1G

LL
N,1 , (A.10)

while, for the right section they are

GLR
N,N = −

(
I− gN,NH0,1g1,1H

†
0,1

)−1

× gN,NH0,1g1,N (A.11)

GRR
N,N = gN,N − gN,1H

†
0,1G

LR
N,N (A.12)

GRR
1,N = g1,N − g1,1H

†
0,1G

LR
N,N (A.13)

GLR
1,N = −g1,NH0,1G

RR
1,N . (A.14)

The convergence is reached once that the largest element
of
(∣∣GLL

1,1 − g1,1

∣∣+
∣∣GRR

N,N − gN,N

∣∣) is smaller than a pre-
defined tolerance, making possible the identification of
GRR

N,N and GLL
1,1 with the surface GF in Eqs. (A.1) and

(A.2). A satisfactory convergence can be obtained in a
few steps (typically 10 to 15) thanks to the fact that the
length of the lead increases as 2n+1a0.
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