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LIX, UMR 7161 CNRS
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Abstract

Let A,B ∈ K[X,Y ] be two bivariate polynomials over an effective field K, and let G be the reduced
Gröbner basis of the ideal I := 〈A,B〉 generated by A and B with respect to the usual degree lexi-
cographic order. Assuming A and B sufficiently generic, we design a quasi-optimal algorithm for the
reduction of P ∈ K[X,Y ] modulo G, where “quasi-optimal” is meant in terms of the size of the input
A,B, P . Immediate applications are an ideal membership test and a multiplication algorithm for the
quotient algebra A := K[X,Y ]/〈A,B〉, both in quasi-linear time. Moreover, we show that G itself can
be computed in quasi-linear time with respect to the output size.

1 Introduction

Gröbner bases, sometimes known as standard bases, are a powerful tool for solving systems of polynomial
equations, or to compute modulo polynomial ideals. The research area dedicated to their computation is
very active, and there is an abundant literature on efficient algorithms for this task. See for example [2, 3, 5]
and references therein. Although this problem requires exponential space in the worst case [12], it is in fact
tractable for many practical instances. For example, computer algebra systems often implement Faugère’s
F5 algorithm [3] that is very efficient if the system has sufficient regularity. In this case, a polynomial
complexity bound (counting the number of field operations in terms of the expected output size) was
established in [1].

The F5 algorithm and all other currently known fast algorithms for Gröbner basis computations rely
on linear algebra, and it may seem surprising that fast FFT-based polynomial arithmetic is not used in
this area. This can be seen as an illustration of how difficult it is to compute standard bases, but there
is another explanation: traditionally, Gröbner basis algorithms consider a large number of variables and
the degree of the generating polynomials is kept small; but fast polynomial arithmetic works best in the
opposite regime (a fixed number of variables and large degrees). Even in this setting, it is not clear how
to use FFT techniques for Gröbner basis computation. As a first step, one may consider related problems,
such as the reduction of multivariate polynomials. It was shown in [8] that reduction can be done in
quasi-linear time with respect to the size of the equation P = Q0G0 + · · · + QnGn + R. However, this
equation is in general much larger than the intrinsic complexity of the problem, given by the size of P and

1
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the degree D of the ideal (which is linked to the size of the generating polynomials). Recent work in the
bivariate setting [9] gave an asymptotically optimal reduction algorithm for a particular class of Gröbner
bases. This algorithm relies on a terse representation of G := (G0, . . . , Gn) in Õ(D) space, where Õ stands
for the “soft Oh” notation (that hides poly-logarithmic factors) [7]. Assuming that this representation has
been precomputed, the extended reduction can be performed in time Õ(|P |+ D), instead of the previous
Õ(|P |+ |G|) where |G| = Θ(nD).

Instead of making regularity assumptions on the Gröbner basis itself, one may focus on the generating
polynomials. If the ideal is defined by generic polynomials given in total degree, then the Gröbner basis
presents a particular structure, as studied for example in [6, 13]. This situation is often used as a benchmark
for polynomial system solving: see the PoSSo problem [4]. In this paper, we restrict ourselves to the
bivariate case, as studied for example in [11]. In what follows, A,B ∈ K[X,Y ] are generic polynomials
of degree n,m respectively. We denote by 〈A,B〉 the ideal they generate, and we consider its Gröbner
basis with respect to the graded lexicographic order. The computation of such a basis is classical, but the
hypotheses from [9] are not satisfied. We aim to show how the ideas from [9] can be applied in this setting
and lead to quasi-linear complexity bounds for various problems. The full paper is available at [10].

2 Idea of the algorithm

While the new setting is not directly compatible with [9], the key ingredients remain valid. Recall that the
major obstruction to quasi-linear reduction algorithms is that the equation

P = Q0G0 + Q1G1 + · · ·+ QnGn + R (1)

is much larger than the input P,A,B: if A,B have degree n, the input takes Θ(n2) space, but writing
down G0, . . . , Gn explicitly requires already Θ(n3).

2.1 Key ingredients

The first idea is to use a dichotomic selection strategy to control the degrees of the quotients. A selection
strategy describes how one chooses against which basis element a given term is reduced. In the dichotomic
selection strategy, each monomial is reduced preferably against one end of the Gröbner basis (G0 or Gn),
or the Gi where i has the highest 2-adic valuation. This way, most quotients have a very small degree:
roughly speaking, there are n/2 quotients of degree d, plus n/4 quotients of degree 2d, plus n/8 quotients
of degree 4d, and so on, where d is a constant independent of n.

This allows for a second ingredient that is to keep only sufficiently many head terms of each Gi. The
definition of “sufficiently many” depends on the degree of the quotient Qi. For example, G0 and Gn have
to be known entirely as Q0 and Qn can have very large degree; but on the other hand, for the n/2 indices i
such that deg(Qi) = d, it suffices to know the (approximately) nd head terms of Gi.

Knowing Gi with this precision is sufficient to compute the quotient Qi, but not the remainder R. The
third idea is to keep track of the relations that exist between G0, . . . , Gn. Using these relations, equation (1)
can be symbolically rewritten to use fewer terms, so that the remainder can be evaluated with the expected
complexity.

The later two ingredients lead to a so-called terse representation for the Gröbner basis. This representa-
tion consists of the basis elements truncated to the appropriate precision (ingredient 2), and the collection
of some well-chosen relations (ingredient 3). The whole representation requires only Õ(n2) space.

2.2 Application

In [9], we assumed that the Gröbner basis has specific regularity properties; we called such a basis a vanilla
Gröbner basis. Then, obtaining its terse representation is seen as a precomputation. Unfortunately, if the
ideal is generated by two polynomials given in total degree, then its Gröbner basis with respect to the
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degree lexicographic order is not vanilla. On the other hand, the Gröbner basis is particularly easy to
compute in this case, so we find a new type of relations between the elements. Then, we design a concise
representation for the basis, that presents similar features as the terse representation.

Since the basis is especially easy to compute, the design on the concise representation is constructive,
while in [9], the existence of a terse representation was more of an empirical observation. We are therefore
able to compute the terse representation of G in quasi-linear time from the input A,B. Using the properties
of the concise representation, we also design a quasi-linear reduction algorithm as a variant of the algorithm
from [9].

The advantage of vanilla Gröbner bases is that the quotients can all be computed as a first step, using
the truncated basis elements and a classical reduction algorithm. Then the substitutions in equation (1)
can happen in a second step to compute the remainder. Such a nice property is not satisfied in the new
setting, so the algorithm must be adapted. The solution is to merge the two steps, and the replacements
happen “on the fly” during the reduction algorithm. We actually modify the classical relaxed reduction
algorithm [8] using the following principle: as soon as a quotient Qi is known, the term QiGi in equation (1)
is replaced by SkGk +Sk+1Gk+1 for a well-chosen k. By doing so, we ensure that each step uses only basis
elements that are known with sufficient precision to get the actual result.

3 Conclusion

For a bivariate ideal I := 〈A,B〉 defined by two generic polynomials given in total degree, let G be its
Gröbner basis with respect to the degree lexicographic order. We can compute a concise representation for
G in quasi-linear time with respect to the input A,B. From this concise representation, we also design an
algorithm for the reduction of P modulo G, that is quasi linear with respect to A,B, P . Then the following
problems can be solved in quasi-linear time:

• Ideal membership test P ∈? 〈A,B〉 (with respect to the size of A,B, P ).

• Multiplication in the quotient algebra P,Q → PQ ∈ K[X,Y ]/〈A,B〉 (with respect to the size of
A,B, P,Q).

• Computation of the reduced Gröbner basis Gred = (Gred
0 , . . . , Gred

n ) of I for the degree lexicographic
order (with respect to the size of Gred).
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