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Abstract. The grain boundary diffusion of chromium in polycrystalline nickel
was studied by means of tracer experiments at 346–668 ◦C. Intensity-depth
profiles were recorded by secondary ion mass spectrometry (SIMS), which al-
lowed short diffusion distances, and therefore relatively low temperatures, to
be examined. Individual grain boundaries in coarse-grained substrates pro-
duced profiles with a variety of shapes, reflecting the variability of diffusivities
in a polycrystal, and even within a grain boundary. Average diffusivities were
also measured using cold-rolled substrates, which rapidly recrystallized and
provided finer microstructures. The simplifying assumptions usually made in
processing B regime data were found not to be applicable here, because of the
shallow measurement depths. The errors made by using approximate solutions
to the diffusion equation are discussed, and a data processing method adapted
to the conditions of SIMS measurements is used. A method to study diffusion
tails with smooth slope variations is also demonstrated. The measured diffu-
sivities were found to be in agreement with higher temperature data from the
literature.

Keywords: Tracer diffusion; Intergranular diffusion; Nickel alloys

1 Introduction

Short-circuit (phase boundary, grain boundary and dislocation) diffusion plays an
important role in a number of processes underlying the elaboration and degrada-
tion of structural alloys, e.g., recrystallization, creep or stress corrosion cracking.
Along with volume diffusion and thermodynamic data, short-circuit diffusion data
are needed to gain a better understanding of microstructure transformations and to
generate more accurate simulations of these transformations.

Activation energies for short-circuit diffusion are typically lower than those of
volume diffusion [1]. As a consequence, the relative contribution of short-circuits
to mass transport becomes more important at lower temperatures. The case of
the Ni-based, Cr-bearing alloys used in high pressure water in nuclear power plants
offers an illustration of the importance of short-circuits: in typical conditions of
autoclave tests (102–103 h at 300–350 ◦C), the volume diffusion distance of Cr in Ni
is a fraction of a nanometer, and yet Cr depletion (due to the selective removal of
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Cr to form Cr-rich oxide) is occasionally detected over tens of nanometers from the
alloy surface [2,3] or from oxidized grain boundaries and intergranular cracks [4–6].
Intergranular oxidation is thought to be a predominant source of failure in these
systems [7], which further warrants the need for a better understanding of short-
circuit diffusion, and for the acquisition of the associated kinetics data.

Grain boundary diffusion is typically studied through radiotracer experiments,
where a radioactive tracer is deposited as a thin layer and made to diffuse into a
polycrystalline substrate. The depth profile is measured by sectioning or grinding,
and counting the activity in the removed material or in the remaining substrate; it
reflects a weighted average of the contributions from all boundaries. The influence
of grain boundary character on diffusivity can be studied from individual bound-
aries using bicrystals (see examples in Refs. [1,8,9]). However, growing bicrystals of
controlled misorientation is challenging, and the analysis requires an extreme sen-
sitivity, as the amount of tracer material contained in a single boundary is very
small. Furthermore, radiotracer studies most often involve mechanical sectioning or
grinding, which limits the profile depth resolutions. This in turn sets a lower limit
on the diffusion distance, and determines the minimum temperature at which data
can be obtained. A number of studies of grain boundary diffusion of Cr in Ni-based,
Cr-containing alloys have been reported [10–15], but data are scarce below about
600 ◦C (Fig. 1).

In the case of impurity diffusion, non-radioactive tracers can also be used, and
depth profiles with the sensitivity required for grain boundary diffusion analysis
can be obtained by ion sputtering and mass spectrometry using SIMS. This tech-
nique offers a depth resolution in the nanometer range, and thereby gives access to
short diffusion distances and low temperatures. The lateral resolution of SIMS, in
the tens of micrometers, also means that grain boundaries of a polycrystal can be
probed individually, which potentially provides a large amount of data from a single
specimen. One drawback of using stable tracers is that the substrate purity can
become a limiting factor.

The present paper reports a SIMS study of Cr grain boundary diffusion in Ni.
The depth and lateral resolutions of SIMS were used to collect data at low tempera-
tures (down to temperatures of interest for pressurized water reactor applications),
and to examine the shape of individual grain boundary profiles. Measurements
were also done on cold-rolled Ni substrates. These rapidly recrystallized during
the diffusion heat treatments and provided fine-grained microstructures, from which
profiles reflecting an average of several boundaries were obtained. After presenting
the experimental procedures and results, the paper examines the applicability of
the existing methods to process grain boundary diffusion profiles, and introduces a
more general method. The grain boundary diffusivities and the remarkable features
of the recorded profiles are then discussed.

This work is part of a larger effort aimed at improving the simulation of corrosion
in nuclear reactors, and was intended to provide input data for a finite-difference
diffusion code developed at CEA [16]. The volume diffusion of Cr in Ni and in
Ni–22Cr was also studied [17] as part of this effort.
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Figure 1: Grain boundary diffusivity data for Cr in Ni, Ni–Cr, Ni–Fe and Ni–Cr–Fe alloys
from the literature. Measurements by radiotracer techniques, except Chetroiu [15] by SIMS.
From the Čermák study [13], only the Ni-rich compositions are included here. Diffusivities
are strongly affected by the presence of intergranular carbides, as shown in Refs. [11, 14],
where alloys with several carbon levels were used; for these two studies, only data from the
lowest carbon alloy are included here.

2 Experimental procedures

2.1 Materials

Tracer diffusion experiments were carried out using high purity Ni (5 N, Goodfellow)
provided as 1 mm and 6 mm thick plates in as-rolled condition. The 1 mm plate
was cut into 9 × 9 mm coupons and subjected to a recrystallization heat treat-
ment for 18 h at 1075 ◦C in an argon-backfilled vacuum furnace. This produced a
coarse, equiaxed microstructure, with grain size approximately 1 mm. Analysis by
EBSD showed that the resulting material had no particular crystallographic texture
(Fig. 2). The 6 mm plate was subjected to the same recrystallization heat treat-
ment, then cold-rolled with an 86% depth reduction (strain ε = 2), and cut into 9
× 9 mm coupons. The resulting microstructure had a high defect density, mostly
consisting of low misorientation (< 10◦) subgrain boundaries, as shown in Fig. 3.

The surface preparation and tracer deposition procedures were described in detail
in Ref. [17]. Briefly, the specimens were ground with SiC paper and polished with
diamond suspensions down to a 1 µm finish. Thin Cr films were deposited by
sublimation of Cr powder (99.95% pure, Neyco) and condensation onto the polished
surfaces in a vacuum chamber. A built-in quartz balance was set to obtain 5 nm
thick films.
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Figure 2: EBSD analysis of a Ni specimen annealed 18 h at 1075 ◦C. (a) Inverse pole
figure; (b) same figure in grayscale, with grain boundary misorientations mapped to colors:
blue < 15◦, green 15–55 ◦, red > 55◦ (red boundaries are mostly twins). (For interpretation
of the references to color in this figure legend, the reader is referred to the web version of
this article.)
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Figure 3: EBSD analysis of a cold-rolled Ni specimen (86% reduction). (a) Inverse pole
figure; (b) misorientation angle distribution. The observations were made in the rolling
direction (RD)-transverse direction plan (RD is indicated by an arrow in (a)).

2.2 Diffusion heat treatments

The specimens were vacuum-encapsulated in quartz capsules together with Zr shav-
ings, used as oxygen getter. The diffusion heat treatments were conducted in tube
furnaces. To run an experiment, a furnace was first stabilized at the desired tem-
perature, before introducing the capsule in the hot zone. To stop an experiment,
the capsule was quickly pulled from the hot zone and allowed to cool on a metal
tray, reaching room temperature in less than 5 min. Temperatures were controlled
using type K thermocouples. The standard uncertainty was estimated to be 1.7 ◦C
in the temperature range of interest [17].

2.3 SIMS analysis

Intensity-depth profiles were measured by SIMS using a Cameca IMS 7f instrument.
We used a duoplasmatron oxygen source with a primary current of 200 nA, collecting
positive secondary ions. The raster area was 150 × 150 µm, and the analysis area
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33 µm (annealed specimens) or 60 µm (cold-rolled specimens) diameter. Oxygen
flooding was used to reduce roughness development during sputtering.

The following isotopes were recorded: 16O, 50Cr, 52Cr, 54Cr, 58Ni and 64Ni.
Profiles were processed using the 52Cr signal normalized by the 64Ni signal, in order
to compensate for instrument variations (normalized intensities I

(
52Cr

)
/I
(

64Ni
)

are simply referred to as I in the rest of the paper). A linear relation was assumed
between normalized intensities and concentrations.

2.4 Crater depth measurements

Selected sputtering craters were analyzed by contact profilometry with a Bruker
Dektak 8 instrument. Craters resulting from the analysis of a grain boundary fea-
tured a step due to the two neighboring grains being sputtered at different rates.
Since the analyzed area was much smaller than the sputtered area, it was not possi-
ble to determine with reasonable accuracy what fraction of the collected signal came
from one grain and the other. Depth measurements of craters made in the grains,
used in the study of volume diffusion [17], gave an indication as to the variability as-
sociated with grain orientation: the sputtering rate was on average r̄s = 0.68± 0.08
nm/s (± one standard deviation), from 60 craters. In the study of grain boundary
diffusion, all sputtering times were converted to depths using this average rate. As
shown subsequently, the dispersion of grain boundary diffusivity was large, such that
the error in the sputtering rate was unimportant.

2.5 Experimental conditions

Because they rely on approximate solutions to the diffusion equation, the methods
used in the analysis of grain boundary depth profiles very much depend on the dif-
fusion regime in which the experiments are made. Diffusion times and temperatures
were chosen so as to conform to either type B or type C kinetics, according to
Harrison’s classification [18]. The conditions for the B regime are:

sδ �
√
Dvt� d (1)

where s is the segregation factor (ratio between the tracer concentration in a grain
boundary and that in the adjacent grain), δ the grain boundary width, Dv the
volume diffusion coefficient, t the time and d the grain size. Values of Dv were
calculated from an Arrhenius law,

Dv = D0
v exp

(
−Qv

RT

)
(2)

with D0
v = 0.2 cm2/s and Qv = 260 kJ/mol taken from Ref. [17]. In Eq. (2), R is

the ideal gas constant and T the temperature.
Volume diffusion distances were always much smaller than the grain size. For

annealed substrates, this was evident given the large grain size. For cold-rolled sub-
strates, the distance between subgrain boundaries in the as-rolled condition was not
measured, but recrystallization was fast, such that diffusion essentially took place
in the recrystallized state. Recrystallization kinetics were estimated by measuring
the Vickers hardness (with a 0.5 kg mass) after annealing for various times and
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temperatures. The hardness decreased from about 2 GPa in the as-rolled condition
to about 0.7 GPa in the recrystallized state. As an example, a value of 0.77 GPa
was measured after 20 min annealing at 460 ◦C, which was both a shorter duration
and a lower temperature than the conditions selected for experiments with cold-
rolled substrates. As shown subsequently, grain sizes at the end of the diffusion heat
treatments were about 5 to 100 µm, which was far greater than

√
Dvt.

With
√
Dvt � d true in all cases, the condition for type B kinetics may be

reduced to α� 1, with α the dimensionless parameter

α =
sδ

2
√
Dvt

(3)

Conversely, the C regime corresponds to α � 1. An inherent difficulty of the
analysis is that the segregation factor s is not known a priori; in the absence of an
independent measurement, it can only be determined through the combination of
type B and type C experiments [19] (the former give access to the triple product
sδDgb, while the latter directly yield Dgb values). Analyzing the diffusion profiles
therefore requires some sort of trial-and-error procedure. As noted by Gaertner et al.
[19], in systems where s > 1, experiments done with α/s > 1 can safely be assumed
to fall in the C regime. The B regime threshold, on the other hand, does require s to
be known. In the present work, the profiles for which α/s < 1 were processed using
the general solution of the diffusion equation (including contributions predominant
in B and C regimes, see Section 4.2), which made the B/C distinction less critical.

Although they did not allow s(T ) to be determined, the present results did sug-
gest that in the temperature range of interest, s values were not vastly different from
1, as discussed subsequently. The experiments are therefore presented as belonging
to the B or C regime based on the α/s values (i.e., assuming s = 1). The experi-
mental conditions are summarized in Table 1 and represented graphically in Fig. 4
(two experiments are in between the B and C regimes: these will be discussed sub-
sequently). The experiment durations were kept above 1 h in order to minimize the
error in the diffusion time due to diffusion occurring during heat-up and cool-down.

3 Experimental results

3.1 Annealed specimens in the B regime

The intensity-depth profiles recorded from individual grain boundaries in annealed
specimens at 529–668 ◦C presented the general shape of type B kinetics, with a
volume part steeply decaying over 100–200 nm, and a tail reflecting accelerated
diffusion along the grain boundary. Examples are shown in Fig. 5, where several
profiles are included for each specimen.

The slope of the diffusion tail sometimes varied considerably between grain
boundaries of a given specimen. This spread is illustrated in Fig. 5 by the two
profiles recorded in the 602 ◦C specimen. Two other remarkable features were ob-
served: (i) some diffusion tails contained multiple parts with markedly different
slopes; (ii) some slopes were zero or even positive.

In order to examine the effect of grain boundary misorientation on diffusivity,
selected specimens were analyzed by EBSD prior to Cr deposition and diffusion heat
treatment. Profiles recorded on grain boundaries with a variety of misorientations,
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Table 1: Parameters of grain boundary diffusion experiments.

T ( ◦C) t (h)
√
Dvt (nm) α/s

Annealed specimens

B regime 668 3 27 9.1×10−3

668 22 74 3.4×10−3

635 2 12 2.0×10−2

602 15 17 1.4×10−2

565 984 64 3.9×10−3

563 28 10 2.4×10−2

529 120 10 2.5×10−2

C regime 398 4 4×10−2 6.4

383 25 6×10−2 4.4

360 87 5×10−2 5.5

346 404 6×10−2 4.5

Rolled specimens

B regime 668 3 27 9.1×10−3

602 1 5 5.5×10−2

573 4 5 5.1×10−2

546 23 6 3.9×10−2

515 96 6 4.0×10−2

B/C regime 515 1 1 0.40

470 16 1 0.33

10-1 100 101 102 103 104
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Figure 4: Map of characteristic volume diffusion distances and equivalent α values used in
the experimental study of grain boundary diffusion (volume diffusion data from Ref. [17]).
The color scale represents threshold values for the B and C regimes (see text), with s = 1.
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Figure 5: Examples of Cr profiles obtained from individual grain boundaries after B-regime
diffusion in annealed Ni. Offsets i were added to distinguish the 3 specimens. The insets
show an optical image and 52Cr maps recorded at the end of the indicated profiles (ion
intensities mapped to colors on a linear scale). The profiles were generated from a centered,
33 µm diameter area, while the maps were obtained by rastering over the 150 × 150 µm
craters with a probe size of about 20 µm. Note that the lateral diffusion distance was much
smaller than the probe size and is therefore exaggerated in the maps.

including low-angle (< 15◦) and high-angle (> 15◦), special and random, and twin
boundaries (60 ◦ misorientation around a <111> axis), are shown in Fig. 6 for one of
these specimens, heat-treated at 563 ◦C. The twins produced flat profiles with levels
close to the background, and the 52Cr maps recorded at the bottom of these craters
showed no Cr enrichment, indicating an absence of accelerated diffusion. Of the
nine profiles recorded on other types of boundaries, five had negative slopes, while
two were considered flat and two had positive slopes. Given the limited number of
profiles available for comparison, misorientation effects could not be evaluated.

3.2 Rolled specimens

Recrystallization of the cold-rolled specimens during the diffusion heat treatments
was fast, and produced grains about 5 to 100 µm large (see optical images and 52Cr
maps recorded at the bottom of sputtering craters in Fig. 7). It was then hardly
possible to obtain profiles from individual grain boundaries; instead, the analysis
area was increased from 33 to 60 µm, in an attempt to collect signal from several
grain boundaries at a time.

The resulting profiles, shown in Fig. 7, had shapes similar to those obtained
from annealed specimens, with the following differences: (i) the transition from
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Figure 6: Chromium profiles obtained from individual grain boundaries after B-regime
diffusion (28 h at 563 ◦C) in an annealed Ni specimen (probe size 33 µm). A profile recorded
in a grain away from boundaries (labeled “volume”) is included to indicate the background
level. The insets are 52Cr maps recorded at the end of the indicated profiles, showing ion
intensities on a linear scale and collected with a probe size of about 20 µm (the lateral
diffusion distances are exaggerated due to the large probe size).

the volume part to the diffusion tail was smoother; (ii) in the diffusion tail, slope
variations were less abrupt than those observed with annealed substrates; (iii) in
some cases, undulations, i.e., apparently periodic slope variations, were observed.

3.3 Annealed specimens in the C regime

The profiles recorded in the annealed specimens at 346–398 ◦C had varying shapes
– see examples in Fig. 8. In most cases, no diffusion tail was present, indicating that
grain boundary diffusion did not enrich the grain boundary above the segregation
level of Cr impurities already present in the substrate. In some cases, a tail was
present but had a convex shape (decreasing slope), which is not compatible with
standard solutions of the diffusion equation. Only four profiles had concave tails
and could be used to determine diffusion coefficients.

4 Data processing

4.1 General solution of the grain boundary diffusion problem

The intensity-depth profiles were studied based on the analytical solution to the
diffusion equation in a bicrystal with constant surface concentration by Whipple [20].
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(Due to the relatively short heat treatments/low temperatures, the deposited Cr
was never entirely consumed, and the remaining film maintained a unit surface
concentration throughout the experiments.) In a polycrystal, so long as

√
Dvt� d,

the concentration profiles generated by lateral diffusion from the grain boundaries
do not overlap. In these conditions, analyzing an individual grain boundary by SIMS
is equivalent to analyzing a bicrystal by the sectioning method, and the expressions
obtained by integration of the two-dimensional solution can be used. (This solution
corresponds to a geometry where the grain boundary is normal to the surface. The
effect of the grain boundary inclination angle relative to the surface was studied
by Mishin [21], and shown to be small for polycrystals with uniformly distributed
angles. When analyzing a single grain boundary, the inclination can only be taken
into account if the angle is measured, which was not the case here.)

A general solution, irrespective of the diffusion regime, is:

C(η, β)/Cs = C1(η) + C2(η, β,∆) + Cgb(η, β,∆) (4)

where Cs is the surface concentration (here Cs = 1) and C1, C2 and Cgb are the
contributions of direct volume diffusion from the surface, of lateral diffusion from
the grain boundary into the grains, and of diffusion inside the grain boundary,
respectively. These are given by [8]:

C1(η) = erfc(η/2) (5)

C2(η, β,∆) =

√
Dvt

L

2η√
π

∫ ∆

1
σ−3/2 exp

(
− η

2

4σ

)(
∆− σ
∆− 1

)1/2
[

exp
(
−Y 2

)
√
π

− Y erfc(Y )

]
dσ

with Y =
σ − 1

2β

(
∆− 1

∆− σ

)1/2

, (6)

Cgb(η, β,∆) =
δ

L

η

2
√
π

∫ ∆

1
σ−3/2 exp

(
− η

2

4σ

)
erfc

[
σ − 1

2β

(
∆− 1

∆− σ

)1/2
]

dσ (7)

In Eqs. (5–7), η is the reduced variable for depth,

η =
z√
Dvt

(8)

(with z the depth), β is a dimensionless parameter reflecting the sharpness of the
concentration contours,

η =
Dgb

Dv

sδ

2
√
Dvt

, (9)

Dgb is the grain boundary diffusion coefficient, ∆ = Dgb/Dv and L is the analysis
length normal to the grain boundary.
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4.2 Method for B-type profiles

In the B regime (α� 1), the contribution of tracer atoms inside the grain boundary
(the Cgb term) can be neglected, and C2 can be approximated by [22]:

C2(η, β,∆) =

√
Dvt

L

2η√
π

∫ ∞
1

σ−3/2 exp

(
− η

2

4σ

)[
exp
(
−Y 2

)
√
π

− Y erfc(Y )

]
dσ

with Y =
σ − 1

2β
(10)

Even approximated, the analytical form of C2 does not lend itself to linearization, in
view of fitting an experimental profile. The problem is usually addressed as follows.

The following relation can be derived from the definition of η and β [22]:

sδDgb =

(
−∂ lnC

∂zn

)−2/n(4Dv

t

)1/2
(
− ∂ lnC

∂
(
ηβ−1/2

)n
)2/n

(11)

where n is any nonzero number. Eq. (11) holds regardless of the diffusion conditions,
i.e., of the shape taken by C: it only expresses the relationship between gradients of
lnC plotted against zn and against the dimensionless number

(
ηβ−1/2

)n
. However,

for C2 given by Eq. (10), within some conditions, the gradient An = − ∂ lnC
∂(ηβ−1/2)

n

is practically independent of β and varies slowly with ηβ−1/2, such that it can be
considered independent of the experimental conditions. This property is usually used
to determine the triple product sδDgb. Fischer [23] used an approximate solution
to the diffusion equation to derive A1 = π/4. Following on the work of Levine and
MacCollum [24], Le Claire [22] showed that for β � 1, A6/5 = 0.78 within a few
percents, i.e., to a better approximation than Fischer’s A1. Profiles are then typically
studied from a (z6/5, ln I) plot, and sδDgb is calculated using the slope of the linear
tail in Eq. (11), with n = 6/5 and A6/5 = 0.78 (in practice, the measured quantity
is an intensity proportional to the tracer concentration, such that the experimental
slope ∂ ln I

∂z6/5
is used in place of ∂ lnC

∂z6/5
in Eq. (11)).

The properties of An gradients computed from C given by Eqs. (4–7) in the
conditions of the present study are studied in the Appendix. Examination shows
that Le Claire’s method is not well suited to the present experiments, for several
reasons. First, A6/5 is constant to a good approximation only for ηβ−1/2 greater
than about 2. This is usually the case in experiments done with a sectioning or
grinding method at high temperature, where ηβ−1/2 values typically range from 4
to 8. Here, the depths that could be analyzed by SIMS were limited to a few µm,
and the diffusion times had to be long enough to remain in the B regime – this
produced small η values. Furthermore, because of the low temperature, the β values
were relatively large. These constraints resulted in ηβ−1/2 values mostly between
0.1 and 1 (Table 1).

Second, α values were relatively large for the B regime, such that Eq. (10) was
not a good approximation of C2. At a given temperature, α can be reduced by
increasing the diffusion time. Here, the diffusion times were kept relatively short in
an attempt to keep the slopes of the diffusion tails large enough to be measured —
this was an issue because of the relatively high Dgb/Dv ratio at the temperatures



Materialia 6 (2019) 100283 13

of interest. The variations of A6/5 and the error that would be made by using a
constant A6/5 = 0.78 are detailed in the Appendix.

Finally, another factor is that when a diffusion tail contains several linear parts
(which was sometimes the case here, see Section 3.1), the boundary conditions per-
taining to the second (and subsequent) part(s) of the tail are not those underlying
Eq. (4). If, for example, grain boundary diffusion is first very fast and then much
slower from depth z0, the diffusion equation for z > z0 would be most conveniently
solved by considering a constant concentration at z0. With Le Claire’s method,
one would then need to work from a

(
(z − z0)6/5, ln I

)
plot, since the z6/5 trans-

form would not conserve the slope. This can be avoided by using a (z, ln I) plot
(n = 1) [25], but an appropriate A1 gradient has to be determined for every profile.

In order to overcome these issues, the profiles were analyzed using the general
solution, Eqs. (4–7). For each profile, sδDgb was obtained as the root of the function

f : sδDgb →
(
∂ lnC

∂z

)calc

−
(
∂ ln I

∂z

)exp

,

where
(
∂ ln I
∂z

)exp
is the slope obtained from a linear least-squares fit of the tail part

on an experimental (z, ln I) plot, and
(
∂ lnC
∂z

)calc
is the gradient calculated from

Eqs. (4–7) and averaged over the z range used for fitting. This optimization problem
is nonlinear, but if Dv is known, in a given z range, ∂ lnC

∂z is a function of sδDgb

only, and the root can be computed numerically. This was done using functions of
the Scipy [26] Python package, with sδDgb extrapolated from Čermák’s data [13] as
an initial guess. Values of Dv were calculated from Ref. [17]. The script is given in
Supplementary material S1, and an example profile in Supplementary Material S2.

Note that since an exact ∂ lnC
∂z gradient is computed, the choice of a (z, ln I) or

a (z6/5, ln I) plot (n = 1 or n = 6/5) has no bearing on the final result provided the
slope correctly represents the data, i.e., provided that the experimental gradient is
relatively constant. In practice, the diffusion tails were no less linear with (z, ln I)
coordinates — the correlation factor of the linear fit R2 was in fact slightly greater
with n = 1, compared to n = 6/5. The calculations in the Appendix show that
A1 is indeed more constant than A6/5 for small ηβ−1/2 values. In addition, (z, ln I)
coordinates have the advantage that they give the same weight to all data points,
and are therefore better suited to tails with multiple parts.

It is further noted that in using the general solution, Eqs. (4–7), the present
method makes no assumption as to the diffusion regime. In this respect, it is equiv-
alent to the fitting procedure by Shaw and Shaw [27]. However, in Ref. [27], sδDgb

is directly computed from a non-linear fit of the experimental data, whereas here,
a linear fit is first performed before computing sδDgb from the adjusted slope —
this of course is only applicable in conditions where the diffusion tail is a straight
line. The rationale behind this apparent limitation is that in addition to slope vari-
ations expected from Eqs. (4–7), curvature in a diffusion profile can arise due to
other causes, such as diffusivity variations. This is particularly true with profiles
measured on individual grain boundaries, as shown in Section 3. In this context, a
non-linear fit could produce errors, while restraining the analysis to the linear part
of the diffusion tails (and treating C-regime profiles separately) represents a more
conservative approach.
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The applicability range of Le Claire’s method and the question of linearity in
diffusion tails have been studied by other authors, e.g., Gryaznov et al. [28], who
proposed a processing method designed for profiles with short diffusion distances
(large α). In Ref. [28], sδDgb is calculated using a relationship derived from Eq. (11),
which involves the maximum value of the experimental ∂ lnC

∂z6/5
gradient, and the

minimum value of the A6/5 gradient. The latter is provided as a function of α, A6/5 =
0.71 + 0.77α. This has the advantage of improving the accuracy of the calculated
sδDgb, compared to Le Claire’s A6/5 = 0.78, while avoiding the computation of
the exact solution. However, the relationship giving A6/5 was obtained from the
solution in the form C = C1 + C2, where Cgb was omitted. Although the method
was intended for the B regime, it was specifically targeted at profiles with relatively
large α values (above 0.02), conditions in which Cgb starts to have a significant
influence, as shown in the Appendix. While also intended for the B regime, the
present method does take into account the contribution of Cgb, and thus also covers
the start of the B/C transition, where diffusion tails still display near linearity.

4.3 Application to B-type profiles

Negative slopes could be determined with reasonable confidence down to an abso-
lute value of about 10−4 nm−1. Below this, the correlation coefficient R2 dropped,
and the slope varied significantly when changing the fitting interval, indicating an
absence of correlation: these profiles were considered flat (slope ≈ 0) and dismissed.
The profiles with positive slopes were also not used to determine diffusivities. The
sδDgb values obtained according to the above method from the negative slopes of the
B-type profiles recorded in annealed specimens (Figs. 5 and 6) are given in Table 2.
Values obtained from different grain boundaries of a given specimen were found to
differ by factors of up to 75.

As noted in Section 3.2, the profiles recorded in rolled specimens displayed a
smooth transition from the volume part to the diffusion tail and an apparent pe-
riodicity in the slope of the tail. As a consequence, the depth range to be used
for fitting could not be identified unambiguously from a visual examination of the
profiles. A local fitting procedure was then used, where instead of fitting the data
in a previously identified range, the fit is done in a small translating interval. This
amounts to computing a moving average of the slope ∂ ln I

∂z , in a manner analogous
to the analysis of oxidation mass-gain curves in Ref. [29]. Here, the evolution of
the local slope gives indications as to whether and where the profile is linear. The
optimal interval width and translation step depend on the amplitude of the slope
variations and on the signal-to-noise ratio. Tests led us to choose a 200 nm width
and a 30 nm step.

This local analysis further emphasized the variety in the shape of the diffusion
tails. Four examples are shown in Fig. 9, where in each case the intensity and local
slope profiles are superimposed. In ranges where the local slope was found to be
stable, an average slope was determined from a least-squares fit: this is shown by
the orange lines. Fig. 9(a) and (b) illustrate two types of signal variations. In both
cases, the slope gradually decreases (in absolute value) before stabilizing. However,
in (a) the signal appears to be subject to random noise, while in (b) the frequency
of background variations appears to be lower and less widely distributed — this
could indicate actual diffusivity variations associated with the finely recrystallized
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Table 2: Grain boundary diffusion parameters obtained from annealed specimens in the B
regime. The slopes were measured from (z, ln I) plots. The η and ηβ−1/2 values are given
at midpoint of the z range used for fitting.

T ( ◦C) α β Midpoint Slope (nm−1) sδDgb (cm3/s)

η ηβ−1/2

668 9.1×10−3 1.4×103 26 0.68 -1.0×10−3 5.4×10−18

668 3.4×10−3 1.3×102 18 1.6 -1.3×10−3 1.3×10−18

635 2.0×10−2 3.1×104 81 0.46 -4.7×10−4 1.6×10−17

602 1.4×10−2 1.4×104 190 1.6 -5.4×10−4 2.7×10−18

5.1×102 83 3.7 -3.1×10−3 1.0×10−19

565 3.9×10−3 5.5×103 26 0.36 -2.1×10−4 8.3×10−19

1.5×103 43 1.1 -4.4×10−4 2.2×10−19

563 2.4×10−2 7.1×103 48 0.57 -1.2×10−3 1.6×10−19

1.5×104 53 0.43 -8.0×10−4 3.4×10−19

1.8×104 41 0.30 -7.2×10−4 4.1×10−19

5.5×105 77 0.10 -1.3×10−4 1.2×10−17

3.4×104 36 0.20 -5.2×10−4 7.7×10−19

529 2.5×10−2 9.1×103 110 1.2 -1.1×10−3 4.0×10−20

1.6×104 210 1.7 -9.1×10−4 6.9×10−20

3.8×104 81 0.42 -5.4×10−4 1.7×10−19

1.2×104 110 1.0 -9.8×10−4 5.4×10−20

microstructure. In each of (c) and (d), two distinct intervals are separated by an
abrupt transition. In both cases, after the transition, the slope is found to be stable.
However, before the transition, the slope had stabilized in case (c), while it kept
decreasing in (d).

Stable slope values determined this way were used to determine triple products
according to the above method. These sδDgb values are given in Table 3.

4.4 Processing C-type profiles

Type C kinetics describe a regime where no diffusion takes place in the volume, either
directly from the surface or laterally from the grain boundaries, i.e., in the limit of√
Dvt → 0. The diffusion problem can then be studied with solutions equivalent

to those applying in homogeneous media, considering only the tracer present in the
grain boundary [8]. The error made by assuming type C kinetics in practical cases,
where

√
Dvt is necessarily non-zero, depends on the accuracy that can be expected

given experimental uncertainties. Kaur et al. [8] recommend α > 10, and add that
the error on Dgb is reduced to a few percents for α > 3. Paul et al. [30] recommend
α > 1.

Here, α/s values were in the range 4 to 6 (Table 1). In these conditions, C1 and
C2 can safely be neglected, and C is well approximated by:

C(z, t)

Cs
=
δ

L
erfc

(
z√
Dgbt

)
(12)
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Figure 9: Analysis of Cr profiles recorded in cold-rolled Ni using a local fitting procedure
(see text). The profile selection illustrates the variety of shapes encountered in the study of
cold-rolled specimens.

Equation (12) is written in terms of concentration, but the experimental profiles
were available in terms of normalized intensities, which were assumed to be propor-
tional to concentrations. Since the inverse complementary error function does not
transform products into sums, linearizing Eq. (12) requires knowledge of the propor-
tionality constant. The latter can also be found by iteration, as was done here. A
function f : z → az+ b was fitted to the data in the form

(
z, erfc−1(k · I)

)
. The ap-

propriate k value was obtained by minimizing |b|, which provided a linear plot. The
slope a was determined from a least-squares fit, and Dgb obtained as Dgb = (4a2t)−1.
The values obtained this way from the C-type profiles with concave tails (see Section
3.3) are given in Table 4.

5 Discussion

5.1 Comparison of B and C regime results

Values of sδDgb and Dgb obtained from B and C regime measurements, respectively,
can be combined to determine s or δ, if the other is known. Divinski et al. [31] used
this method with self-diffusion experiments (s = 1) and obtained δ = 0.54 nm in
high purity Ni, in agreement with the commonly accepted value of δ = 0.5 nm in
fcc metals [8].

The sδDgb values measured here in the B regime are gathered in Fig. 10. Prod-
ucts δDgb derived from Dgb measured in the C regime assuming δ = 0.5 nm are also
plotted. The vertical offset between the two data series represents the amplitude
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Table 3: Grain boundary diffusion parameters obtained from the cold-rolled specimens.
The slopes were measured from (z, ln I) plots. The η and ηβ−1/2 values are given at midpoint
of the z range used for fitting.

T ( ◦C) α β Midpoint Slope (nm−1) sδDgb (cm3/s)

η ηβ−1/2

668 9.1×10−3 6.1×102 73 3.0 -1.8×10−3 2.3×10−18

602 5.5×10−2 4.9×105 670 0.95 -3.4×10−4 2.5×10−17

1.8×105 560 1.3 -5.7×10−4 9.2×10−18

573 5.1×10−2 6.8×104 450 1.7 -8.9×10−4 1.1×10−18

1.9×105 490 1.1 -5.1×10−4 3.1×10−18

9.6×104 370 1.2 -7.3×10−4 1.5×10−18

546 3.9×10−2 4.5×104 130 0.62 -7.6×10−4 2.9×10−19

9.1×104 270 0.90 -5.5×10−4 5.9×10−19

1.2×105 280 0.83 -4.8×10−4 7.7×10−19

7.7×104 260 0.92 -6.0×10−4 5.0×10−19

515 4.0×10−2 6.8×104 140 0.56 -6.5×10−4 9.4×10−20

1.0×106 410 0.41 -1.7×10−4 1.4×10−18

5.4×105 230 0.32 -2.2×10−4 7.6×10−19

1.1×105 380 1.2 -5.3×10−4 1.5×10−19

515 0.40 3.5×106 1300 0.71 -1.0×10−3 4.9×10−19

2.7×106 1400 0.87 -1.2×10−3 3.8×10−19

3.0×106 1700 0.96 -1.1×10−3 4.2×10−19

470 0.33 1.4×106 820 0.69 -1.3×10−3 2.1×10−20

2.5×106 1300 0.80 -9.9×10−4 3.7×10−20

7.0×106 1200 0.46 -5.6×10−4 1.0×10−19

Table 4: Grain boundary diffusion parameters obtained from annealed specimens in the C
regime. The slopes were measured from

(
z, erfc−1(k · I)

)
plots. The η and ηβ−1/2 values

are given at midpoint of the z range used for fitting.

T ( ◦C) α β Midpoint Slope (nm−1) Dgb (cm2/s)

η ηβ−1/2

398 6.4 4.7×107 4.0×103 0.58 4.7×10−3 7.9×10−15

2.5×108 5.0×103 0.32 2.0×10−3 4.2×10−14

383 4.4 6.8×107 3.5×103 0.43 2.2×10−3 5.6×10−15

346 4.5 4.2×108 1.3×104 0.61 9.2×10−4 2.0×10−15
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Figure 10: Triple products sδDgb obtained for Cr diffusion in annealed and cold-rolled Ni
substrates in the B regime. Values of δDgb obtained from Dgb in the C regime, assuming
δ = 0.5 nm, were added for comparison.

of the segregation factor. Specifically, if the temperature dependence of each data
series can be described by an Arrhenius law, the temperature-dependent s is to be
calculated from:

s (T ) =
1

δ

(sδDgb)B

(Dgb)C
=

1

δ

PB0
DC

0

exp

(
−Q

B −QC

RT

)
(13)

where PB0 and DC
0 are the preexponential factors for the sδDgb and Dgb data,

respectively, and Qi the associated activation energies. Here, given the dispersion of
the sδDgb and Dgb values, preexponential factors and activation energies could not
be determined with accuracy. Nevertheless, Fig. 10 suggests that at 400–450 ◦C, s
cannot be vastly different from 1 (the vertical offset between the two data series is
not large). Values of sδDgb from the literature have been added to the graph; an
Arrhenius relationship fitted to the Čermák data [13] is plotted as a dashed line. The
extrapolation of this line crosses the present C regime data, within the experimental
dispersion. This further indicates that in the temperature range investigated here,
s could not be vastly different from 1.

Another observation provides information about s. Two diffusion experiments
were conducted at 470 and 515 ◦C with α/s values of 0.3 and 0.4, that is, in con-
ditions between the B and C regime if s = 1. The profiles are plotted in (z, ln I)
coordinates in Fig. 7(b), where after a smooth transition, the tails are seen to be
linear. Plots in

(
z, erfc−1(k · I)

)
coordinates (not shown here) kept a visible curva-

ture over larger depths, suggesting that these experimental conditions did not fall
in the C regime. It follows that at 470–515 ◦C, s cannot be much larger than 1.
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Finally, Fig. 10 indicates that the Arrhenius parameters obtained from the sδDgb

data measured by Čermák for Cr diffusion in pure Ni at 585–935 ◦C [13], P0 =
1×10−6 cm3/s and Q = 190 kJ/mol, can be used to calculate sδDgb down to 350 ◦C.
It should be emphasized that a value calculated this way represents an average over
many grain boundaries, and that variations of 2 orders of magnitude around this
average can occur when considering individual grain boundaries.

5.2 Shape of the intensity-depth profiles

A remarkable feature of the present results is the variability observed in the shape
of the intensity-depth profiles — and the proportion of profiles that did not take
the shape expected from the analytical solutions of the grain boundary diffusion
problem. The main peculiarities are discussed now.

A flat diffusion tail could in principle reflect equilibrium grain boundary segre-
gation of Cr impurities originally present in the Ni substrate. However, some of
the flat profiles observed here had levels over 30 times above the background level
(see Fig. 6 for example); given the ratio between grain boundary width (0.5 nm)
and the analyzed length (33 µm for annealed specimens), this would have required a
segregation factor in excess of 106, which, as shown above, is unlikely in the Cr/Ni
system.

Alternatively, a diffusion tail may appear flat but in fact have a small negative
slope, due to a very large grain boundary diffusion coefficient. Tails in the present
work generally had small slopes due to the long diffusion times, relative to the large
Dgb/Dv ratio in this system. Some of the profiles recorded at 563 ◦C (Fig. 6), for
example, had slopes close to the threshold value of 10−4 nm−1. The grain boundary
diffusivity would just have to be a few times higher to produce an apparently flat
profile — a possible scenario, given the dispersion of Dgb values (Fig. 10).

Another feature should be considered here: the fact that some profiles had several
linear parts, with distinct slopes, suggests that regions of varying diffusivities were
traversed during sputtering. In the annealed substrates, with equiaxed grains about
1 mm large, the probability of a µm-deep profile starting in a given grain boundary
and crossing a triple junction into another grain boundary is very low; instead,
regions of varying diffusivities must have existed within a given boundary, likely
because of local fluctuations of the grain boundary plane orientation. Furthermore,
diffusivities were found to vary widely at a given temperature. The combination
of these two features may generate situations in which the boundary conditions of
the diffusion problem are different from one grain boundary region to another. For
instance, if the diffusivity is large in region 1, and much lower in region 2, the tracer
concentration at the region 1/region 2 junction is expected to rise until it is close
to the volume concentration, as the tracer flux in region 1 decreases to equilibrate
with the flux in region 2. This would have the effect of producing a near-flat profile
in region 1, as illustrated in Fig. 11.

Another remarkable aspect of the experimental results is the occurrence of dif-
fusion tails with positive slopes, suggesting that the Cr flux is locally reversed, i.e.,
that Cr diffuses toward the surface. This could occur in a situation where, again,
two adjoining regions have widely different grain boundary diffusivities, but the first
region has the lower diffusivity (reverse of Fig. 11). If region 2 is connected to the
surface via high diffusivity boundaries, Cr could accumulate at the region 1/region
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Figure 11: Scheme of concentrations in two adjoining regions of widely different grain
boundary diffusivities, leading to a nearly flat concentration-depth profile in the first region
(see text).

2 interface and cause a reverse flux in region 1 [25]. Alternatively, a positive slope
can be seen as indicating Cr diffusion up its concentration gradient. Uphill diffu-
sion can emerge from interactions between diffusing species, including point defects.
Vacancy-solute interactions are known to cause segregation in irradiated alloys via a
drag effect [32], and dealloying in nanoparticles via the inverse Kirkendall effect [33].
How vacancies would interact with Cr in the present case, where Cr diffuses from
the surface via grain boundaries into a dilute solid-solution, is not known at present;
this will require further investigation.

Although their origins remain to be elucidated, it is believed that the positive
slopes reflect diffusion processes and are not due to SIMS measurement artefacts.
Indeed, the profiles reported here were obtained with the same experimental proce-
dure than was used to measure volume diffusion coefficients [17], which were found
to be in good agreement with literature values obtained by conventional section-
ing/grinding techniques.

Diffusion in individual grain boundaries has been studied in the past using bicrys-
tals and conventional sectioning/grinding (see examples in Refs. [1,8,9], for instance).
However, local measurements of diffusion in individual grain boundaries of a gen-
eral polycrystal have not been reported before, to our knowledge. The present
results indicate that a significant proportion of grain boundaries in polycrystalline
Ni are subject to some sort of abnormal diffusion. Further work should be devoted
to the relationships between grain boundary structure, segregation behavior and
diffusivity. Useful information could be obtained by combining local depth pro-
filing by SIMS with local chemical and structural analysis, via specimen lift-out
by focused-ion beam milling, followed by atom probe tomography or transmission
electron microscopy.

5.3 Use of cold-rolled substrates

The discussion last turns to the case of the cold-rolled substrates. The recent interest
for ultrafine-grained materials has encouraged diffusion work in substrates prepared
by severe plastic deformation. In particular, studies of Ni-self diffusion using speci-
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mens made by equal channel angular pressing [34] or high pressure torsion [35] have
explored the relations between the type and mobility of boundaries and the associ-
ated diffusivity. These materials displayed ultrafast diffusivity, which was associated
with the motion of the recrystallization front. In contrast, no ultrafast diffusivity
was observed when diffusion took place in a cold-rolled substrate after partial an-
nealing [36]. This was attributed in Ref. [36] to the lack of a mobile recrystallization
front during the diffusion treatment, and to the lack of far-from-equilibrium grain
boundary states otherwise associated with ultrafast diffusivity.

The present experiments on cold-rolled Ni substrates were done in conditions
similar to Ref. [36]: despite the absence of a pre-diffusion annealing treatment in
the present study, diffusion essentially took place in the recrystallized state due to
the fast recrystallization at the temperatures of interest. Specifically, the straight
diffusion tails observed at large depths reflected diffusion through a relatively stable
microstructure. The smooth transition from the direct volume diffusion part into the
diffusion tail (Fig. 7), however, is a trace of fast diffusion through the rapidly evolv-
ing microstructure in the very beginning of the diffusion heat treatments, during
recrystallization (in contrast with the sharp transitions observed with pre-annealed
substrates, Fig. 5).

A quantitative study of this fast diffusion would require performing experiments
at temperatures where recrystallization is slower (where its time scale is comparable
to that of the diffusion anneal). Attempts at doing so at 300–400 ◦C were unsuc-
cessful, in part due to the small amount of tracer diffusing at these temperatures,
relative to the substrate impurity level. Apart from using substrates of higher purity
(which would recrystallize even faster), another avenue worth pursuing would be to
alloy Ni with elements that slow its recrystallization, without interfering with the Cr
signal. In these conditions, analyzing the shape of profiles recorded by SIMS, as was
done here, would provide useful information and complement the results obtained
from radiotracer studies.

6 Conclusions

Chromium diffusion in individual grain boundaries from annealed Ni polycrystals
produced intensity-depth profiles with a variety of shapes. This included features
that could not be understood in terms of ordinary solutions of the grain boundary
diffusion problem. Smooth and abrupt transitions in diffusion tails were observed,
which are indicative of local variations in boundary diffusivity. Unusual features
also included parts of diffusion tails with zero and positive slopes. Both are believed
to be caused by tracer accumulation at the interface between regions of markedly
different diffusivities.

The conditions pertaining to the measurement of B-type profiles by SIMS, in par-
ticular the relatively shallow measurement depths, led us to determine sδDgb values
from a general solution of the grain boundary diffusion problem. The computer code
and an example experimental profile are provided as Supplementary materials. The
efforts to be made in processing profiles should be commensurate with the accu-
racy that can be reasonably pursued considering the experimental uncertainty and
dispersion. Here, using the common method of a constant A6/5 gradient given by
Le Claire’s approximation would have produced errors of about 20–40 % on sδDgb
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values (see the Appendix). This is not large considering the dispersion of the sδDgb

values. The analysis of exact and approximate solutions of the grain boundary dif-
fusion problem carried out here extends the work of Le Claire and others [8], in
particular in the domain of shallow measurement depths. This should be of interest
in studies of grain boundary diffusion by SIMS and similar techniques.

The diffusion parameters obtained from B and C regime experiments numeri-
cally reflected the dispersion observed in the profiles, and the significant effect of
misorientation on diffusivity. Aside from this dispersion, the present results were
found to be consistent with the trend reported in the literature for Cr diffusion in
Ni at higher temperatures.

The present results demonstrate the interest of using SIMS in grain boundary
diffusion studies, and the diversity of grain boundary diffusivities in a polycrystal.
A consequence of this dispersion is that it contributes to the apparently stochastic
nature (on a macroscopic level) of some of the problems that rely on grain boundary
properties, such as intergranular corrosion and cracking of a polycrystalline alloy.
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Appendix Analysis of the concentration gradients

The profiles recorded after diffusion in the B regime were processed using the general
solution of the diffusion equation, Eqs. (4–7). In order to evaluate the error that
would be made using Le Claire’s method with a constant A6/5 = 0.78, it is useful to

consider the range covered by the parameters α, β and ηβ−1/2 in the present study;
these are represented graphically in Fig. A1.

Figure A2 shows the A6/5 gradient calculated using Le Claire’s approximation
for C2, Eq. (10), for β values above 102. The contribution of C1 is included, and is
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Figure A1: Ranges covered by the α, β and ηβ−1/2 parameters in the B and B/C regime
experiments. See definitions in Section 4.1: α is a function of temperature, β depends
on the temperature and on the sδDgb value measured on a given profile, and ηβ−1/2 is
a dimensionless variable for depth, also function of temperature and sδDgb. In (b), each
ηβ−1/2 range corresponds to the depth range over which the slope of a profile was measured.
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Figure A2: A6/5 gradient computed from C = C1 + C2, with C2 given by Eq. (10). The

ηβ−1/2 scale is linear in (a), logarithmic in (b).

reflected in the near-vertical parts at low ηβ−1/2 values. Le Claire’s observations that
A6/5 is independent of β and varies slowly with ηβ−1/2 holds for ηβ−1/2 greater than
about 2. In the present work, the slopes of the diffusion tails were mostly measured
at depths corresponding to ηβ−1/2 values between 0.1 and 1. The evolution of A6/5

in this range is better represented using a logarithmic scale for ηβ−1/2, Fig. A2(b).
The point at which the contribution from direct diffusion from the surface (C1)
becomes significant depends on β (and weakly on α). Here the smaller values were
obtained for large β values (Fig. A1(b)), such that A6/5 was never affected by C1 —
in practice, this corresponds to the obvious fact that the slopes were measured from
the diffusion tails. More importantly, the A6/5 values arising from C2 are seen to

vary significantly in the ηβ−1/2 range of interest. These A6/5 values are independent
of β or α.

Figure A3(a) compares A6/5 calculated with the approximate C2 (Eq. (10)) and
with the exact C2 (Eq. (6)), for a given β. The two gradients start to differ signif-



Materialia 6 (2019) 100283 24

10-1 100 101

ηβ−1/2

0.6

0.7

0.8

0.9

1.0

1.1

1.2

1.3

1.4
−

ln
C
/

(η
β
−

1/
2
)6/

5

(a) C=C1 +C2

α

exact C2

5 · 10−3

1 · 10−2

5 · 10−2

1 · 10−1

5 · 10−1

approx. C2

5 · 10−3

10-1 100 101

ηβ−1/2

0.6

0.7

0.8

0.9

1.0

1.1

1.2

1.3

1.4

−
ln
C
/

(η
β
−

1/
2
)6/

5

C=C1 +C2

C=C1 +C2 +Cgb

(b) exact C2

α

5 · 10−3

5 · 10−2

1 · 10−1

5 · 10−1

Figure A3: (a) A6/5 gradient computed from C = C1 + C2, using either the approximate
C2, Eq. (10), or the exact C2, Eq. (6); (b) comparison of gradients obtained from C = C1+C2

(solid lines) and C = C1 +C2 +Cgb (dashed lines), using the exact C2, Eq. (6). In all cases
β = 104.

icantly for α greater than 10−2, which was the case for most of the present exper-
iments. In Fig. A3(b), the contribution from the tracer inside the grain boundary,
Cgb, is also included when calculating A6/5. Kaur et al. [8] recommend α < 5×10−3

to ensure that Cgb can be neglected if concentrations are to be measured with a
0.5 % accuracy, and add that α < 5×10−2 would be acceptable in most cases. Paul
et al. [30] use a less strict criterion, α < 0.1. Relative to the other factors of interest
here, we also conclude that Cgb has a significant influence only for α greater than
0.1. Here, this concerned only the two experiments in between the B and C regimes
(Fig. 7(b)). It is noted that A6/5 is not made any less constant because of the Cgb

contribution — indeed, the diffusion tails appeared reasonably linear.
According to Eq. (11), which holds regardless of the shape taken by C, for a

given diffusion tail, sδDgb is proportional to (An)2/n. The error made by using
Le Claire’s method with a constant A6/5 = 0.78 (noted ALC

6/5) is now evaluated by

considering the ratio

(
ALC

6/5

Aexact
6/5

)5/3

, where Aexact
6/5 is the A6/5 gradient computed from

the general form for C, Eqs. (4–7), and averaged over the ηβ−1/2 range of interest.
Figure A4 shows this ratio, where the average was done over a ηβ−1/2 range of
width 0.8 (this was the average of experimental values) and of variable midpoint,
so as to cover the spread of experimental conditions. The graph shows that in
the conditions of interest, a sδDgb value calculated with Le Claire’s method would
always be underestimated, by a factor of 20–40 % (and up to 50% in the particular
cases where α is 0.3–0.4, and the contribution of Cgb is significant).

Finally, Fig. A5 shows the An gradient also calculated with all contributions,
C = C1 + C2 + Cgb using Eqs. (4–7), but this time with n = 1. Considering that
the experimental ηβ−1/2 values were mostly comprised between 0.2 and 2 (Fig. A1),
the comparison of Fig. A5 and Fig. A3(b) shows that A1 is no less constant than
A6/5 in the conditions of interest. This is consistent with the observation that
the experimental diffusion tails were slightly more linear when plotted in (z, ln I)
coordinates, compared to (z6/5, ln I) coordinates.
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