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ABSTRACT

In this study, we first show that it is difficuld reconstruct the vertical structure of vortices
using only surface observations. In particular vkevs that the recent SQG and ISQG
methods systematically lead to surface intensifiedices and those subsurface intensified
vortices are thus not correctly modelled.

We then investigate the possibility to distinguimttween surface and subsurface intensified
eddies from surface data only, using the sea sutiaght and the sea surface temperature
available from satellite observations. A simpleargdbased on the ratio of the sea surface
temperature anomaly and the sea level anomalypjzoped. While the index is expected to
give perfect results for isolated vortices, we shbat in a complex environment, errors can
be expected, in particular when strong currentstexi the vicinity of the vortex. The
validity of the index is then analysed using restrom a realistic regional circulation model
of the Peru-Chile upwelling system, where bothaefand subsurface eddies coexist.

We find that errors are mostly associated with deutore eddies (aligned surface and
subsurface cores) and that the index can be usefdetermine the nature of mesoscale
eddies (surface or subsurface- intensified) fromiase (satellite) observations. The errors

however reach 24% and some possible improvemenkedfidex calculations are discussed.
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1. Introduction

Superimposed on the large-scale circulation, theawcis filled with numerous
coherent mesoscale eddies whose size typicallyegponds to the Rossby radius of
deformation between 10 and 300 keng( Cheltonet al, 2007; 2011; Morrow and Le Traon,
2012). Cyclonic and anticyclonic eddies can adyactels of trapped fluid over time scales
from weeks to months, and hence play an importalet for the large-scale transfer and
redistribution of heat, salt and momentueig( Wunsch, 1999; Jayne anMarotzke, 2002;
Morrow and Le Traon, 2012Treguieret al, 2012). At local scale, eddies have important
implications on tracer dispersion, ocean stirrizugg mixing processes (d’Ovida al, 2004;
Pasqueroet al, 2005; Beron-Veraet al, 2008; 2010). Through horizontal and vertical
motions they also affect biogeochemical propersesh as nutrients and phytoplankton
concentration and can thus impact biological resegiand marine ecosystems (McGillicuddy
and Robinson, 1997; Abraham, 1998; Martin and Ra$1a2001; Lévy and Klein, 2004;
Pasqueret al, 2005; Braccet al, 2009). Finally, ocean eddies can also influahedower-
atmosphere winds (Chelton and Xie, 20@@elton, 2013), cloud cover and rainfall (Frenger
et al, 2013) and enhance the dissipation of energgduired by the wind to the ocean (Munk
and Wunsch, 1998; Wunsch and Ferrari, 2004).

Satellite-based sensing provides sea-surface péessn at increasing precision,
resolution and frequencies that are crucial fodyhyg the ocean mesoscale dynamics. Eddies
are associated with thermodynamical anomalies reititively large amplitudes and can have
clear signatures on altimetry sea-level anomaly AjSimaps and infrared sea-surface
temperature (SST) images. Mesoscale vortices canirbply classified into four distinct
categories depending on their rotation sense (nyclor anticyclonic) and the vertical
position of their potential vorticity (PV) core ($ace or subsurface-intensified) depending
whether their core —or area where their potentaatieity reaches its maximum- is located
inside the water column rather than in the surfager. The rotation sense can be easily
retrieved from SLA satellite data considering te@gfrophic approximation (Pedky, 1987,
Cushman-Roisin and Beckers, 2011). In contrastaseirsatellite data do not allow, a priori,
determining whether an eddy is surface or subsesifaensified. Using in-situ hydrographic

data, subsurface eddies have been observed irugasites of the World Ocean such as the
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Mediterranean water eddies (Meddies) and Slope M@teanic eddies(Swoddies) in the
North-East Atlantic (Pingreet al, 1992a, b; Pailletet al, 2002 Bashmachnikov et al, 2013),
the California Undercurrent eddies (Cuddies) inNlweth-East Pacific (Garfieldt al, 1999),
or subsurface anticyclones in the South-East Raddiohnson and McTaggar2010;
Chaigneawet al, 2011; Moraleset al, 2012 Stramma et al, 2013). Subsurface intensified
eddies, that are thus ubiquitous in the oceantygieally centred between 200 and 1000 m
depth and exhibit, by nature, a completely distwattical structure than surface-intensified
vortices €.g Chaigneawet al, 2011; Colas et al, 2012).
Different mechanism of generation can explain tbemftion of surface or subsurface
cyclones and anticyclones. Barotropic and baraclinstabilities of oceanic currents are
known to generate anticyclone and cyclone dipaes,(Cushman-Roisin and Beckers, 2011
Morel and McWilliams, 2001). They can also be fardey the rough floor topography
(Pingree and Le Cann, 1992a; Chérubinet al, 2000; Thompson, 2008).Many remote sensing
observations have also revealed the formation dase eddies in the lee of islands (Calil
al., 2008). In the latter case, Kubryakov and Stanjc{2015) found a correlation between
wind curl and the type of eddy formed, they showbdt a weakening of large-scale
circulation in response to the decrease of the wintlleads to the formation of anticyclones
and that an increasing wind curl and circulatioduice intensive formation of cyclones. A
constant wind blowing along a regular coast gemsraiastal upwelling or downwelling
currents, that are known to form surface and stiasereddies (McGillicuddy, 2014).
Different mechanism have been proposed to explagn abserved instabilities and eddy
generation for upwelling systems: adiabatic proegdeading to the modification of the
potential vorticity structure of the flow and banyic/baroclinic instabilities, the effect of
capes or promontories or the planetary beta ev¥ftbein the coast is oriented along a North-
South direction (see Marchesie#tbal, 2003, Morekt al, 2006; Mecunier et al,, 2010).
Although both surface and subsurface intensifiddies can have a signature on
satellite-surface data, in particular on SLA and @8omaly maps, without additional situ
measurements, there exists a strong risk thatutiace anomalies associated with subsurface
eddies are interpreted as signatures of surfacéeegdoh particular by data assimilation
systems or, as will be shown in this article, bytieal reconstruction methods based on sea
surface data, such as the surface quasigeostr&ip@,(see Blumen, 197Bleld et al, 1995;
Isern-Fontanegt al, 2006), or the interior and surface quasigeoblyqipSQG, see Wangt
al., 2013) methods. There exists other methods thaldotentially be used to reconstruct

the vertical structures of subsurface vortices, fiistance the effective surface



98

99
100
101
102
103
104
105
106
107
108
109
110
111

112
113
114
115
116
117
118
119
120
121

122

123

124
125
126
127
128
129

quasigeostrophic (ESQG) theory proposedlhyeyre and Klein (2006; see also Ponte and
Klein, 2013), but they rely on some knowledge opdthesis of the ocean interior which do
not distinguish surface/subsurface vortices. Fataimce the ESQG method relies on the
calculation of a single mean vertical proft€z) which depends on interior characteristics
(the correlation between the interior potentialtiily anomaly and the stratification). As far
as observations are concerned, a few studies mahgzad the surface signature of subsurface
vortices observedn- situ (see for instance, Stammet al, 1991; Sweeneyet al, 2003
Caballeroet al, 2008) and recently Bashmachniket al. (2013) have shown that two
Meddies, detected at sea, were associated withiySILA and negative SST anomalies and
suggested that this could be used as a proxy ttifgéd/leddies. Despite these breakthroughs,
we still lack a general theory revealing the exaature (surface or subsurface) of vortices
from satellite surface observations. The main gddhis study is to propose a simple index,
combining SLA and SST observations, that allowded#tiating between surface and

subsurface intensified eddies.

The paper is organized as follows. In section 2, pgesent the quasigeostrophic
framework used in our study and the general ineargroblem to reconstruct the vortex
structure. In section 3, we underline the problémease of distinguishing and inferring the
structure of subsurface vortices. We then defire ittdex that may allow discriminating
between surface and subsurface-intensified edhes $urface observations only (section 4).
The sensitivity of the index to parameters charatg) the vortex and its environment is
discussed in section 5. The validation and efficyeof this index is finally tested in section 6
using a regional model simulation of the South &amsPacific where surface and subsurface
eddies are found (Chaigneat al, 2011; Colas et al, 2012). Concluding remarks are
provided in section 7.

2. The modd

2.1 Quasigeostrophic framework

In order to analyse the physical content of diffiikrebserved fields, and the possibility to
define some combination in order to infer inforroaton the structure of oceanic eddies, it is
necessary to define equations linking these phlyBelds. To deal with mesoscale dynamics
and vortices, the simplest equations are the aqesstrophic ones which express the
conservation of the quasi-geostrophic potentialtioity (QGPV, see Pedlosky, 1987,

Cushman-Roisin and Beckers, 2011)
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QePv=ay+d (9%

0z N? 62), @)

whereA =0 , +dy2 is the horizontal Laplace operafas the planetary vorticity or Coriolis
parameter (here we consider a constant Coriolisampater f =1. 10* s?1), @is the

streamfunction (proportional to the pressure IJlaeI:d'OOf‘/l). N is the Brunt-Vaisala
frequency, given by
N2 = B gaz;

2
Po @)

wherg is the gravitational acceleration, aﬁ_)lgz) is the mean density profile, depending only

on the vertical coordinate z and coming from thaltstratification expressed as

P =Po*P(D)*+p (3)

wherePois a constant reference density &d the departure from this reference profile and
is given by (hydrostatic approximation):

__1P__1p 0y

p= 55_ g 0z (4)

In the following, we will also consider the seafaae elevation;,or SLA, and the relative

vorticity { (used to evaluate the strength of a vortex):

_PE=09 _1f

P99 ®)
oV U,
<o dy Y (6)

Using the previous relationships, the knowledg@atential vorticity allows the calculation
of all physical fields (see Hoskiret al, 1985; Bishop and Thorpe, 1994) but the boundary
conditions are strong constraints for this invarsag Eq. 1 is elliptic. Both lateral and vertical
boundary conditions have thus to be specified twseclthis so-called Dirichlet-Laplace
problem and to allow the calculation of the streaamstion and all fields from the knowledge
of the QGPV. At the vertical boundaries the comwditis generally to specify the density

anomaly which leads to:

Wl _ 9 ;=
oz| .~ o p(z=0) 7)
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0z z=—H pof

p(z=-H) (8)

where H is the depth of the ocean. As far as hotaoboundaries are concerned, in the
following, in order to invert potential vorticityna calculate the associated velocity, vorticity
or stratification, we have assumed periodic hotiabrboundary conditions (see Isern-
Fontanett al, 2006; Wang et al, 2013). Using Fourier transforms, the QGPV ini@rshen
boils down to a 1D (vertical) partial differentiadjuation and can be more easily solved using
the vertical barotropic and baroclinic modes as#edi with the stratification (see Waegal,
2013).

2.2 General configuration

We will consider vortices associated with localiZgGPV and surface density anomalies.
A first important theoretical constraint exists Q@®PV and surface/bottom density anomalies.
Indeed integrating vertically Eq. 1 yields (using87and 2):
———, 1| fp(z=0) fp(z=-H
Pz=0) PL(z=-H)
0z 0z ’

Where@ andQGPV are the barotropic (vertical averag@amfunction and QGPV. As

shown in Morel and McWilliams (1997), the vortex‘isolated” if the net horizontal integral
of the right hand side (potential vorticity and tieal boundary density anomalies) vanishes.
If this is not the case, the vortex is not isolaaed its velocity field decreases as 1/r (where r
is the distance from its center). Such a slow des@es not realistic (see Zhaegal, 2013)
and causes some problems for the inversion inite fdomain. Also notice that its kinetic
energy would be infinite in an unbounded domain iémdea level anomaly would increase as
log r.

In order to avoid this and deal with isolated atdble vortices, we have chosen to
determine a family of vortex structure satisfyirge tisolation constraint. The QGPV and
surface density anomalies are thus chosen as fll@ee Carton and McWilliams, 1989
Herbette et al, 2003):

_(ﬁ)z

QGPV:QO(l—(LR)Z)e_(R)Ze o (10)
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p(z2=0) =3dp, (1~ (LR)Z)G_(R)Z , (11)

where r is the distance from the vortex center,sRhie vortex radius, z is the vertical
coordinate (directed upward and with z=0 at théase;, so that z<0 within the water column)

z, is the vertical position of the vortex core aHJ itssvertical extension. In the following,
we consideR =50km H, =200m , and the density anomaly at the botsoronsidered null,
but Q, , z, anddp, remain variable.

Notice the structures given by Eq. 10 and 11 enthatEq. 9 is verified, and the vortex is
thus isolated. As a result, the knowledge of tiheashfunction at lateral boundaries becomes
trivial to invert Eq. 1, periodic boundary condit®and fast Fourier transforms can thus be
used. Notice in particular that the potential wotyi structure given by Eqg. 10 ensures a
vanishing net QGPV and is constituted of a coreosunded by a crown of opposite sign
anomaly. Other choices are possible, in particthar vertical superimposition of opposite
sign PV cores. The latter structure is however damcally unstable (see Morel and
McWilliams, 1997) whereas the chosen family of QG&txuctures is generally stable (see
Carton and McWilliars, 1989; Herbetteet al., 2003).

Finally, Egq. 1, 7 and 8 are solved using horizoramtl vertical discretizations of
Ax =5km and Az =10m . The domain will thus be constituted of aasgubiperiodic in the
horizontal) basin of length 500 km and total deilg/2000 m The background stratification

- 2
p(2) and N /fare also fixed and given in Fig. la. It represemtseasonal thermocline
located between 100 and 200m with a density jua1. °/,, hiclwseparates two weakly

stratified surface and bottom layers. Figure llyeegnts the first second and third baroclinic

modes associated with this stratification. The fisslius of deformation is R1=16 km.

3. Thedifficult case of subsurfaceintensified vortices

As surface fields are accessible from spatial olagems, and interior fields are more difficult
to obtain at high resolution, it is tempting to toyreconstruct the vertical structure of eddies
from the knowledge of surface fields alone. Buth# Dirichlet-Laplace problem, determined
by Eq. 1, 7,8 and additional lateral boundary ctons, is a well-posed mathematical
problem, the determination of the streamfunctiamd(all other physical 3D field) from the
knowledge of surface boundary fields alone is unfwately ill-posed. Indeed, notice that,
given a surface density field, an infinite numbésolutions exists with drastically different



201
202
203
204
205
206
207
208
209
210
211
212
213
214

215
216

217
218
219
220
221
222
223
224
225
226
227
228
229
230
231

3D fields, provided different interior QGPV fieldeachosen. The knowledge of, or some
hypothesis on, the interior QGPV field are requit@determine the 3D structure of a vortex.
The “surface quasigeostrophy” approach (SQG, deenén, 1978 Held et al, 1995;
Isern-Fontanett al, 2006), is based on the assumption of no polemtidicity anomaly
inside the water column (QGPV =0), so that the dyica is entirely determined by the
knowledge of the sea surface density anomaliesicdsd by Lapeyre and Klein (2006), this
hypothesis is generally not well verified and iraerPV has to be taken into account too.
Indeed, as shown in appendix A, the vortex striect@constructed by the SQG method is
systematically surface intensified and it is nosgible to reconstruct subsurface vortices.
RecentlyWanget al (2013) proposed to use the knowledge of bothstivéace density
and SLA to determine the 3D structure of a vorfElxis over-determination of the surface
boundary condition can indeed lead to some infolmmabn the interior QGPV structure and
improve the calculation of the 3D structure. Thegthod, called ISQG (interior+surface QG

method), relies on the combination of the SQG stfeaction ¢, (associated with the
surface density anomaly alone), and an interi@astrfunctiony; (associated with the QGPV,

see also Lapeyre and Klein, 2006):

Y :[/JSQG(X1 Y2+, (% Y, 2) , (12)

Yx ¥.2=0)=SLA=Usos YO+ (Y0)  1is. the difference

At the surface,
between the observed SLA and the surface SQG dimeation (calculated using the
observed surface density only) is the signaturéhefinterior QGPV. This proves that the
surface boundary over-determination indeed allomferiing some information of the 3D
structure.

Despite this promising result, the interior sturetis only known at the surface and its
vertical variation remains unknown. To close thelgbem, some additional information has to
be specified and Wangt al (2013) hypothesize that the vertical structurethed interior
streamfunction (and QGPV) projects on the barotropnd first baroclinic mode only.
Unfortunately, the latter hypothesis leads to tame problem as the SQG method and the
vortex structure reconstructed by the 1ISQG is syateeally surface intensified and it is not
able to identify subsurface vortices (see appeAjlixhe ESQG theory, proposed by Lapeyre
and Klein (2006) and extended by Ponte and Kle0i18, can potentially associate surface
SSH with subsurface structures, but it relies oa ¥mowledge of the interior ocean

characteristics and is thus not considered here.
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To conclude, the reconstruction of the 3D struetaf vortices from the knowledge of
surface fields alone is ill-posed and relies onitemital hypothesis that, to our knowledge and
up to now, systematically leads to surface intéadifstructures. The improvement of the
existing methods requires being able to reconsttbet structures of both surface and
subsurface intensified vortices. An indication &teimine if the observed surface anomalies
are associated with a surface or a subsurfacesifitsmh structure would thus be an important

step for such an improvement.

4. Definition of an index to identify surface and subsurface intensified
eddies

If the complete 3D structure of a vortex seemdiadit to calculate precisely from
surface fields alone, its nature, surface or sdbsar is simpler to determine. Indeed, for
instance anticyclonic vortices are always assodiati¢gh a positive sea level anomaly (SLA),
but the sea surface density anomaly depends owettieal position of the vortex core: it is
expected to be negative for surface intensifiedcgcibnes (see Fig. 2a), but positive when
the vortex core is subsurface, as shown by Bashmitemhet al (2013) for Meddies. Thus
the combination of SLA and sea surface density atpiwan lead to the identification of the
vortex nature.

The shape of isopycnal levels for subsurface amthcerintensified eddies is illustrated in
Fig. 2a. Surface intensified cyclones are assatiat¢éh a negative SLA and outcroppiog
isopycnals, leading to positive §8nomalies. In contrast, surface-intensified atmyes are
associated with a positive SLA and deepening gdyspals, leading to a negative 83 hus,
the ratio S§ / SLA is expected to be negative for both surfextensified cyclones and
anticyclones. Subsurface-intensified anticyclortéshave positive SLA, however the typical
shape of isopycnal levels is lens-like, with isapygc levels outcropping the surface
(McWilliams, 1985; Stammeret al, 1991 McGillicuddy et al, 1999; Sweeneyet al, 2003
Sanchez and Gil 2004). This results in opposita 8i§S$ anomalies in comparison with
surface intensified vortices and the ratigpSSLA is thus positive for both anticyclonic and
cyclonic subsurface vortices.

We thus define:

_S®
Xo “SLe (13)

whose sign can be used to discriminate betweeacignd subsurface-intensified eddies.
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The use of y, could be problematic when there existbmogeneous mixed layer

topping a subsurface vortex (surface vortices bways characterized by density anomalies).

However, as shown in Fig. 2b, we expect the sigeatin be the same fgr, . Indeed, for an

anticyclone, the thermocline will be deformed sarly to the isopycnic levels below. In
addition, the density anomaly just below the thestime is also higher above the vortex.
When mixing occurs, both previous effects contebuwd the creation of positive $S

anomalies above the vortex core (see Fig. 2b)inegad a positivey,, .

Finally, as S§ is not directly measured from satellite observajove also define:

Xo =220 (14)

SLA

At first order, the variations of $Sare dominated by SST variations (except in
specific regions where salinity can play a subshnble on the stratification: near estuaries,
region of ice formation/melting, etc...), and SST tanobserved remotely. Thug; can also
be used as an index to distinguish between sudgadesubsurface-intensified eddies (this will
be tested and confirmed in section 6.5) except #mttemperature and density are

anticorrelatedy, andyr are of opposite sign (see Table 1).
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5. Senditivity and errors estimation

Qualitative arguments show that the sigrnyoéan determine the nature of a vortex in
simple configurations, with monopolar, circular aadlated vortices (here meaning that there
is no background flow). The latter simplificatioase generally not verified in nature and the

consequence on the validity of our criterion habdavaluated.

We believe that the deformation of vortices (elipshapes or inclination of the
vertical axis) is not problematic: tests have sholat, as long as the vortex remains coherent
(horizontal deformation below two initial vortexdias), the nature of deformed vortices
remain correctly detected by the index.

When there exists a background flow, the first peobis to identify and calculate the
part of the Sp and SLA signal associated with the vortex andithekground flow. A filter
has to be designed and we have proposed to usatial gverage based on a Gaussian filter

with a correlation radiust (see appendix B). This filter is used to calcukatel remove the
background flow but is obviously a source of ernbralters the vortex structure and the
separation between vortex structures and backgrélomdis not obvious if their scales are
comparable. To evaluate possible errors, we hespoge to consider vortices for which the
streamfunction can be described by a Gaussiantsteum the horizontal (Cheltoat al,
2011) and we also assume a localized —again Gaussgical extension:

2 ()

R @ H (15)

Y=toe
Where‘ﬁoV is the streamfunction maximurR,is the vortex radiusis the vertical position of
the vortex core andly its vertical extent. Notice that, for the sakesohplicity, the vortex
streamfunction structure is here expressed dire@y could have used Eq. 10-11 but the
problem would have been more complicated as thé&goaond stratification would have
played a role. Our goal is simply to qualitativéllystrate the possible problems associated
with the index calculation, so we chose a lessig@albut simpler way of specifying the
vortex. Note that the vortex is still subsurface#s0. We then superimpose a jet-like surface

current with a streamfunction of the form:

w=u, tanh@)e_”i (16)

where L is the width of the currert is its vertical extension ang is the distance between
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the current and the vortex center. In the followimge considerH;=200m, bu{%i, Yo, L
remain variable. We also consider a subsurfaceyttinic vortex, with fixed characteristics

(Gaussian structure defined using Eq. 15): intgmgjt= 7500m?s?, vertical positiorg, = -
200m, vertical extensidd, =400 m and radius R=50kma.sperimpose both flows and use

the filter given in appendix B to isolate the vartdow and calculatey,. The vortex is

subsurface, so that we expgct 0.

We evaluated the sensitivity of the index caldatato the filter correlation radiusRf
and jet widthL, the jet intensity and its width, the jet integsaind the position of the jet with
respect to the eddy centeffhe results are shown in Fig. 3. Figure3a repisstére index

values as a function of the filter correlation tediand jet width. We have chosef, =
¢,, =7500m?s* and y = +50 km (this correspond to the most unfavouralid¢ance as can

been seen below in Fig. 3c). Tle= 0 isoline is represented so that it is easy terdane

filter and jet characteristics for which the indealculation is problematic, here associated

with a negative index which would identify the \@xtas surface intensified. WheRnf is
small, the filter is not active and both structufjes and vortex SLA and $Ssignatures) mix
so that the evaluation of the vortex nature is [@miatic, whatever the value of the jet width.
A minimum filter correlation radius is thus necaysep avoid this problem. Also, as can be
seen from Fig. 3a, wrong identification is possiseen the filter radius is more than 3 time
the eddy radius and current width being compar#abler less than about 1.3 eddy radius.

Otherwise, the eddy is always correctly identified subsurface. This shows that the

correlation radius of the Gaussian filter has tacbeaesen so thalt:zf < 3R In addition, we can

observe that, when the current width and the vohaxe the same siz&/R=1), the best

results are obtained wh§ﬁ~ R.

Figure 3b represents the index values as a functidhe jet width and jet intensity.
We thus set the filter radius to 50 km and theadlisé eddy-jet yto +50 km. As can be
expected, background currents influence the caiounlaf the index and can lead to incorrect
identification if their characteristics (width andtensity) become comparable to the eddy.

Also notice that there is no symmetry between eastt);,; / ¢, >0 ) and westward current
(¢; I 4, <0), this is related to the clockwise rotation of thnticyclonic eddy that has

accumulative effect on the eastward current andosipp effects when the current is
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westward. To conclude, close to strong and narromweats, the detection of the nature of
eddies can be problematic.

Fig. 3c represents the index variations as a fanctif the jet intensity and vortex-

current distance. We have here ChO§éI¥5O km and L= 50 km. Again, there is no detection
problem when the current is weak enough or whercthmeent is far from the vortex. Notice
that, when the center of the eddy is exactly sumgosed with the currentyd=0), the
subsurface eddy is well detected too, becauseisnprticular point the average of the sea
surface height and of the density fields associatd the current are weak. However, for
strong currents (intensity higher than 2.3 times wortex intensity), and when the vortex
strongly interacts with the currento(yR), the index does not allow a correct detectibthe

vortex nature.

To conclude, we have here illustrated that, inm@ex environment, when the vortex
is in the vicinity of strong currents, thg index can lead to incorrect identification of the

nature (surface or subsurface) of a vortex.

6. Validation of y, and ¥t using a realistic numerical simulation

6.1. Model configuration

In order to examine the general relevance of tiopgsed indicesyf andyr), we now
use a realistic simulation of the Peru-Chile Curr&ystem. In this region, the main
characteristics and dynamics of mesoscale eddies been recently studied from satellite
data andn- situobservations (Chaigneau and Pizarro, 2005a, b; Chaigneau et al., 2008; 2009;
2011; Johnson and McTaggart, 2010; Morales et al, 2012; Stramma et al, 2013). These
studies have revealed the presence of both sugiagesubsurface intensified eddies that are
preferentially formed near the coast and propageteard the open ocean. The ROMS
(Regional Ocean Modeling System) is used to remedboth the observed regional
circulation (Penvert al, 2005; Colas et al, 2008; Montes et al, 2010, 2011; Echevin et al,
2011) where surface and subsurface eddies exitag€oal, 2012).

ROMS is a free-surface, split-explicit model thalves the hydrostatic primitive
equations based on the Boussinesq approximation (Shchepetkin and McWilliams, 2005;
2009). We used the configuration developed in Ceteaa. (2012; 2013). The horizontal grid
is isotropic and spans the region between 15°N 4if$ and from 100°W to the South

American coast. The baroclinic Rossby radius obdeéation is 50-150 km in the regioe.g.
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365 Cheltonet al, 1998; Chaigneau et al, 2009) and the spatial resolution is ~ 7.5 krigvahg
366 to resolve mesoscale structures (Cataal 2012). 32 stretched terrain-following curvilinear
367 vertical coordinates are used. Lateral boundaniesopened and forced by thermodynamical
368 fields from the SODA monthly climatology (Cartondatsiese, 2008), constructed over the
369 1980-2000 period. The model is forced at the serfag heat fluxes from the COADS
370 monthly climatology (DaSilvat al, 1994) and by a QuikSCAT monthly climatology foe
371 wind-stress (SCOW, Risien and Chelton 2008). A€dafaset al. (2012), the simulation was
372 performed over a 13 years period, and outputs @@y3average fields. The first 3 years are
373 considered as the spin-up phase and discarded finemstabilized equilibrium solution
374 analyzed in this study. The mean currents are stealand major characteristics of the
375 Humboldt Current system are reproduced, but El-Ngfients and intra-seasonal variability
376 associated with equatorial waves dynamics are eptesented due to the climatological

377 forcing. In the present study, we first use thé yasir of the simulation for our analysis.

378 Figure 4 represents the sea surface height andetabape for a given model output
379 (1% of February of the fourth year of the simulatitmat is to say one month after the spin up
380 phase), representative of the circulation in treaaNotice the presence of numerous eddies
381 but also the larger scale gradients associated twéHarge scale circulation, and the strong
382 coastal upwelling associated with permanent alomgshvinds (Colaset al, 2012). Since
383 alongshore equatorward wind is the primary forcoigcoastal upwelling along an Eastern
384 boundary, this upwelling is ubiquitous as indicabgdthe continuous strip of cold water and
385 negative SSH nearshore (Fig. 4). Interested reaterseferred to Colast al (2012; 2013)
386 for a more detailed analysis of the simulation.

387 6.2. Analysisof surface and subsurface eddies

388 The determination of the vortex nature from surfaelels is done in 5 steps:

389 1. Extract snapshots of the SSH an®$& SST) fields from the simulation.

390 2. Apply a spatial filter to the latter fields to calate “anomalies” : SLA, S&
391 and SSTA. The horizontal averaging given in apperdis used to calculate
392 mean fields and the anomalies are the differenbedan the initial fields and
393 the mean fields.

394 3. Calculate y, = S$A /SLA (or xyt = SSTA/SLA). To avoid problems where

395 SLA=0, we calculatg, = S$A * SLA / max(SLA? ), wheree =10 cn?.
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4. Identify all vortices: we identify all local SLA éxema for which |SLAR 2cm.
The extrema are associated with the vortex centers.

5. Determine the expected nature of each vortex : aleutate the average value
of the index near each vortex center (average dbwgid point). The vortex is

identified as subsurface intensifiedf>0 and surface intensifiedyf <O.

Concerning the filtering step, we use a Gaussit#arf(see appendix B), and as
described above the correlation radiysof the filter should be chosen close to the vortex
radius and smaller than three times the latteinAkis regions the eddy size ranges between
50 and about 150 km (Chaignestual, 2008; 2009), we have thus chosé= 150 km.

The anomaly maps (SLA, $8 and SSTA) corresponding to Fig. 4are shown inFig
The SLA exhibit positive changes up to 8 cm foli@mionic eddies and -10 cm for cyclonic
eddies. The structure of the vortices is well mdrkieig. 5a). The S8\ and SSTA exhibit
very similar structures, with SSTA variations reagt1°C in the open ocean but as low as -
4°C near the coast where the upwelling signal ry g&rong. The vortex structures are more
clearly marked on SLA than on & or SSTA maps (see Fig. 5 b and c). Vortex cerdres
thus identified as local extremum on SLA maps. hdeo to avoid taking into account

relatively weak eddies, we discarded eddies haaifl A|<2 cm.

Figure 6 shows a map of & on which we have superimposed SLA contours. Note
that both fields, which enter in the calculation ygf generally exhibit coherent patterns.
However, SBA exhibits a more complex structure, with markethrfients sometimes

penetrating vortex cores

Figure 7 shows a map of, red areas are associated with positive values,
corresponding to expected subsurface vortices, drleas are associated with negative values,
corresponding to expected surface vortices. We lese superimposed the filtered SLA

isolines (yellow contours).

The expected nature of the vortex, calculated udiegndex, is then compared to the
exact nature of the identified vortex is establishsing the relative vorticity (calculated from
the total 3D velocity field available from the numcal results). Based on the notion that
rotation dominates within a vortex, the relativetiaty is indeed a good indicator and can be
used to detect eddies and to characterize theansity (McWilliams, 1990). For each
detected vortex, the depth of maximum absoluteivelavorticity |Zma{ corresponds to the

vertical position of the vortex core. Vortices whle considered surface intensified when
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|Z:may is located within the mixed layer (whose thiclsesabout 30 to 50 m for the present
simulation), and subsurface when it is located welo

The four different vortex types were observed: atefanticyclones and cyclones (with
respectively positive and negative relative votgiceaching their maximum absolute value at
the surface) and subsurface anticyclones and cgslfmith respectively positive and negative
relative vorticity reaching their maximum absolwm&ue inside the water column). Typical
examples are given in Fig. 8 with structures regmetive of the four possible vortex types
and different amplitudes. The positions of the emoeddies are indicated on Fig. 7 (denoted
8a-d).

6.3. Analysis

For the particular SLA map shown in Fig. 5a, 77ieddave been identified over the
region. Figure 9 represents the position for adiniified eddies superimposed on the SLA
(Fig. 9a) and, (Fig. 9b). Crosses (+) are associated with edtlieset are correctly identified,
stars (*) are associated with eddies those arecaoectly identified: positive index but
surface intensified core in reality or negativeerdut subsurface intensified core. Among the
77 eddies detected, 280%) are not correctly identified. As we will skelow, this error rate

corresponds to a maximum in the simulation (sumseason).

There exist two main types of vortices leadingtcorrect identification: eddies with a
clear main core and a well-defined structure andiesdhaving a multicore structure with

superimposed surface and subsurface maxima oivehatrticity.

Figure 10 represents the relative vorticity stroetof 4 eddies for which the index
yields wrong results. Their positions are indicateérig. 7 (denoted 10a, b, ¢c and d) and Fig.
9 (indicated by stars: *). Vortex 10a is a substefanticyclonic vortex identified as a surface
intensified eddy by the indey, (negative value). Vortex 10b is a surface inteadifi
anticyclone identified as a subsurface intensi@ddy by the index. Notice that most of these
vortices have an index that varies from negativedsitive in the vicinity of the center (see
Fig. 9 and 6). Vortices 10c and 10d are differemd associated with a multicore structure
(Fig. 10c, d, vertical transects). The strengtivath cores is similar so that is seems difficult

to identify the main core.

Multicore structures represent a bit more than ttadf problematic cases. It does not
seem possible to identify multicore vortices withamomplementary vertical profiles. In

practice any method based on surface observatamshas only reconstruct half the structure
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(the surface or the subsurface part). Multicoreiesidepresent a significant fraction in the
present simulation, but many of them can be constlas eddies with a main core (one of the
core is much stronger than the others) and do mase particular problems. Multicore
structures with cores of similar strength are mpmeblematic. Even though they are rarely
observed in nature (see however Pingeeal, 1993, Tychensket al, 1998), it is well
known that vortices of the same sign but whosescare located at different depth tend to
align when they are close to each other (Polvani, 1991; Nof and Dewar, 1994; Correard and
Carton, 1998; Sutyrin et al, 1998; Perrot et al, 2010). It has also been shown that the
interaction of vortices with currents or topograptgn lead to the formation of secondary
aligned poles for the vortex (Vandermeirsethal, 2002, Herbetteet al, 2003; 2004). The
present results show that they could be more fretigtlen expected, at least in numerical

simulations, but their identification requires itusobservations.

To conclude, the use of the indgyallows us to adequately determine the nature of the
eddy (surface or subsurface) for about 70% of thenhis specific output, and among the
incorrect detections about half are associated wibhtices that are both surface and

subsurface.

6.4. Statistics over seven years

To evaluate whether the previous results depentth@ispecific date chosen above, in
particular on seasonal characteristics of the miegér (depth, enhanced winter mixing or
summer restratification), the previous calculatitiase been tested for other dates over the
seven years of simulation. One output correspontiinthe ' of each month, have been
selected and analysed. More frequent outputs carsé@, but since the vortex evolution is of
the order of a few weeks, one month is an adeqtiate period to have considerable
evolution of the vortex distribution but still have good representation of the seasonal
variability. For each selected date, we follow thethods presented in the previous section:
all vortices have been identified, the indgxand the vortex core depthnéx have been
calculated and visually compared with the vertieddtive vorticity structure, and multi-core

structures have been identified.

The global statistics are presented in Fig. 12,ctwvhiepresents the total number of
vortices detected and the number of wrong idemtiid for the 12 months of the simulation
(mean of seven years and the standard deviation).

This graphic shows that the total error varies leetw15 to 30% and represents an
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average of 24%, so that 76% of the vortices areectly identified.

Multi-core eddies represent 58% of the wrong idematiion (explaining 14% of the 24%
errors). The error, associated with eddies havingam core, has an average of ~10%, which
is considered good. Interestingly, this error eikbila seasonal cycle with a minimum in
austral winter and a maximum in late austral summikis is associated with mixed layer
dynamics. Indeed, during summer, when the mixeeérlay shallower, SSTA can be more
influenced by atmospheric forcings than by oceamaxesses. In addition, during summer,
the stratification increases and the mixed layainkh, reducing the surface signature of

subsurface intensified eddies.

To conclude, despite the observed seasonal vatyahiie errors remain reasonable
and the index is able to correctly identify surfaoel subsurface vortices during the whole

year.
6.5. Complementary testswith yr

As mentioned previously, the sea surface densihpiscurrently observed from space
and only SST is available at an adequate resolatimhprecision. We have thus evaluated the
use ofyr: Fig. 12 is the same as Fig. 9 but usiagnstead ofi,. The results show a very good
general correspondence wigh In fact, the nature of eddies, as evaluated fggrand y;,
differs from 3 to 8% of the vortices and most ot thddies with differengr and y,

identification are in fact multi-core vortices.

Also, the rate of success of usipgis 67% for the general case (and 65% for the
specific output) below but comparable to the rageoaiated withy,. This shows that in
practice, in this region where salinity does nottool the stratificationyr can be retained
without any drastic loss of —qualitative- infornwati in comparison withy,. Indeed, the
differences between the SST and SSS fields arerggnelue to large scale variations
(characteristics of surface water masses, influefiqgerecipitation, cloud cover, ...) which is
mostly filtered out within the reference state signRegions may however exist where
vortices are constituted of waters with compengatemperature and salinity anomalies, or
region where the mesoscale signal is dominated abipity variability, such as close to

estuaries. In such cases the usgrohstead ofy, may be more problematic.

7. Conclusions: summary, discussion and per spectives

In this work, we have studied the possibility tearestruct information on the vertical
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structure of vortices from surface observations.nNAkee first shown that the knowledge of the
interior potential vorticity is crucial to deternanthe exact 3D structure of a vortex in general.
Theoretical models based on the pure knowledgesifintaneous surface fields yield good
results for surface vortices, but we have showr tubsurface eddies (with an interior
potential vorticity fields intensified in deep lagg cannot be reconstructed by the SQG or
ISQG theory. The ISQG theory improves the resuftsined by SQG theory and can be used
for turbulence generated by winds (Rossby wavegrafirst baroclinic mode and barotropic
mode dominates. But it implicitly hypothesizes thfa vortex is surface intensified. ESQG
relies on the knowledge of the ocean interior cttarsstics, which can be calculated from
ocean circulation models, but projects SSH on glsiaertical profile (which can be surface,
subsurface or mixed) for a given area. SQG, ISQ& B8SQG approaches have thus to be

handled with care in areas where both surface absusface vortices exist.

ISQG or ESQG can however be extended to take odoumt other vertical structures,
determined from climatologies of specific cohergottices present in oceanic regions for
instance, in particular with subsurface maximum. dim so, a first step is to be able to

determine the nature (surface or subsurface) oftex, from surface fields alone.

We have thus proposed an index to determine therendsurface or subsurface) of
vortices using surface anomalies: the ratio of fea surface density to the sea level
anomaliesy,. This was tested with data coming from a realisttean circulation model in

the Peru-Chile upwelling system and an analysiemd of vortices.

We have shown that there exist wrong identificati@ssociated with different error
sources. First, in realistic configurations, aefilinust be applied to determine the part of the
physical fields associated with the vortex signdle have then shown that the index
calculation can be more difficult in a complex eowiment: a strong current having
characteristics similar to the vortex can hide slgmal of subsurface eddy when it is located
in its vicinity, and lead to errors. We have aldwown that multi-core structures, with
subsurface and surface cores of comparable strethgtidetermination of the position of the
most intense core is difficult, which leads to esr¢oo. This can be problematic in some
regions where deep coherent vortices exist but e/signature can be hidden by vertically

aligned surface eddies.

The general rate of success of the method rea@%siry general, multi-core vortices

representing about half the errors. We have alswslhihat at first order, the variations of(8S
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are dominated by SST variations, except in speg#igions where salinity can play a
substantial role on the stratification (near esasmregion of ice formation/melting, etc.). So
that the use of the SST anomaly (a field curreatigilable from satellite observations at high
resolution) is a good proxy for the calculationtbé index. We think that our results are

satisfactory and can be applied to real observation

A problem to be addressed is then the differenceesolution between satellite SST
and SSH data: the spatial and temporal resolutémsfrared SST observations are, for now,
far better. This is another potential source obefor the calculation of the index which has to
be assessed. In the future, wide swath altimetrgervations will overcome this bias so that
the present results will greatly benefit from thredkthrough provided by the SWOT (surface
water ocean topography satellite, http://swot.gdangov/) mission, planned for 2020. Our
results are thus also contributions to prepareetpoitation of the future SWOT mission for
the analysis of the dynamics of meso and submelgogodices in the ocean. However, for
present observations, we expect that applicatioagsising on large scale structures or using
SST and SSH averaged over several days should timeit problems associated with
resolution. Testing the proposed method on diffesemface and subsurface eddies already
identified by authors or using in situ observationghus an important perspective of this

work.

The calculation of the index remains very basic aad certainly be improved.
Different attempts have been made to do so. Rirsthave tried to use a more quantitative
approach to identify vortices. Indeed, for surfadensified vortices, calculations (using Eq. 4
and 5) show that the magnitude of,%8d SLA are linked and should roughly verify:

Hv. S$/po SLA~1, (17)

WhereHy is the vertical scale of the surface vortex. Rdyssirface vortices, this ratio
should be positive, but weak. We could thus expleat there is a limit of,< ,"" beyond
which the vortex is subsurface, instead of a chaoigeign. This has been applied with
success for the main model output analysed in #pep(associated with Fig. 4 to 11): using
v'™= 2 lead to far better results (less than 10% sjrétowever applying this criterion to the

general case was disappointing and even lead t@aded general statistics.

We have also thought of replacing SLA by the swefeslative vorticity, whose field
seems more closely correlated with SSTA (not shovim)the studied region (southern

hemisphere and negative f) relative vorticity Haes $ame sign as SLA near the vortex center,
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so that in order to detect surface and subsurfddeg we can use the same algorithms but we
replace SLA by relative vorticity to calculate annadex denoted®, To identify eddies, the
same method can be used but a new minintm= 0.5.10° s?) has to be defined to remove
weaker eddies. Again the general statistics wertteimproved in comparison with,. In
addition, relative vorticity is more difficult toatculate using satellite observations, as gridded
altimetric SSH products have a coarse spatial uéisol. The relative vorticity field, based on

a double derivative of SSH is then associated \githe uncertainties that we believe would

be problematic.

Other improvements are possible, such as usingheoteopic filter to better define
the anomalies associated with vortices, or trymbetter identify the SST anomaly when it is
not collocated with the vortex center defined by 8LA extrema. Figure 6 indeed shows that
SSHA can be highly variable over the vortex area (daéd by the closed contours of SLA for
instance) so that the calculation of the presedéxncan have strong uncertainties given the
gap between SLA anflS. We believe an index based on an analysis ofdtterlfields within
the vortex area could lead to a significant improeat. However, given its simplicity, we

think the present index derived in this first stuslyseful as a first step.

Finally, we have here seen that vortex structuresaacomplex result of their history.
From their formation to their interaction with largcale background flow, jets or other eddies
(such as alignment with other vortices, as mentone this paper), or diabatical
transformations, many processes can modify thaiicgtre. Fundamental studies linking all
aspects of vortex evolution to their structure andace signature are thus of interest too to
improve the proposed index or to determine altéreaanethods for the determination of the

nature of vortices.

Concerning applications, we believe the index weldteresting information to
determine areas where the SQG approach can be-osembt- to calculate a surface velocity
field and where the ISQG method can be generalibedepresent subsurface structure,
provided the interior PV structure is projectednaw vertical profiles for instance calculated

from local vortex climatologies.

The index can also be applied as a proxy to anallgeedetails of the processes
responsible for the generation and evolution ofiegith nature or in numerical model results,
or to evaluate the contribution of eddies to theegal circulation in the ocean, in particular in

regions where water masses are known to subductsurface.
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Finally, a straightforward and obvious applicatwinthe index is associated with the
assimilation of SLA or SST anomalies, which arerow, generally associated with surface
intensified eddies. Our work shows that both plajsfields are strongly correlated and we
think our results offer the first step of a methhtodcombine them to reconstruct the vertical
structure of a vortex and improve the representatiovortices in realistic models with data
assimilation. Estimating the exact vertical positaf the vortex center remains a problem, as
we have shown that the index combines it with tediwal scale of the eddy core and is
probably sensitive to the details of the vortexigure. This has to be studied further but in
general a given oceanic region contains a limitechier of coherent vortex types. It thus
seems possible to determine the index charact=i&ir each vortex type and to connect an
observed anomaly to a single one, then using arageethree-dimensional structure of the
latter to project the observed anomalies verticdllyis however requires important further

developments.
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Appendix A: evaluation of the SQG and 1SQG methods for subsurface

vortices

As initially shown by Bretherton (1966), buildirn the idea that the surface density
of the ocean plays the same role as the poterdi#icity in the interior of the ocean, several
studies have proposed to compute velocity fieldsfthe knowledge of surface temperature
alone (see Heldet al, 1995; Isern-Fontanetet al, 2006), known as the surface quasi-
geostrophy (SQG) theory (Blumen, 1978). It boilswdoto inverting Eq. 1, 7 and 8,
hypothesizing QGPV=0. It can be shown that in tleetihern hemisphere a positive surface

density anomaly —or a negative temperature anonvall/in this case be associated via the
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SQG theory with a surface intensified cyclone. Negasurface density anomaly —or a
positive temperature anomaly- will be associatedhgySQG theory to a surface intensified

anticyclone (see Isern-Fontanettal, 2006).

However, for most oceanic eddies the assumptionoopotential vorticity anomaly
within the water column is not verified, so we carpect some discrepancies between
reconstructed fields using the SQG method andsteaNortex structures. In particular, the
difference between the observed sea surface edevatid obtained using SQG and the sea
surface density anomaly is the signature of theriot QGPV.

Based on this idea, Wangt al (2013) have proposed an improved method, call€pdS
(interior+surface QG method), which relies on tdditon of an interior streamfunctiéf to

the SQG streamfunctiéanSQGassociated with the surface density anomaly (Eq, 12

Y=soc ¢

"). The interior streamfunctiog is then calculaga$uming that its vertical

structure is a combination of the barotropic amdtfbaroclinic modes whose horizontal

structure is calculated so that the total streatfan matches the sea surface elevation at the

(ﬂ(z=0)=g/7/f+t//

surface suf) and vanishes at the bottom. The solution is glwen
@i (% % 2) =, (X Y)F(2) = Psoe (X YmH) =4, (X )R (=H) (A1)
‘/’h (X1 y) = L [wsurf (X: y) + wSQG (X’ y,—H ) - wSQG (X1 y,O)] (AZ)

F, (0) - F(=H)

With this, it can be easily verified thaf?(zzo):l'ljsurf (the sea surface elevation is as
prescribed)",”(zz_H)zo(the total streamfunction vanishes at the bottorm)d a

0

(/ISQG (Z — 0)

0z (the surface density field is as prescribed). Thhe 1SQG
method leads to an estimation of interior fieldsnirthe sea surface elevation and density

W o=
az(z 0)

alone and matching these surface fields.

However, the vertical structure of the interioresimfunction, and thus QGPV, is
empirically determined and only projects on theokrapic mode (which does not vary with
depth) and first baroclinic mode. If the details thé shape of the first baroclinic mode

depends on the stratification, it is always int@ediat the surface, reaches zero at mid depth
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or so and reaches another extremum (usually weakénge bottom (see Fig. 1b). As a result,
the vertical structure of the QGPV field associatgth the ISQG approach is determined by

the first baroclinic mode and is always surfacenstfied.

Figure A.1 represents the vorticity, QGPV and dgnanomaly fields for a chosen
surface intensified anticyclone withp, =—002 °/,, , R=50 krd,, =200m z,,=0m and
Q, =—-05f and its reconstruction using the ISQG and SQG ambres. As demonstrated by
Wang et al (2013) the improvement of the ISQG approach isiamks; in particular for the

vorticity and density anomaly fields. Notice howetbat there exist discrepancies in the
deepest layers for the QGPV field, which exhibityeatical structure with opposite sign

anomalies for ISQG, a structure known to be banamdily unstable. This modification does

not have a strong impact for the reconstructedidi¢at least in the upper layers), but if it was
used in a predictive model, the evolution and pgapian of the (real) QGPV and ISQG

reconstructed vortices would be different (see Mangl McWilliams, 1997).

As the QGPV of the ISQG is surface intensified (asdnull for SQG), the
reconstruction of subsurface eddies thus remaprslaem for both SQG and ISQG methods.

This is illustrated in Fig. A.2 which represents thorticity, QGPV and density anomaly fields
for a subsurface vortex wittgo, =0. °/o, , R= 50 kmH, =200m z, =300m and

Q, =-05f . The surface vorticity field remains decently eg@nted, but as expected, the

QGPV and density fields are this time very différas the structure reconstructed by the
ISQG method remains surface intensified. Theserdiffces get stronger as the vortex core

vertical position @, ) gets deeper. Also notice thed, the chosen vortex has no density

signature at the surfacég, =0. °/,, ) the SQG fields are null

Finally, notice that this time the density fieldcoastructed by the ISQG method leads
to opposite sign anomalies: in fact, an anticyadorortex with a negative QGPV core has a
weakly stratified core. As a result, surface intked anticyclones deflect isopycnic levels
and the thermocline downward. This is also truegopycnic levels located below the core of
subsurface vortices, but the isopycnic levels ledaibove their core are this time pushed

upward (see for instance Bashmachnikov and Ca2tr2,; Bashmachnikov et al, 2014).

This has important consequences and accentuatedidbepancies for subsurface
anticyclones. Indeed, as isopycnic levels locatedva the core are pushed upward, it is

reasonable to associate this kind of structure wikitive density anomalies at the surface.
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Figure A.3represents the velocity, vorticity andtguial vorticity fields for a subsurface

vortex with, dp, = 0. °/,, R=50 km,H, =200m ,z, =300m an@, = -05f

The ISQG method leads to subsurface intensifiedioiy; but the QGPV field still
has the same problem and the intensity of the artyrtand density fields are this time much
weaker than reality. SQG predicts a good thermecfinsition (density anomaly) but, as a
positive surface density anomaly is associated wjttionic vortices, the vorticity has an

opposite sign.

To conclude, both SQG and ISQG have difficultiesrépresent subsurface eddies.
Notice that as Eqg. 1,7 and 8 are linear, we onhstered anticyclonic vortices with a fixed

QGPV strength Q, = -05f ), but the results are identicaldgelones or anticyclones with

different strength.

The discrepancies associated with the reconstru@€d or SQG fields obviously
depends on several parameters (vortex core deggthys; shape, ...), but subsurface vortices
represent a specific problematic category and, itkefipe recent improvement brought by the
ISQG approach, the identification and calculatiérihe 3D fields for this kind of structures

remains a challenge.
Appendix B

Using a low pass filter allows to retain thege scale information within an image while
reducing the small scale information. Here, the loass filtery of a physical fieldy is

calculated using a smoother of the form:

Zo, WL iy LD

g, j) : (B1)
2o, WL D
where the weights w are defined as:
KU X UL DR+ )y (102)°
w(ljl)=e i , (B2)

And R is the correlation radius. The region over whieé inean field is calculated is circular

with a radius 2Rs.
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Tables

Table 1: Sign of indices and SLA for the differ@ottex types.

Xs =% Xt = %I‘ SLA Nature of the vortex

>0 <0 >0 Subsurface and anticyclonic
>0 <0 <0 Subsurface and cyclonic
<0 >0 >0 Surface and anticyclonic
<0 >0 <0 Surface and cyclonic

Figures captions

Fig. 1. Chosen density profilg(z) and stratification (panel a) and vertical structafehe

first three baroclinic modes (panel b).

Fig. 2: Isopycnal displacements, SLA and SST angifwal a) the four different eddies types.

b) a subsurface eddy with a mixed layer.

Fig. 3: Sensitivity study of the index to: a) thkef radius and the current width, b) the jet
intensity and its width, c) the jet intensity ahe distance jet-eddy.

Fig. 4: SSH in m (a) and SST in °C (b) over theuP@hile domain on FebruaryjLof the

last year (%) of the climatological simulation.

Fig. 5: SLA in m (a), SSTA in °C (b) and & in kg.n (c), where the “anomalies” are
calculated from the total fields presented in Big.

Fig. 6: SPA in kg.m3superimposed on the SLA (black lines).

Fig. 7: Map of the indey, (red for positive index and subsurface vorticesglir negative
index and surface vortices) superimposed on the $ed lines) in the Peru-Chile area
calculated from the fields presented in Fig. 5 (bosition of specific eddies analysed in this
study is indicated by numbers).

Fig. 8: Relative vorticity (East-West and North-8odransects, vertical profile) of eddies
correctly identified : a- cyclonic surface eddy,amticyclonic surface eddy, c- cyclonic
subsurface eddy, d-anticyclonic subsurface eddg.pgdsition of each vortex (denoted 8a, b, ¢

and d) is indicated in Fig. 7.
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Fig. 9: SLA (left panel, same as Fig. 5a but wigvér contours) and Indey (right panel,
same as Fig. 7). Eddies that are correctly ideatiby the index are labelled with crosses (+).

Eddies that are not correctly identified by thegrdre labelled with stars (*).

Fig.10: Vorticity structure of the 4 eddies whidhmetindex yields wrong results. For each
vortex, we have represented the East-West and Neartith transects of relative vorticity, and
a mean vertical profile near the center. The pas#tiof each vortex (denoted 10a, b, ¢ and d)

are also given on Fig.7.

Fig. 11: Diagram representing the monthly statsstiof vortices identification for the
numerical simulation used in the study (the blatervals represent the standard deviation

for each month over the seven years of simulation).

Fig. 12: Same as Fig. 9 but usigginstead ofy,. Eddies that are correctly identified by the
index are labelled with crosses (+). Eddies thetrast correctly identified by the index are

labelled with stars (*).
Fig.A.1: Vertical section of vorticity, QGPV and sty fields for a surface anticyclone with
d, =-002 °/,,, R= 50 kmH,=200m , z,=0m an®, =-05f (left column) and

reconstructed fields for ISQG (middle column) ar@Gs(right column).

Fig. A.2: Vorticity, QGPV and density fields forsarface anticyclone witdp, =0. °/,, , R=
50 km, H, =200m , z, =300n an€), =-05f (left column) and reconstructed feldr
ISQG (middle column) and SQG (right column).

Fig. A.3: Vorticity, QGPV and density fields forsarface anticyclone witldp, = 002 °/,, ,
R= 50 km, H, =200n ,z, =300n an@, =-05f (left column) and reconstructetti$
for ISQG (middle column) and SQG (right column).
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Fig. 1: Chosen density profile ,B(Z) and stratification (panel a) and vertical structure of the

first three baroclinic modes (panel b).

989



35

Ap>0 Ap<0 Ap<0
SLA>0 SLA>0 SLA<O

\/

Ap>0

==

T

Anticyclonic subsurface PV anomaly Cyclonic subsurface PV anomaly

Anticyclonic surface PV anomaly Cyclonic surface PV anomaly

Ap=0
SLA>0

=
N
y

Mixed Iayersi; g; < ;5 y
—

—C__ -
—~——

Ap>0
SLA>0

Mixed layer|
—

— @
—~—

Anticyclonic subsurface PV anomaly

Fig. 2: Isopycnal displacements, SLA and SST anomaly for: a) the four different eddies types.

b) a subsurface eddy with a mixed layer.
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Fig. 3: Sensitivity study of the index to: a) thikef radius and the current width, b) the jet
intensity and its width, c) the jet intensity ahe distance jet-eddy.
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(a) Sea Surface height (SSH m) (b) Sea Surface Temperature (SST °C)
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Fig. 4: SSH in m (a) and SST in °C (b) over theuRehile domain on February1Lof the
last year () of the climatological simulation.
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Fig. 5: SLA in m (a), SSTA in °C (b) and & in kg.m? (c), where the “anomalies” are

calculated from the total fields presented in Big.
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Fig. 6: SSpA in kg.m>superimposed on the SLA (black lines)
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Fig. 7: Map of the index ¢y, (red for positive index and subsurface vortices, blue for negative
index and surface vortices) superimposed on the SLA (red lines) in the Peru-Chile area

calculated from the fields presented in Fig. 5 (the position of specific eddies analysed in this

study is indicated by numbers).
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E-W vorticity transect (s'1) x10°  N-S vorticity transect (s'1) x10° vorticity profile at the center (s'1)
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) E-W vorticity transect (s'1) 5 10'6 N-S vorticity transect (s'1) % 10'6 vorticity profile at the center (3'1)
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Fig. 8: Relative vorticity (East-West and North-South transects, vertical profile) of eddies
correctly identified: a- cyclonic surface eddy, b-anticyclonic surface eddy, c- cyclonic
subsurface eddy, d-anticyclonic subsurface eddy. The position of each vortex (denoted 8a, b, ¢

and d) is indicated in Fig. 7.
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Fig. 9: SLA (left panel, same as Fig. 5a but with fewer contours) and Index y, (right panel,
same as Fig. 7). Eddies that are correctly identified by the index are labelled with crosses (+).

Eddies that are not correctly identified by the index are labelled with stars (*).
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) E-W vorticity transect (s'1) 5 10'6 N-S vorticity transect (s'1) % 10'6 vorticity profile at the center (s'1)
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Fig.10: Vorticity structure of the 4 eddies which the index yields wrong results. For each
vortex, we have represented the East-West and North-South transects of relative vorticity, and
a mean vertical profile near the center. The positions of each vortex (denoted 10a, b, ¢ and d)

are also given on Fig.7.
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Fig. 11: Diagram representing the monthly statistics of vortices identification for the
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numerical simulation used in the study (the black intervals represent the standard deviation

for each month over the seven years of simulation).
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Fig. 12: Same as Fig. 9 but using yr instead of y,. Eddies that are correctly identified by the
index are labelled with crosses (+). Eddies that are not correctly identified by the index are

labelled with stars (*).
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Fig. A.1: Vertical section of vorticity, QGPV anemkity fields for a surface anticyclone with

d, =—002 °/,,, R= 50 km, H, =200m , z,=0m an@®, =-05f (left column) and

reconstructed fields for ISQG (middle column) ar@Gs(right column).
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Fig. A.2: Vorticity, QGPV and density fields forsarface anticyclone witlo, = 0. °/,, , R=

50 km, H, =200m , z, =300n an€), =-05f (left column) and reconstructed feldr
ISQG (middle column) and SQG (right column).
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Fig. A.3: Vorticity, QGPV and density fields forsarface anticyclone witldp, = 002 °/,

R= 50 km, H, =200n ,z, =300n an@, =-05f (left column) and reconstructetti§
for ISQG (middle column) and SQG (right column).
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