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Abstract
Neighbourhoods of precise probabilities are instru-
mental to perform robustness analysis, as they rely on
very few parameters. Many such models, sometimes
referred to as distortion models, have been proposed
in the literature, such as the pari-mutuel model, linear
vacuous mixtures or the constant odds ratio model.
In this paper, we show that all of them can be rep-
resented as probability sets that are neighbourhoods
defined over different (pre)-metrics, providing a uni-
fied view of such models. We also compare them in
terms of a number of properties: precision, number of
extreme points, n-monotonicity, . . . thus providing pos-
sible guidelines to pick a neighbourhood rather than
another.
Keywords: Neighbourhood models, distorted proba-
bilities, pari mutuel model, linear vacuous mixtures,
constant odds ratio, total variation distance, Kol-
mogorov distance.

1. Introduction
Modelling of uncertainty about some quantity or about the
outcome of an experiment by means of precise probability
measures may not always be accurate nor reliable, due
to a number of factors such as low-quality data, conflicts
between sources of information, etc. As a consequence,
being able to perform robustness analysis is essential in
critical applications. One way to perform such an analysis
is to explore in a principled way neighbourhoods around
the precise estimates, by defining what is usually referred
to as a distorted model. Such approaches have been applied
for example in the analysis of graphical models [8, 15], in
reinforcement learning [13] or in regression problems [31].

There are two basic procedures to determine this dis-
torted model: the first one is to take the set of probabilities
that are close to the original precise one under some cri-
teria. We may for instance consider convex combinations
with a set of probability measures where the weights model
the amount of conflicting data, assume that there is some
bounded error when reporting the values of the probability
measure, or simply work with those measures at a given dis-
tance from the initial model. In all those cases, we end up

with a set of probability measures, usually called neighbour-
hood model [14, 17, 25, 26, 30]. Under some conditions,
this set is equivalent to the coherent lower probability that
we obtain by taking lower envelopes. The second proce-
dure consists in directly transforming the initial probability
measure by means of a function on its set of values [6, 34].
This procedure also produces a lower probability, but the
interpretation of this function may be more involved.

By means of these two procedures, several distortion
models have been proposed in the literature [2, 16, 33],
such as linear vacuous mixtures or the pari mutuel model.
However, the problem of choosing an appropriate distortion
model for a given situation is still somewhat unresolved.
Our goal in this paper is to contribute to its solution by ana-
lyzing and comparing a number of distortion models from
the literature, by means of: (a) the amount of imprecision
they introduce in the original model for a fixed distortion
factor; (b) the complexity of the sets of probabilities they
determine, in terms of their number of extreme points; and
(c) the properties of their associated coherent lower prob-
abilities. We shall focus on neighbourhood models that
induce polytopes in the space of probability distributions,
meaning for instance that distortion models induced by the
Euclidean norm or the Kullback-Leibler distance [13] are
out of the scope of the present paper.

After introducing some preliminaries in Section 2, in
Section 3 we define the general framework of neighbour-
hood models. Then, in Section 4, we study a number of
prominent examples of distortion models: the pari mutuel,
linear vacuous, constant odds ratio, and those associated
with the total variation and Kolmogorov distances. A com-
parative study of these models is carried out in Section 5.
Some conclusions are given in Section 6.

2. Preliminary concepts

From now on, X = {x1, . . . ,xn} denotes a finite possibility
space with cardinality n, and P(X ) denotes the set of
probability measures defined on P(X ). We shall assume
that X is totally ordered: x1 < x2 < · · ·< xn.
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2.1. Credal sets, lower probabilities, lower previsions

A set of probability measures defined on P(X ) is called
a credal set [18]. By taking the lower envelope over events,
a credal set M determines a coherent lower probability P:

P(A) = inf{P(A) : P ∈M } ∀A⊆X . (1)

If instead of lower envelopes we take upper envelopes we
obtain a coherent upper probability, that we shall denote P.
Both of them are related by the conjugacy relation P(A) =
1−P(Ac) for every A⊆X .

Different credal sets M1,M2 may determine the same
coherent lower probability P by using Eq. (1). The largest
of them is denoted by M (P) and it is given by:

M (P) = {P ∈ P(X ) : P(A)≥ P(A) ∀A⊆X }.

This set is usually referred to as the credal set associated
with P, and it is closed in the weak-* topology, that coin-
cides with the Euclidean one in the finite-dimensional case
we are considering in this paper. As a consequence, we
obtain P(A) = min{P(A) : P ∈M (P)} for every A⊆X .

Also, since every probability measure P on P(X ) is
equivalent to its expectation operator, that for simplicity
we denote also with the symbol P, we can use credal sets
to obtain lower and upper expectation operators: given
a credal set M , we get P( f ) := inf{P( f ) : P ∈M } and
P( f ) := sup{P( f ) : P ∈M }. These two functionals are
coherent lower and upper previsions in the sense of Walley,
and are related by P( f ) =−P(− f ) for any f : X → R.

We see then that a credal set M can be used to determine
both a coherent lower probability P and a coherent lower
prevision P′. However, the sets {P : P(A)≥P(A) ∀A⊆X }
and {P : P( f ) ≥ P′( f ) ∀ f : X → R} do not coincide in
general, the second being smaller, or more informative.

2.2. k-monotonicity

Some coherent lower probabilities satisfy mathematical
properties that make them interesting from a practical stand-
point, such as k-monotonicity [7]. Given a natural number
k ≥ 2, a coherent lower probability is k-monotone [7] iff

P(∪p
i=1Ai)≥ (2)

p

∑
i=1

P(Ai)−∑
i 6= j

P(Ai∩A j)+ · · ·+(−1)pP(∩p
i=1Ai)

for every 1≤ p≤ k and every A1, . . . ,Ap ⊆X .
We focus here on two extreme cases: if k = 2 we say that

P is a 2-monotone lower probability; and if P is k-monotone
for every natural number k, we say that it is completely
monotone, or a belief function [27]. One interesting prop-
erty of 2-monotone lower probabilities is that the extreme
points of their associated credal set are in correspondence
with the permutations of the possibility space [28].

Also, if P′ denotes a coherent lower prevision, it is called
2-monotone [32] when:

P′( f ∧g)+P′( f ∨g)≥ P′( f )+P′(g)

for every f ,g : X → R, where ∧ and ∨ denote the point-
wise minimum and maximum. The restriction to events of
a 2-monotone lower prevision is a 2-monotone lower prob-
ability. Conversely, if P is a 2-monotone lower probability,
then it has a unique extension to gambles preserving the
2-monotonicity: its natural extension, that is given by the
Choquet integral [10].

2.3. Probability intervals

A particular instance of 2-monotone lower probabilities are
the probability intervals [9]. A coherent lower probability
is a probability interval if M (P) can be expressed as:

M (P) = {P ∈ P(X ) | P({x}) ∈ [P({x}),P({x})] ∀x}.

If P is a probability interval and P denotes its conjugate
upper probability, it holds that [9]:

P(A) = max

{
∑
x∈A

P({x}),1−∑
x/∈A

P({x})

}
∀A⊆X .

In general, any coherent lower probability P and its con-
jugate upper probability P define a probability interval l,u
by considering their restriction to singletons: P({x}) and
P({x}) for every x∈X . In that case, the credal set induced
by these bounds is more imprecise than M (P), in the sense
that is included in it, being equal if and only if P is itself a
probability interval.

2.4. P-boxes

Another particular case of 2-monotone lower probability
(indeed, completely monotone), is the lower envelope of
the credal set associated with p-boxes [12]. If we consider
two distribution functions F ,F : X → [0,1] on the totally
ordered space X , with F ≤ F , and the credal set

M (F ,F) = {P ∈ P(X ) : F(x)≤ FP(x)≤ F(x) ∀x ∈X },

then the lower envelope of this set produces a coherent
lower probability that is completely monotone [29].

3. Distortion models
Given a function d : P(X )×P(X )→ [0,1], a probabil-
ity measure P0 ∈ P(X ) and a parameter δ > 0, we can
consider the set

M (P0,d,δ ) = {P ∈ P(X) | d(P,P0)≤ δ}

of those probability measures that differ at most in δ from
P0. We call it the distorted model on P0 associated with the
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distorting function d and the factor δ > 0. It can be used to
determine the coherent lower probability

P(A) = inf{P(A) | d(P,P0)≤ δ} ∀A⊆X .

For the sake of simplicity, we will assume throughout the
paper that P0(A)> 0 for every non-empty A⊆X . In the re-
mainder of this paper, we investigate in detail the properties
of several distortion models.

Before we tackle this problem, we should mention that
sometimes in the literature [6] the term distorted model is
referred to a non-additive measure of the type P = f (P0),
where f : [0,1]→ [0,1] is a suitable distortion function that
is increasing and satisfies f (0) = 0, f (1) = 1. In this sense,
if f is convex [7, 11], then P = f (P0) is 2-monotone. Some
other results in this direction can be found in [4, 5], in
connection with the theory of aggregation operators; see
also [34]. For example, in [4, Thm. 7] it is shown that the
condition f (t) ≤ t guarantees that P is monotone. Next
we prove that such models can be incorporated into our
formalism:

Proposition 1 Let P ∈ P(X ) be a probability measure.
Consider an increasing function f : [0,1]→ [0,1] such that
f (0) = 0, f (1) = 1 and f (t) ≤ t for every t ∈ [0,1], and
let P = f (P). Then there exists a premetric d (i.e., a non-
negative function d satisfying d(P,P) = 0 for every P ∈
P(X )) and some δ > 0 such that:

M (P) = {Q ∈ P(X ) | d(P,Q)≤ δ}.

4. Examples of distortion models

Throughout this section we consider a number of known
neighbourhood models known in the literature, such as the
pari mutuel, the linear vacuous and the constant odds ratio.
Furthermore, we also consider the neighbourhood models
induced by the total variation and Kolmogorov distances.

4.1. Pari mutuel model

Our analysis begins with the pari mutuel model.

Definition 2 Given a probability distribution P0 and a dis-
tortion parameter δ > 0, the associated pari mutuel model
(PMM) is given by the conjugate coherent lower and upper
probabilities:

PPMM(A) = max{0,(1+δ )P0(A)−δ},
PPMM(A) = min{1,(1+δ )P0(A)} ∀A⊆X .

This model has its origins as a betting scheme in horse
racing. There, δ is interpreted as a taxation from the house,
so PPMM,PPMM can be given a behavioural interpretation
as betting rates for and against the event A, as discussed

in depth in [33, Sec. 2.9.3]. The credal set M (PPMM) they
determine is given by ([22, Corollary 1]):

{P ∈ P(X ) | P({x})≤ (1+δ )P0({x}) ∀x ∈X }.

For a detailed study of the PMM from the point of view
of imprecise probabilities, we refer to [22, 24, 33]. In par-
ticular, it was established in [22, Thm. 1] that the PMM is
a particular case of probability interval, meaning that it is
determined by its restriction to singletons. This implies that
the coherent lower probability PPMM is 2-monotone.

Let us show that PPMM,PPMM can be seen as distortion
models, in the manner we introduced in Section 3.

Theorem 3 Consider the PMM associated with a prob-
ability measure P0 and a distortion factor δ > 0. Then
M (PPMM) = M (P0,dPMM,δ ), where dPMM is given by

dPMM(P,Q) = max
A:Q(A)<1

Q(A)−P(A)
1−Q(A)

∀P,Q ∈ P(X ).

In the case of the pari mutuel model, the distortion factor δ

is not always attained in the credal set M (PPMM), meaning
that d(P,P0)≤ δ for every P ∈M (PPMM). The next result
characterizes when the upper bound δ is attained.

Proposition 4 Let M (P0,dPMM,δ ) be the neighbourhood
PMM determined by a probability measure P0 and a distor-
tion factor δ > 0. Then

sup
P∈M (P0,dPMM ,δ )

dPMM(P,P0) = δ ⇔ δ ≤ max
A(X

P0(A)
1−P0(A)

.

In practice, this means that choosing any value δ higher
than maxA(X

P0(A)
1−P0(A)

would be useless. Note that due to
the monotonicity of P0, the maximal value can be obtained
by testing the n events X \{x} for all x ∈X .

4.2. Linear vacuous model

Another relevant class of neighbourhood models is
that of linear-vacuous mixtures, also referred to as ε-
contamination models in the literature [16, 33].

Definition 5 Given a probability distribution P0 and a dis-
tortion parameter δ ∈ (0,1), the associated linear vacuous
mixture (LV) is given by the conjugate coherent lower and
upper probabilities:

PLV (X ) = 1, PLV (A) = (1−δ )P0(A) ∀A 6= X .

PLV ( /0) = 0, PLV (A) = (1−δ )P0(A)+δ ∀A 6= /0.

The associated credal set is given by:

M (PLV ) = {P∈P(X ) | (1−δ )P0(A)≤P(A), ∀A⊆X }.

The lower probability PLV associated with a linear-vacuous
model is completely monotone, because it is a convex com-
bination of two completely monotone lower probabilities:
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P0 and the vacuous lower probability given by P(A) =
0 ∀A 6=X , P(X ) = 1. In addition, it is a probability inter-
val: if P({x})≥ PLV ({x}) = (1−δ )P0({x}), then by addi-
tivity we conclude that P(A)≥ (1−δ )P0(A) = PLV (A).

Next we establish that linear-vacuous mixtures can be
obtained by means of some appropriate distorting function.

Theorem 6 Consider the linear vacuous mixture associ-
ated with a probability measure P0 and a distortion factor
δ ∈ (0,1). Then M (PLV ) = M (P0,dLV ,δ ), where dLV is
given by

dLV (P,Q) = max
A:Q(A)>0

Q(A)−P(A)
Q(A)

∀P,Q ∈ P(X ).

We conclude this section by establishing that for every
δ ∈ (0,1) there is always a probability in the credal set
M (PLV ) such that dLV (P,P0) = δ .

Proposition 7 Let M (P0,dLV ,δ ) be the neighbourhood
linear-vacuous model determined by a probability measure
P0 and a distortion factor δ ∈ (0,1). Then

sup
P∈M (P0,dLV ,δ )

dLV (P,P0) = δ .

4.3. Constant odds ratio

Next we consider the constant odds ratio model. It was
given a behavioural interpretation by Peter Walley in [33,
Sec. 2.9.4], and studied in [1, 2, 25, 30].

Definition 8 Given a precise probability P0 and a distor-
tion parameter δ ∈ (0,1), the associated constant odds
ratio model is given by the coherent lower prevision that is
the unique solution to the equation:

(1−δ )P0(( f −PCOR( f ))+) = P0(( f −PCOR( f ))−),

where g+ = max{g,0} and g− = max{−g,0}. Its conju-
gate coherent upper prevision PCOR( f ) is the unique solu-
tion of the equation:

P0(( f −PCOR( f ))+) = (1−δ )P0(( f −PCOR( f ))−).

As was explained in [33], the restriction to events of
PCOR,PCOR, denoted by QCOR,QCOR, has a simpler expres-
sion. For every A⊆X :

QCOR(A) =
(1−δ )P0(A)
1−δP0(A)

, QCOR(A) =
P0(A)

1−δP0(Ac)
.

The reason why in this case we are first considering the
coherent lower prevision instead of the coherent lower prob-
ability that is its restriction to events is that the constant
odds ratio model is not 2-monotone in general, as we show
in Example 1 later on. As a consequence, its value on gam-
bles is not uniquely determined by the restriction to events.
We will therefore make a separate study of PCOR and its
restriction to events QCOR.

Constant odds ratio on gambles We start with PCOR in
this section. The following proposition summarizes some
first properties of this model:

Proposition 9 ([33]) Let PCOR be the constant odds ratio
determined by a probability measure P0 and a distortion
factor δ ∈ (0,1).

(a) The credal set M (PCOR) associated with PCOR is{
P ∈ P(X )

∣∣∣P(A)P0(B)≥ (1−δ )P0(A)P(B) ∀A,B
}
.

(3)

(b) The extreme points of this credal set are {PA : /0 6= A⊆
X }, where PA is given by:

PA(B) =
(1−δ )P0(A∩B)+P0(Ac∩B)

1−δP0(A)
, ∀B⊆X .

We deduce that PCOR is not 2-monotone in general.

Example 1 Let us give an example where M (PCOR) and
M (QCOR) do not coincide. Consider a three element space
X , the probability measure P0 = (0.5,0.3,0.2) and the
distortion factor δ = 0.2. Then QCOR is given by:

A P0 QCOR
{x1} 0.5 4/9

{x2} 0.3 12/47

{x3} 0.2 1/6

{x1,x2} 0.8 16/21

{x1,x3} 0.7 28/43

{x2,x3} 0.5 4/9

Hence, P = ( 4
9 ,

20
63 ,

5
21 ) ∈M (QCOR), but P /∈M (PCOR),

because it violates Eq. (3) with A = {x1},B = {x3}. �
From Proposition 9, it follows that:

Proposition 10 Consider the constant odds ratio model
associated with a probability measure P0 and a distortion
factor δ ∈ (0,1). Then M (PCOR) always has 2n−2 differ-
ent extreme points.

Let us now show that PCOR can be expressed as a distortion
model by means of a suitable function.

Theorem 11 Consider the constant odds ratio model asso-
ciated with a probability measure P0 and a distortion factor
δ ∈ (0,1). Then M (PCOR) = M (P0,dCOR,δ ), where for
every P,Q ∈ P(X ), dCOR is given by:

dCOR(P,Q) = max
A,B⊆X

P(B),Q(A)> 0

{
1− P(A) ·Q(B)

P(B) ·Q(A)

}
.

Finally, we show that all distortion factors δ ∈ (0,1) can
be attained.

Proposition 12 Let M (P0,dCOR,δ ) be the neighbour-
hood constant odds ratio determined by a probability mea-
sure P0 and a distortion factor δ ∈ (0,1). Then

sup
P∈M (P0,dCOR,δ )

dCOR(P,P0) = δ .

4
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Constant odds ratio on events We turn now to the re-
striction to events of the constant odds ratio model, QCOR. It
is easy to see that QCOR can be expressed by QCOR = f (P0),
where f is the convex function given by:

f (t) =
t

1−δ (1− t)
∀t ∈ [0,1].

As a consequence, QCOR is a 2-monotone lower probability.
Its main properties are given in the following proposition:

Proposition 13 Let QCOR be the 2-monotone lower prob-
ability that is the restriction to events of the constant odds
ratio model.

(a) QCOR is completely monotone.

(b) The credal set determined by QCOR is given by

M (QCOR) =

{
P :

P(A)
P(Ac)

≥ (1−δ )
P0(A)
P0(Ac)

∀A(X

}
.

(c) The maximal number of extreme points of M (QCOR)
is n!.

The maximal number extreme points, n!, can be attained
for instance with P0 the uniform distribution and δ small
enough (δ < 1

n ). In that case, the extreme points of
M (QCOR) are given by:

Pσ ({xσ(k)}) =
n(1−δ )

(n− kδ )(n− (k−1)δ )
∀k = 1, . . . ,n

and for all the permutations σ of {1, . . . ,n}. Moreover,
it is easy to verify that any two permutations induces two
different extreme points, whence we have n! extreme points
overall.

From Proposition 13 we can prove that the coherent
lower probability QCOR is a distortion model.

Theorem 14 Consider the constant odds ratio model
on events associated with a probability measure P0
and a distortion factor δ ∈ (0,1). Then M (QCOR) =
M (P0,d′COR,δ ), where for every P,Q ∈ P(X ) d′COR is
given by:

d′COR(P,Q) = max
A⊆X

P(Ac),Q(A)> 0

{
1− P(A)

P(Ac)

Q(Ac)

Q(A)

}
.

On the other hand, QCOR is not a probability interval:

Example 2 Consider X = {x1,x2,x3,x4}, let P0 be the
uniform probability distribution and consider δ = 0.1.
Denoting by l,u the probability interval determined by
QCOR,QCOR we obtain the following values:

|A| P0 PCOR PCOR l u
1 1/4 9/39 10/37 9/39 10/37

2 1/2 9/19 10/19 18/39 21/39

3 3/4 27/37 30/39 27/37 30/39

4 1 1 1 1 1

Since QCOR and l do not coincide for events of cardinality
2, we deduce that QCOR is not a probability interval. �

We conclude this section showing that the distortion factor
δ is always attained for some P ∈M (P0,d′COR,δ ).

Proposition 15 Let M (P0,d′COR,δ ) be the neighbour-
hood constant odds ratio on events determined by a proba-
bility measure P0 and a distortion factor δ ∈ (0,1). Then

sup
P∈M (P0,d′COR,δ )

d′COR(P,P0) = δ .

4.4. Total variation distance

The previous models were proposed without an explicit
link to a distance, and part of the current work is to es-
tablish such a link. Considering other distorting functions
than the ones studied in the previous sections will lead to
new neighbourhood models. This is what we will now do.
We begin with the total variation. Given two probabilities
P,Q ∈ P(X ), their total variation [19] is defined by:

dTV (P,Q) = sup
A⊂X

|P(A)−Q(A)|.

This motivates the following definition:

Definition 16 Let P0 be a probability measure and con-
sider a distortion factor δ ∈ (0,1). Its associated total
variation model PTV is the lower envelope of the credal set
M (P0,dTV ,δ ).

The following result gives a formula for the coherent lower
probability PTV and its conjugate PTV :

Theorem 17 ([14]) Let PTV be the lower envelope of the
credal set M (P0,dTV ,δ ) induced by the probability mea-
sure P0 and the distortion factor δ ∈ (0,1). It holds that:

PTV (A) = max{0,P0(A)−δ}, (4)

PTV (A) = min{1,P0(A)+δ} ∀A⊆X .

Next we establish under which conditions the distortion
factor δ is informative, that is, when it is attained by some
element in the credal set:

Proposition 18 Let M (P0,dTV ,δ ) be the neighbourhood
model associated with the total variation distance deter-
mined by a probability measure P0 and a distortion factor
δ ∈ (0,1). Then:

sup
P∈M (P0,dTV ,δ )

dTV (P,P0) = δ ⇔∃A(X | δ ≤ P0(A).

Let us study the properties of PTV as a non-additive mea-
sure. It is not difficult to prove the following:

Proposition 19 Let PTV be the lower envelope of the
credal set M (P0,dTV ,δ ) induced by the probability mea-
sure P0 and the distortion factor δ ∈ (0,1). Then, PTV is
2-monotone.

5
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However, it is neither completely monotone nor a probabil-
ity interval in general, as our next example shows:

Example 3 Let us continue with Example 2. From Eq. (4)
we obtain PTV ,PTV as well as its induced probability inter-
val l,u:

|A| PTV PTV l u
1 0.15 0.35 0.15 0.35
2 0.40 0.60 0.30 0.70
3 0.65 0.85 0.65 0.85
4 1 1 1 1

Since l(A)< PTV (A) for events A of cardinality 2, we con-
clude that PTV is not a probability interval. Also, taking
A1 = {x1,x2}, A2 = {x1,x3} and A3 = {x2,x3}, we obtain:

PTV (A1)+PTV (A2)+PTV (A3)−PTV (A1∩A2)

−PTV (A1∩A3)−PTV (A2∩A3)+PTV (A1∩A2∩A3)

= 3 ·0.40−3 ·0.15+0 = 0.75,

while PTV (A1∪A2∪A3) = 0.60. Hence, Eq. (2) is not sat-
isfied, so PTV is not completely monotone. �

To discuss the number of extreme points induced by the
total variation model, we will denote by

L := {A⊆X | PTV (A) = 0}

the set of events with null lower probability, and we define
for every A ∈L the number sA as

sA =
(
n−|A↑|

)(
n−|A|−1

)
, where A↑ =

⋃
B⊇A,B∈L

B.

Using this notation, we give the exact number of extreme
points of M (P0,dTV ,δ ).

Proposition 20 Let M (P0,dTV ,δ ) be the neighbourhood
model associated with a probability measure P0 and a dis-
tortion factor δ ∈ (0,1) by means of the total variation dis-
tance. Then the number of extreme points of M (P0,dTV ,δ )
is ∑A∈L sA. As a consequence, if |X | = n, the maximal
number of extreme points of M (P0,dTV ,δ ) is

n!(
b n

2c−1
)
! ·
(
n−b n

2c−1
)
!
,

where b n
2c denotes the largest natural number that is

smaller than or equal to n
2 .

4.5. Kolmogorov distance

We conclude this section by considering the neighbour-
hood model based on the Kolmogorov distance, that makes
a comparison between the distribution functions associ-
ated with the probability measures. Given two probabilities
P,Q ∈ P(X ), their Kolmogorov distance is defined by:

dK(P,Q) = sup
x∈X
|FP(x)−FQ(x)|,

where FP and FQ denote the cumulative distribution func-
tions associated with P and Q, respectively. This leads to
the following definition:

Definition 21 Let P0 be a probability measure and con-
sider a distortion factor δ ∈ (0,1). Its associated Kol-
mogorov model PK induced by the Kolmogorov distance is
the lower envelope of the credal set M (P0,dK ,δ ).

There exists an obvious connection between the credal sets
M (P0,dTV ,δ ) and M (P0,dK ,δ ): any P ∈M (P0,dTV ,δ )
satisfies

dTV (P,P0)≤ δ ⇔ sup
A⊆X

|P(A)−P0(A)| ≤ δ , whence

|P({x1, . . . ,xk})−P0({x1, . . . ,xk})| ≤ δ ,

hence P∈M (P0,dK ,δ ). This implies that M (P0,dK ,δ )⊇
M (P0,dTV ,δ ). However, both sets do not coincide in gen-
eral, as our next example shows.

Example 4 Let us continue with Example 2. Con-
sider the probability P given by the mass function
(0.35,0.05,0.35,0.25). Then P ∈M (P0,dK ,δ ), because:

x1 x2 x3 x4
FP 0.35 0.4 0.75 1

FP0 0.25 0.5 0.75 1
|FP−FP0 | 0.1 0.1 0 0

However, P does not belong to M (P0,dTV ,δ ), because:

PTV ({x2}) = P0({x2})−δ = 0.15 > 0.05 = P({x2}).

Thus, M (P0,dK ,δ ))M (P0,dTV ,δ ). �

We next establish for which values of δ we can find P ∈
M (P0,dK ,δ ) such that dK(P,P0) = δ .

Proposition 22 Let M (P0,dK ,δ ) the neighbour-
hood model associated with P0 by means of Kol-
mogorov distance and a distortion factor δ ∈ (0,1).
Then, supP∈M (P0,dK ,δ )

dK(P,P0) = δ ⇔ FP0(x) + δ ≤
1 or FP0(x)−δ ≥ 0 for some x ∈X .

Since we can rewrite M (P0,dK ,δ ) as:

{P ∈ P(X ) | δ ≥ |FP(x)−FP0(x)|, ∀x ∈X }=
{P∈P(X ) |FP0(x)−δ ≤FP(x)≤FP0(x)+δ , ∀x∈X },

we can define a p-box (F ,F) by:

F(x) = max{0,FP0(x)−δ}, F(x) = min{1,FP0(x)+δ}

for every x ∈ X , and it holds that M (P0,dK ,δ ) =
M (F ,F). This means that M (P0,dK ,δ ) = M (PK) is the
credal set associated with a p-box. As a consequence, PK
is completely monotone [29], and PK can be expressed as:

PK(A) = inf{P(A) | FP0(x)−δ ≤ FP(x)≤ FP0(x)+δ , ∀x}
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for every A⊆X . This means that, although PK and PTV
induce the same p-box, they are not the same coherent lower
probability: PK � PTV . If we follow the notation in [3, 21],
we deduce [23, Prop. 15] that PK is the unique undominated
outer approximation of PTV in terms of p-boxes.

Example 5 If we consider our running Example 2,
we obtain PK({x1}) = PK({x4}) = 0.15,PK({x2}) =
PK({x3}) = 0.05,PK({x1}) = PK({x4}) = 0.35 and
PK({x2}) = PK({x3}) = 0.45. Then, if we consider the
probability interval [l,u] that is the restriction of PK ,PK to
events, taking A = {x1,x2}, it holds that:

l(A) = max

{
∑
x∈A

l({x}),1−∑
x/∈A

u({x})

}
= 0.2, while

PK({x1,x2}) = F(x2) = max{0,FP0(x2)−δ}= 0.4.

Since PK and l do not coincide for the event {x1,x2}, we
conclude that PK is not a probability interval. �

Finally, we investigate the maximal number of extreme
points in MK(P0,δ ). It is known [20, Thm. 17] that the
maximal number of extreme points induced by a p-box co-
incides with the n-th Pell number, where n is the cardinality
of X . Pell numbers are recursively defined by:

P0 = 0, P1 = 1, Pn = Pn−2 +2Pn−1 ∀n≥ 2.

The next result shows that a p-box induced by the Kol-
mogorov distance can also attain this maximal value.

Proposition 23 Let M (P0,dK ,δ ) be the neighbourhood
model associated with a probability measure P0 and a dis-
tortion factor δ ∈ (0,1) by means of the Kolmogorov dis-
tance. If |X |= n, the maximal number of extreme points
of M (P0,dK ,δ ) is Pn.

This maximal number of extreme points is attained for in-
stance when P0 is the uniform distribution and δ ∈

( 1
2n ,

1
n

)
.

5. Comparison of the distortion models
Next we compare all the models according to: the amount
of imprecision introduced by the distortion model, the prop-
erties of the associated coherent lower probability, and the
number of extreme points of the neighbourhood model.

5.1. Amount of imprecision

Let us compare the amount of imprecision that is introduced
by the different examples of distortion model we have con-
sidered in the previous section once the initial probability
measure P0 and the distortion factor δ > 0 are fixed. Given
two credal sets M1,M2, M1 is more informative than M2
when M1 ⊆M2; in terms of their lower envelopes, this
means that P1( f )≥ P2( f ) for every f : X → R.

Example 6 Consider again Example 1. The associated
distorted models are:

A PPMM(A) PLV (A) PCOR(A) PTV (A) PK(A)
{x1} 0.4 0.4 0.444 0.3 0.3
{x2} 0.16 0.24 0.255 0.1 0
{x3} 0.04 0.16 0.166 0 0
{x1,x2} 0.76 0.64 0.761 0.6 0.6
{x1,x3} 0.64 0.56 0.651 0.5 0.3
{x2,x3} 0.4 0.4 0.444 0.3 0.3

Considering the events A = {x2} and B = {x1,x2}, the
PMM and the linear vacuous are not comparable, in the
sense that none of them is more imprecise than the other. �

It was already stated in [33, Sec. 2.9.4] that the restriction
to events of PCOR, denoted by QCOR, dominates the lower
probabilities of both the linear vacuous, PLV , and the pari
mutuel PPMM . In terms of credal sets,

M (QCOR)⊆M (PLV )∩M (PPMM).

Since QCOR is the restriction to events of PCOR, it follows
that M (PCOR)⊆M (QCOR). Next we compare these mod-
els with the one associated with the total variation.

Proposition 24 For any probability measure P0 and any
distortion factor δ > 0, it holds that

M (PPMM)∪M (PLV )⊆M (PTV ).

If PPMM,PLV ,PTV denote their lower envelopes, we can
equivalently state that PTV ≤ min{PPMM,PLV}. Finally,
taking into account the comments given in Section 4.5, the
model based on the Kolmogorov distance is more impre-
cise than the total variation distance: M (PTV )⊆M (PK).
These relationships are summarized in Figure 1.

M (PCOR)

M (QCOR)

M (PTV )

M (PK)

M (PPMM) M (PLV )

Figure 1: Relationships between the different models. An
arrow between two nodes means that parent in-
cludes the child.

More generally, as suggested by a reviewer, we may also
compare the models by means of imprecision indices or
the generalized Hartley measure; this approach is left as a
future line of research.
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5.2. Properties of the envelopes of the neighbourhood
models

We may also compare the different distortion models in
terms of the properties of the coherent lower probability
they determine. Since all the distorting functions are con-
vex and continuous, it can be shown that the credal set
M (P0,d,δ ) coincides with the one associated with the
coherent lower probability it induces by taking lower en-
velopes.

As we mentioned in Section 2, there are a number of
particular cases of coherent lower probabilities that may be
of interest in practice. The first of them is 2-monotonicity: it
guarantees that the distortion model has a unique extension
to gambles [7] and it allows to use a simple formula to
compute the extreme points of the credal set [28]. It turns
out that the models we have considered in this paper are
2-monotone, except for the constant odds ratio, that only
satisfies 2-monotonicity when it is restricted to events.

Two particular cases of 2-monotone lower probabilities
are the k-monotone ones and probability intervals. The lat-
ter corresponds to those that are uniquely determined by
their restrictions to singletons. With respect to the exam-
ples considered in this paper, only the pari mutuel model
and the linear vacuous mixture satisfy this property. With
respect to k-monotonicity for k > 2, or, more specifically,
complete monotonicity, both the linear vacuous mixture
and Kolmogorov’s model are completely monotone: the for-
mer, because it is a convex combination of two completely
monotone models, and the latter because all coherent lower
probabilities associated with a p-box are. On the other hand,
neither the pari mutuel ([22, Prop.5]) nor the total variation
(see Example 3) are 3-monotone, and therefore none of
them is completely monotone. Table 1 summarizes these
results.

Table 1: Properties of the coherent lower probabilities.

Model 2-monotone ∞-monotone Prob. interval

PPMM YES NO YES
PLV YES YES YES
PTV YES NO NO
PCOR NO NO NO
QCOR YES YES NO

PK YES YES NO

We therefore conclude that, from the point of view of
these properties, the most adequate model is the linear
vacuous, while the only model which does not satisfy 2-
monotonicity is the constant odds ratio (on gambles).

5.3. Complexity

One important feature of a neighbourhood model is that it
has a simple representation in terms of a finite number of
extreme points. In this respect, it was established in [28]
that when its lower envelope is 2-monotone, then there are
at most n! different extreme points, and these are related
to the permutations of the possibility space. On the other
hand, the credal set associated with a coherent lower proba-
bility also has at most n! different extreme points, but their
representation is not as simple [35]; and a general credal
set may have an infinite number of extreme points.

In the case of the pari mutuel and the linear vacu-
ous models, the extreme points were studied in [22] and
[33], respectively. Here, we have computed the maximum
number of extreme points also for the neighbourhood
models M (P0,dTV ,δ ), M (P0,dK ,δ ), M (P0,dCOR,δ ) and
M (P0,d′COR,δ ). Table 2 summarizes the results.

Table 2: Comparison of the number of extreme points.

Model Maximal number of extreme points

PPMM
n!

b n
2 c(b

n
2 c−1)!(n−b n

2 c−1)!

PLV n

PTV
n!

(b n
2 c−1)!(n−b n

2 c−1)!

PCOR 2n−2
QCOR n!

PK Pn

We observe that the the simplest model is the linear vac-
uous, followed (for n≥ 6) by the constant odds ratio, the
Kolmogorov model, the total variation model and the pari
mutuel (that have the same maximal number of extreme
points), and finally, the constant odds ratio restricted to
events. We see also that the bound is usually much smaller
than the general bound of n! that holds for arbitrary coher-
ent or 2-monotone lower probabilities.

6. Conclusions
This paper introduces a general framework of neighbour-
hoods and distorted models. We have seen that some of
the well-known neighbourhoods models from the literature,
such as the pari mutuel model, the linear vacuous mixture
or the constant odds ratio can be embedded into our general
framework, as well as some models defined using the total
variation or the Kolmogorov distances.

From our results, we see that the smallest distortion from
the original model is done when we consider the constant
odds ratio, while the largest one is done by the Kolmogorov
model. In terms of the properties of the coherent lower
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probability, the best one is the linear vacuous model, that
is the only one that is simultaneously a belief function and
a probability interval. It is also the one whose associated
credal set has the smallest number of extreme points.

We have also characterized under which cases the dis-
tortion model is a probability interval. It would also be
interesting to give necessary and sufficient conditions, in
terms of the distance, for the associated distorted model to
be 2-monotone or a belief function. A preliminary analysis
of this problem has not been successful, and we conjec-
ture that such conditions would turn out to be somewhat
artificial. The study of this problem is left as a future line
of research. It would also be of interest to deepen in the
comparison between the models in this paper, for instance
in terms of their behaviour under conditioning and combi-
nation, as well as the study of other neighbourhood models
associated with other distances.
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