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Abstract We study a type of cooperative games introduced in [9] called shortest
path games. They arise on a network that has two special nodes s and t. A coalition
corresponds to a set of arcs and it receives a reward if it can connect s and t. A
coalition also incurs a cost for each arc that it uses to connect s and ¢, thus
the coalition must choose a path of minimum cost among all the arcs that it
controls. These games are relevant to logistics, communication, or supply-chain
networks. We give a polynomial combinatorial algorithm to compute the nucleolus.
This vector reflects the relative importance of each arc to ensure the connectivity
between s and t. Our development is done on a directed graph, but it can be
extended to undirected graphs and to similar games defined on the nodes of a
graph.

Keywords Cooperative games - Shortest path games - Nucleolus

1 Introduction

Shortest path games arise on a network, a coalition corresponds to a set of arcs
and it receives a reward if it can connect two fixed nodes s and t. A coalition also
incurs a cost for each arc that it uses to connect s and ¢, thus the coalition must
choose a path of minimum cost among all the arcs that it controls. Shortest path
games have been introduced in [9], this type of games is useful to determine the
most critical links to ensure connectivity between two distinguished nodes s and ¢
in a network. This analysis is relevant to logistics, communication, or supply-chain
networks.

Our contribution is a polynomial combinatorial algorithm to compute the nu-
cleolus of a shortest path game. This vector reflects the relative importance of the
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different arcs in the network that ensure the connectivity between s and ¢. Our
development is done on a directed graph, but it can be extended to undirected
graphs and to similar games defined on the nodes of a graph.

Related work on this type of games is the following. The core and the Shapley
Value of shortest path games were studied in [9], also the least core was studied in
[2]. Flow games were introduced in [15]. Polynomial combinatorial algorithms for
computing the nucleolus of simple flow games were given in [5] and [19]. Algorithms
for computing the nucleolus of several other combinatorial games have been found,
see [8] for path cooperative games, see [18] for cost allocation games in a tree, [21]
for assignment games, [16] for cardinality matching games, [6] for weighted voting
games. On the other hand computing the nucleolus is NP-Hard for minimum
spanning tree games [7], and general flow games [5].

This paper is organized as follows. In Section 2 we give some basic definitions
and mention some basic results of Network Flows and Linear Programming. In
Section 3 we study the core. Section 4 contains the basics for the computation of
the nucleolus. In Section 5 we give an algorithm to compute the nucleolus when
the core is non-empty. In Section 6 we extend the algorithm to the case when the
core is empty. In Section 7 we study the time complexity of the algorithm.

2 Preliminaries

Here we give some definitions and mention some basic results on Network Flows
and Linear Programming. Throughout this paper we assume that we are work-
ing with a directed graph G = (V, A). We use n to denote |V|, and m to de-
note |A|. Given two distinguished nodes s and t. An st-path is a sequence of

arcs (u1,v1), (u2,v2),..., (uk,vr), where s = w1, vp = t, and v; = u;41 for
t=1,...,k—1. A cycle is a sequence of arcs (u1,v1), (u2,v2),..., (U, vx), where
u1 = v, and v; = u;41 for i = 1,...,k — 1. Consider a partition of V into U and

V\U, with s € U and t € V' \ U. Then the arc-set {(u,v)|uv € U,v € V\U} is
called an st-cut. For a function w : A — R, and S C A, we use w(S) to denote
w(S) = > ,egw(a). For S C A, we use V(S) to denote the set of nodes covered
by S, ie., V(S) = U, v)esiu, v}

Shortest path games have been introduced in [9], and they are defined as
follows. The graph has two distinguished vertices s and t, and there is a cost
function ¢ : A — R4, that gives the costs for using different arcs. There is also a
reward r obtained if s and ¢ are connected by a path, then for a coalition S C A
the value function is

9= {57 S, W

where m(S) = min {c¢(P)|P C S, P is an st-path and ¢(P) < r}. In the defini-
tion given in [9] a player could own more than one arc, here we assume that each
player owns exactly one arc.

2.1 Shortest Paths

For a cost function ¢ : A — R, a shortest st-path is an st-path of minimum cost.
The cost of a path is the sum of the costs of the arcs in the path. If the costs are
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non-negative, a shortest path can be found in O(m + nlogn) time with Dijkstra’s
algorithm, see [1].

2.2 Minimum Ratio Cycles

Assume that there is a cost function ¢: A — R, and a “time” function 7: A — Z,
then the cost to time ratio of a cycle D is ¢(D)/7(D). An algorithm to find a cycle
that minimizes the cost to time ratio was given in [13]. In our case we require the
function 7 to take the values 0 or 1, so the algorithm of [13] takes O(nm +n?logn)
time. This will be used in sections 5 and 6.

2.3 Network Flows and Linear Programming

A reference for Minimum Cost Network Flows is [1], Maximum Cost Circula-

tions are also treated there. We just mention that the algorithm of [11] runs in

O(n?m?>logn) time. This background is needed in all following sections.
Consider the following network flow problem.

max Z c(u, v)z(u,v)

(u,v)EA
Z z(u,v) — Z z(v,u) =0, forveV,
(u,v)€EA (v,u)eA

z(u,v) >0, for all (u,v) € A.
The dual problem is

min Z 0-7(v); w(w)—m7(u) >c(u,v) forall (u,v) € A.
veV

Here we have a variable 7 for each node in V. Notice that there are no capacities
for the arcs, so either the optimal value is zero, or the problem is unbounded. The
problem is unbounded if and only if there is a cycle of positive cost. Thus the dual
problem has a solution if and only if there is no cycle with positive cost. The cost
of a cycle is the sum of the costs of its arcs.

In the following sections we use the following basic result on linear program-
ming. Let g(e) be the value of the linear program min{cz | Az = b+ ed, z > 0},
then g is a convex piecewise linear function of e, cf. [4].

3 The core

Here we study some basic properties of the core. A vector (or a function) z : A - R
is called an allocation if 2(A) = v(A). Here z(a) represents the amount paid to
the player a. The core is a concept introduced in [10], it is based on the following
stability condition: No subgroup of players does better if they break away from
the joint decision of all players to form their own coalition. Thus an allocation x
is in the core if x(S) > v(S) for each coalition S C A. Therefore the core is the
polytope below.
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{z e R*|z(A) = v(A), z(S) > v(9), for § C A}. (2)

Let A be the cost of a shortest st-path in G. If A > r then the core consists
of only the vector x = 0. If A < r, the following lemma gives a description of the
core that is useful for our purposes.

Lemma 1 If A <7, the core is also defined by

x(A)=r— A (3)
x(P) >r—c(P) for each st-path P with ¢(P) <, (4)
x> 0. (5)

Proof Consider an arc a, if a does not go from s to ¢, we have z(a) > 0. If a
goes from s to ¢ then we have z(a) > max{0,r — c(a)}. Thus either we have an
inequality (4) or an inequality (5).

If P is an st-path with ¢(P) < r, then its associated inequality (4) is among
the inequalities in (2).

Now assume that S C A is not an st-path, but it contains an st-path with cost
at most r. We have m(S) = ¢(P) where P C S is an st-path. Then z(S) > v(S5)
can be written as z(S \ P) + z(P) > r — ¢(P). This last inequality is implied by
x(a) >0 for a € S\ P, and z(P) > r — ¢(P) that is one of the inequalities (4).

Finally if S C A does not contain an st-path with cost at most r, then z(S) > 0
is implied by z(a) > 0 for a € S. O

The coalitions characterized in Lemma 1 fall into the category of dually sat-
urated coalitions introduced in [22]. See also [14], that introduced the notion of
essential coalitions.

To understand the core, we look at the set of solutions of the linear program
below.

minz(A), z(P)>r —c(P), for each st-path P, x> 0. (6)

Notice that the minimum above is at least max{0,r — A}. If it is exactly this value,
then the core is nonempty, and it corresponds to the set of optimal solutions of
this linear program. If we look at r as a parameter we have that the optimal value
is a convex piecewise linear function of r, see Figure 1. Then there is a value 7
such that the core is non-empty if and only if » < 7, see Figure 1. The value 7 is
discussed in Remark 2 below.

S
<

Fig. 1 Optimal value and the value 7. The core is non-empty for r < 7.
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Consider now the dual of (6), this is
max Z(r —c(P))yp
P

Z{yp la € P} <1, for each arc a,
y > 0.

There is a variable yp for each st-path P, and its associated cost is r — ¢(P).
Each arc has capacity one, and the sum of the variables y for the paths using a
particular arc is at most one. We can reduce this to a network flow problem as
follows. We add an artificial arc from ¢ to s with cost coefficient r and infinite
capacity. To every other arc a we give cost —c(a) and capacity one. Then we look
for a circulation of maximum cost.

Recall that A is the value of a shortest st-path. We need the optimal value to
be r — A, for this we should have one optimal solution consisting of exactly one
shortest path. This leads to the following remark.

Remark 2 There is a value ¥ so that the core is non-empty if and only if r <
7. The value 7 is the mazximum value of r so that there is an optimal solution
consisting of exactly one path.

Notice that the graph could contain more than one st-path with cost equal to
. Let A’ be the set of arcs that belong to a shortest path, and assume that the
core is non-empty. Then the graph should not contain two arc-disjoint shortest
paths. Thus the subgraph G’ = (V, A’) contains an st-cut consisting of exactly
one arc. Such an arc is called a veto-player, because every shortest path contains
it. Let P and P> be two shortest st-paths. If x is an element of the core, we have
2(P1) = z(P2) = r— X, and since z(A) = r—\, we have (P \ P2) = 2(P:\P1) = 0.
Thus if A” is the set of veto-players, we have x(a) = 0, for a € A\ A”. This had
already been established in [9], using different techniques.

4 The Nucleolus

For a coalition S and a vector z € R?, their excess is e(z, S) = z(S) — v(S). The
nucleolus has been introduced in [20] trying to minimize dissatisfaction of players,
more precisely, the nucleolus is the allocation that lexicographically maximizes
the vector of non-decreasingly ordered excesses, cf. [20]. Thus in some sense, it is
the fairest allocation. The nucleolus can be computed with a sequence of linear
programs as follows, cf. [17]. First solve

z(S)>v(S)+e VSCA
z(A) = v(A).

Let €1 be the optimal value of this, and P;(e1) be the polytope defined above, with
€ = €1, i.e., P1(€1) is the set of optimal solutions of the linear program above. For
a polytope P C R? let

F(P)={S C A|z(S) = ks,Vz € P}. (7)
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This is the set of coalitions S such z(S) takes a constant value kg, for all x € P.
We called these coalitions fized. In general given €¢,_1 we have to solve

max € (8)
z(S) > v(S)+¢€VS ¢ F(Pr—1(er—1)) 9)
x € Pr_1(er—1). (10)

We denote by €, the optimal value of this, and P.(e) the polytope above with
€ = €. We continue for r = 2,...,|A|, or until Pr(e,) is a singleton. Notice that
each time the dimension of P, (e,) decreases by at least one, so it takes at most
|A| steps for Pr(e,) to be a singleton.

In general the difficulty in computing the nucleolus resides in having to solve a
sequence of linear programs with an exponential number of inequalities. In our case
we shall see that most of the inequalities are redundant, and only a polynomial
number of them is needed. Moreover these linear programs can be solved in a
combinatorial way.

5 The nucleolus when the core is non-empty

In this section we study the nucleolus under the assumption that the core is non-
empty. In that case the dual of (6) should have an optimal solution consisting
of exactly one path. Thus if there are several shortest st-paths, no two of them
should be arc-disjoint. The only arcs a for which z(a) can take a non-zero value,
are the arcs that belong to the intersection of all shortest paths. To compute the
nucleolus, we have to solve the sequence of linear programs described in Section 4,
for that we need some changes of variables as follows.

5.1 An alternative description of the core

For = in the core, define z = x 4 ¢, where ¢ is the vectors of costs. We fix one
shortest st-path P, then the following should be satisfied: z(a) = ¢(a), if a ¢ P;
z(a) > c(a), if a € P; 2(P) =r; 2(P) > r, if P is an st-path; z(P) = ¢(P) > r, if
P is an st-path not containing arcs in P.

Now we use a change of variables similar to the one used in [19]. For two nodes
a and b in P we denote by P, the sub-path of P going from a to b. Given z as
defined above, for each node u in P, let p,(u) = 2(Psy). Therefore we have

pz=(s) =0, p:(t)=r, (11)
pz(v) — pz(u) > c(u,v), for (u,v) € P. (12)

For two nodes u and v in P, a jump Jyu, is a path from u to v, such that all
nodes in Jy, different from u and v are not in P, this notion was used in [19]. If
there is an arc a = (u,v) with a ¢ P, then we have a jump consisting of one arc.
Consider an st-path P consisting of the sub-path P, from s to u, then a jump
Juv from u to v, and a sub-path Py: from v to ¢. Then the inequality z(P) > r
can be written as p,(u) + ¢(Juv) + 7 — p=(v) > 7, or

pz(u) = pz(v) 2 —c(Juo). (13)
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Now we show that (11), (12) and (13) are sufficient to describe the core. We
need the lemma below.

Lemma 3 Inequalities associated with paths with more than one jump are implied
by inequalities associated with paths with one jump.

Proof Consider an st-path P with two jumps. Thus assume that P consists of the
following segments: a sub-path Ps, from s to a, a jump Jgp from a to b, a sub-path
Pra from b to d, a jump J4e from d to e, and a sub-path of Pe; from e to t. Then
the inequality z(P) > r, can be written as z(P) = p.(a) + ¢(Jap) + p=(d) — p=(b) +
c(Jage) +r—pz(e) >, or pa(a) — p(b) + c(Jap) + p=(d) — pz(e) + c(Jge) > 0. This
is implied by p.(a) — p2(b) + ¢(Jap) > 0 and p.(d) — p-(e) + c(Jge) > 0. These
two inequalities correspond to st-paths with one jump. Paths with more than two
jumps can be treated in a similar way. O

On the other other hand, let V = V(P), the set of nodes spanned by P.
Consider any function p : V — R satisfying (11), (12) and (13), we can define
Z(u,v) = p(v) — p(u) for each arc (u,v) € P, zZ(u,v) = c(u,v) for each arc (u,v) €
A\P, and T = zZ—c. It is easy to see that T is an element of the core. Thus there is
a bijection between the vectors in the core and the functions p : V — R satisfying
(11), (12) and (13).

Paths with one jump correspond to dually essential coalitions in the termi-
nology of [22]. This structure resembles to “trunks with one missing subbranch”
used in [23]. At this point we have a polynomial number of inequalities that define
the core. Based on that, it has been shown in [12] that the computation of the
nucleolus when the core is nonempty, reduces to a sequence of combinatorial lin-
ear programs, that can be solved in strongly polynomial time with the algorithm
of [24]. In our case, we show that the computation of the nucleolus reduces to a
sequence of minimum “cost to time ratio cycle” problems that can be solved with
the algorithm of [13]. This is the subject of the next sub-section.

5.2 The nucleolus

To compute the nucleolus we have to solve the sequence of linear programs defined
in Section 4. The development above suggests the following procedure.

We create an auxiliary graph G’ = (V, A’) as follows. First we include in A’
each arc (u,v) € P with cost d(u,v) = ¢(u,v). Then for every pair of nodes u and
v in V, we find the cost of a shortest path in G from u to v using only arcs not
in P and going only through nodes in V' \ V. Let p be the value of this shortest
path, we add an arc (v,u) to A" with cost d(v,u) = —p. Finally we add the arcs
(s,t) and (t,s) to A’, with costs d(s,t) = r and d(t,s) = —r. Then we impose the
inequalities

p(v) — p(u) > d(u,v) for all (u,v) € A’. (14)

These inequalities come from the following conditions.

— For an arc (u,v) € P they correspond to z(u,v) > 0.

— For an arc (u,v) ¢ P, (u,v) # (s,t), (¢, s) they correspond to z(P) > r — c(P),
where P is the path consisting of Psy, a jump Jyy, and Pyg.

— The inequalities for (s,t) and (¢, s) imply z(P) + c¢(P) = p(t) — p(s) =r.
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Thus from a vector p satisfying (14) we can derive a vector in the core. More-
over, as mentioned in Subsection 2.3, the system (14) has a solution if and only if
the graph G’ has no cycle of positive weight.

Now we can describe the computation of the nucleolus. We set k = 0, € = 0,
and we call the arcs (s,t) and (¢, s) fized. We have to solve

max p (15)
p(v) — p(u) > d(u,v) if (u,v) € A is fixed, (16)
p(v) —p(u) > d(u,v) +p  if (u,v) € A is not fixed, (17)
> 0. (18)

Inequalities (17) come from z(u,v) > p for (u,v) € P, or &(P) > r — c(P) + p if
P is an st-path with one jump. To prove that these inequalities are sufficient we
need the following lemma, its proof is similar to the one of Lemma 1.

Lemma 4 The inequalities ©(S) > v(S) + €, for S C A, are implied by
x(P) >r—c(P)+e¢, foreach st-path P; x(a) > € € > 0.

As seen in sub-section 2.3, when solving (15)-(18) we are looking for the max-
imum value of p so that when we increase the costs of the non-fixed arcs by this
amount, the graph has no positive cycle. Thus we need d(C) + pn(C) < 0, for
each cycle C, where n(C) is the number of non-fixed arcs in the cycle C. Then we
have to compute

= min —d(C)
¢ n(C)’

(19)

where the minimum is taken over all cycles in G’. Here we are looking for a cycle
that minimizes a “cost to time” ratio. As mentioned in Subsection 2.2, this can be
solved with the algorithm of [13]. Once the value [ is obtained in (19), we update
the arcs costs as d(u,v) < d(u,v) + fi, for each non-fixed arc (u,v) € A’. Let C
be a cycle giving the minimum in (19), we declare fized all arcs in C. We update
€+ €+ i, k< k+1, and set ¢, = €. As long as there is an arc in A’ that is not
fixed we solve (15)-(18) and continue. Since at each iteration at least one new arc
in A’ becomes fixed, this procedure takes at most |A’| iterations.

6 The nucleolus when the core is empty

Here we assume that the core is empty, thus for the first linear program defined in
Section 4, we have €1 < 0. First we have to prove that its set of optimal solutions
Pi(€1), is in the non-negative orthant.

Lemma 5 Pi(e1) C RY.
Proof Assume that (Z,€1) is a solution of

z(A) = v(A)
z(S) > v(S)+e for SC A,
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and Z(ap) < 0 for some arc ap € A.
First we prove that if Z(S) = v(S) + €1, then ap € S. Suppose ag ¢ S. We have
two cases:

— SU{ao} # A. Then Z(SU{ao}) < Z(S) = v(S) +e1 < v(SU{ao}) + 1. This
contradicts the feasibility of (Z,€1).

— SU{ao} = A. Then Z(A) = Z(S) + Z(ao) = v(S) + €1 + T(ao) < v(S) < v(A).
Again this contradicts the feasibility of (Z, €1).

Then we can define x’(ag) = Z(ao) + B, and 2'(a) = Z(a) — B/(m — 1), for
a € A\ {ao}, for a small number 3 > 0, m = |A|. Since z’ is a better solution we
have a contradiction. O

As in the previous section, we have to see that when computing the nucleolus
most inequalities are redundant. This is in the lemma below, its proof is similar
to the one of Lemma 1.

Lemma 6 Inequalities x(S) > v(S) + ¢, for S C A, are implied by
z(P) > r — c(P) + ¢, for each st-path P, and = > 0.

We give an algorithm for the first linear program in the sub-section below.

6.1 Computation of €1

Here we deal with the first linear program. We are going to use the structure of
the solutions of this to derive a change of variables similar to the one in Section 5.

To compute €1 we do not treat the first linear program directly. Instead we use
parametric linear programming and look for the maximum value of the parameter
€ < 0, so that the value of the parametric linear program below is r — .

min z(A) (20)
xz(P) > r+ € —¢(P), for each st-path P, (21)
x> 0. (22)

Lemma 6 justifies the use of inequalities (21). Lemma 5 justifies inequalities (22).
The maximum value of the parameter € is exactly the value €; that we need.
The dual of (20)-(22) is

max Z(T +e—c(P))yp (23)
P

Z{yp |a € P} <1, for each arc a, (24)

y=>0. (25)

Here we have a variable yp for each st-path P. For each arc a we have a constraint
(24). It says that the sum of the variables yp for all paths P that contain the arc
a, should be at most 1.

Notice that there might be an exponential number of st-paths, so (23)-(25)
might have an exponential number of variables. However we reduce this to a net-
work flow problem as follows. We add an artificial arc from ¢ to s with cost co-
efficient r + € and infinite capacity. To every other arc a we give cost —c(a) and
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capacity one. Then we look for a circulation of maximum cost. If a circulation has
positive flow in the arc from ¢ to s, then there is at least one path from s to ¢t whose
arcs have positive flow. Since each original arc has capacity one, then there is an
optimal circulation that corresponds to a set of arc-disjoint st-paths of minimum
cost.

Recall that m = |A|. For a non-negative integer k, 0 < k < m, let f(k) be
the value of a minimum cost set of k arc-disjoint st-paths. This is an optimal
solution of a minimum cost flow problem sending k£ units of flow from s to ¢, and
with capacities equal to one on every arc. Denote by g(e) the optimal value of
(23)-(25), then

9(e) = max{k(r +¢) — f(k)}. (26)

Here the maximum is taken over all possible values of k£ so that G has k arc-
disjoint st-paths. Thus the function g is the maximum of a set of linear functions,
see Figure 2. This is a convex piece-wise linear function. One evaluation of g(-) is
done by solving a network flow problem. In what follows we discuss how to find
the value €1 so that g(e1) = » — A. This is done with the algorithm below that is
an adaptation of Newton’s method for finding a root of a real-valued function. It
relies on the convexity of g.

Q

€

Fig. 2 Function g.

Step 0. Weset € = —r and ¢t =0, thus g(e ") =0 <r— X and g(e") >r— \.
We denote by k(e) a value of k giving the maximum in (26).

Step 1. Let k= = k(e™), k™ = k(e"). If k= = k™, then €1 is the solution of
g(e7)+ k™ (e—€¢ ) =r— X and we Stop. Otherwise let ¢ be the solution of
gle )+ Ek (e—€e ) =g(e") + k' (e —€"). See Figure 3.

Step 2. If g(é) < r — A set ¢ = & Otherwise set ¢ = € and go to Step 1.

Notice that at each iteration, either k™ increases or k¥ decreases, and since 0 <
k < m, this algorithm takes at most 2m iterations.

6.2 A change of variables

Now we assume that the value €1 has been found. Based on the structure of the
solutions in the previous sub-section, we can derive a change of variables similar
to the one in Section 5. This is below. There is an optimal solution of (23)-(25)
that corresponds to a set of k arc-disjoint st-paths S = {731, . ,Pk}. We set
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Fig. 3 Finding .

P = U;P’. Let  be a solution of (20)-(22), then the complementary slackness
conditions imply Z(a) =0 if a € A\ P, and Z(P") =r+e1 —c(P"),i=1,...,k.

Let z(a) = Z(a)+c(a), for each a € A, then z(a) > ¢(a), for a € P; zZ(a) = ¢(a),
ifac A\P; 2(P)=r+e1,i=1,...,k 2Z(P) > r+ e1, for every st-path P. Let
V = V(P). Before the next change of variables, we need the lemma below.

Lemma 7 Let v € _V, and assume that there are two paths Pt and P? going
through v. Then Z(Ps,) = Z(P1,).

Proof We have 2(Pi,) + 2(Piy) = 2(PL,) + 2(Pl,) = r + a1 1f 2(PL,) < 2(Pl,),
then 2(Ps,) +2(P],) < r+e1. This leads to a contradiction because for the st-path
P, UPI, we should have z(P.,) + z2(PJ,) > r + e1. O

Based on Lemma 7, for any u € V we can define p.(u) = 2(PL,), where z
is any vector in Pi(e1) and P* is any path in S going through wu. Recall that
Pi(e;) C Pi(er) for i > 1. We have

p=(s) =0, p(t) =r+e, (27)
p2(v) — pz(u) > c(u,v), for (u,v) € P. (28)

Now we use the same notion of a jump used in the last section. Consider an
st-path P consisting of the sub-path P, from s to u, then a jump Ju, from u
to v, and a sub-path P}, from v to t. Then the inequality 2(P) > r + €1 can be
written as p.(u) + ¢(Juv) + 7+ €1 — p2(v) > 7+ €1, or pz(u) — p2(v) > —c(Juw).

Below we have the analogue of Lemma 3, its proof is similar.

Lemma 8 Inequalities associated with paths with more than one jump are implied
by inequalities associated with paths with one jump.

As in Section 5, we create an auxiliary graph G’ = (V, A’) as follows. First we
include in A’ each arc (u,v) € P with cost d(u,v) = c(u,v). Then for every pair
of nodes u and v in V', we find the cost of a shortest path in G from u to v using
arcs not in P and going only through nodes in V' \ V. Let p be the value of this
shortest path, we add an arc (v,u) to A" with cost d(v,u) = —p. Finally we add
the arcs (s,t) and (t,s) to A’, with costs d(s,t) = r + €1 and d(t,s) = —r — €1.
Then we impose the inequalities

p(v) — p(u) > d(u,v) for all (u,v) € A’. (29)
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For a vector p satisfying (29) we can define z(u,v) = p(v) —p(u) for (u,v) € P, and
z(u,v) = ¢(u,v) for (u,v) € A\ P. Then & = z — ¢ satisfies ©(A) = r — X and the
inequalities (21)-(22). As before, there is a bijection between vectors z satisfying
2(A) = r — X and the inequalities (21)-(22), and vectors p satisfying p(s) = 0 and
(29). Now we can proceed to the computation of the nucleolus.

6.3 computation of the nucleolus

Recall that €1 < 0. As seen in Section 4, we have to solve a sequence of linear
programs where we maximize a parameter e. We divide this into two phases. The
case when € < 0 is treated first, and then we continue with the case when € > 0.

6.3.1 The case when € < 0.
We set € = €1, k =0, we call fized the arcs (s,t) and (¢, s), and we have to solve

max p (30)
p(v) — p(u) > d(u,v) if (u,v) € A" is fixed or (u,v) € P (31)
p(v) —p(u) > d(u,v) +p  if (u,v) € A"\ P, and (u,v) is not fixed, (32)
0<p<-—¢ (33)
After solving this, the new value for € will be €+ u. For (u,v) € P inequalities (31)
correspond to z(u,v) > 0. Inequalities (32) correspond to z(P) > r —c(P) + €+ u,
if P is an st-path with one jump. We need the inequality p < —¢€ in (33) because
the new value of € should be non-positive.

When solving (30)-(33) we are looking for the maximum value of p so that the
graph has no positive cycle, if we increase the costs of the non-fixed arcs in A"\ P
by this amount. Thus we need d(C) 4+ pn(C) < 0 for each cycle C. Here n(C) is
the number of arcs in A’ \ P that are non-fixed, in the cycle C. Then we have to
compute

a = min —d(0)

i ey (34)

Here the minimum is taken over all cycles in G’. As before this can be found with
the algorithm of [13].

Once the value « is obtained in (34), we set ;4 = min{«, —€}. Then we update
the arcs costs as

d(u,v) = d(u,v) + p,

for each non-fixed arc (u,v) € A"\ P. If 4 < —¢ let C be a cycle giving the
minimum in (34). We declare fired all arcs in CN(A’\P). We also update & + e+ p,
k + k+ 1, ¢, = €. Notice that at the first iteration we obtain u = 0, because at
this point € = €1. So this iteration just gives a set of arcs that should be fixed.

If € < 0 and there is an arc in A"\ P that is not fixed we solve (30)-(33) and
continue. Otherwise € = 0, or all arcs in A’ \ P are fixed, in this case we should
have € > 0, this is treated below.
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6.3.2 The case when ¢ > 0.

Here the arcs that have been fixed remain fixed. We have to impose x(a) > € for
a € P, this corresponds to inequalities (37) for a € P. Thus we have to solve
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p(v) — p(u) > d(u,v) if (u,v) € A" is fixed,

p(v) —p(u) > d(u,v) +p  if (u,v) € A’ is not fixed,
w2 0.
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Then we proceed as in Sub-section 5.2.

7 Complexity

Now we discuss the time complexity of all the procedures above.

In Section 3 we need the value of a shortest path, this takes O(m+nlogn) time.
Then to decide whether the core is empty we look for a circulation of maximum
cost, this takes O(n*m?®logn) time.

If the core is non-empty, we use the procedure in Sub-section 5.2. At each
iteration we have to find a cycle that minimizes a cost to time ratio. This done
with the algorithm of [13] that takes O(nm+n?logn) time. Each time at least one
arc becomes fixed, therefore this is done at most m times. Thus the complexity of
this procedure is O(nm? 4+ n?logn).

If the core is empty, we use the procedure in Section 6. To compute €; we need
to solve at most 2m maximum cost circulation problems. So the complexity of this
is O(n*m®*logn). Then we have to find at most m cycles that minimize the cost
to time ratio. Therefore the complexity of this part is O(nm? + n*logn).

Thus the time complexity is dominated by the computation of €; in Sub-
section 6.1. Then we have the theorem below.

Theorem 9 The nucleolus of a shortest path game can be computed in
O(n*m™logn) time.
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