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A reformulation of site-occupation embedding theory (SOET) in terms of Green’s functions
is presented. Referred to as site-occupation–Green’s function embedding theory (SOGET), this
novel extension of density-functional theory for model Hamiltonians shares many features with
dynamical mean-field theory (DMFT) but is formally exact (in any dimension). In SOGET,
the impurity-interacting correlation potential becomes a density-functional self-energy which is
frequency-dependent and in principle non-local. A simple local density-functional approximation
(LDA) combining the Bethe Ansatz (BA) LDA with the self-energy of the two-level Anderson model
is constructed and successfully applied to the one-dimensional Hubbard model. Unlike in previous
implementations of SOET, no many-body wavefunction is needed, thus reducing drastically the
computational cost of the method.

I. INTRODUCTION

The description of strong electron correlation is a
long-standing problem in both quantum chemistry
and condensed matter physics. In the former case,
state-of-the-art ab initio methods are based on the
explicit calculation of a many-body wavefunction. Un-
fortunately, they can only be applied to relatively small
systems because of the exponentially increasing size of
the many-body Hilbert space. An in-principle-exact
alternative is density-functional theory (DFT) [1, 2]
which drastically reduces the cost by mapping the fully
interacting system onto a non-interacting one. The
bottleneck of DFT is, in practice, the lack of accurate
density-functional approximations that can properly
treat strongly correlated systems [3–5]. In the face of
these problems, new methods have been developed.
Due to the fact that strong electron correlation is
mainly local, only a reduced part of the system has
to be treated accurately. Hence, quantum embedding
methods [6, 7] have been gaining an increasing attention.
They deliver a good compromise between the accuracy
of wavefunction-based methods and the computational
cost of mean-field-like methods like DFT.

Turning to model Hamiltonians like Hubbard, the
Green’s function-based dynamical mean-field theory
(DMFT) [8–12] is exact in the infinite dimension limit
where the self-energy is momentum-independent and
local. When merged with ab initio approaches like
DFT [13] or GW [14–19], the method can be applied
to realistic systems. DMFT has been succesfull in de-
scribing materials with localized d and f bands [20, 21].
An appealing extension of Green’s function techniques
to quantum chemical problems is self-energy embedding
theory (SEET) [22–25] where local and non-local

electronic correlations are modelled by the combination
of wave function-based methods with many-body per-
turbation theory. A mixture of configuration interaction
with Green’s functions has also been recently proposed
by Dvorak and Rinke [26].

For the calculation of non-dynamical properties,
density matrix embedding theory (DMET) [27–36],
or the related rotationally invariant slave bosons tech-
nique [37, 38], has become a viable alternative to
DMFT. In standard DMET, the embedding procedure
relies on the Schmidt decomposition of a mean-field
many-body wavefunction. The one-electron reduced
density matrix is then introduced in order to define a
convergence criterion for the method. Note that DMET
has also been extended to the calculation of spectral
properties [39].

Turning now to DFT for model Hamiltonians,
also referred to as site-occupation functional theory
(SOFT) [40], a local density approximation (LDA)
based on the Bethe ansatz (BA) has been developed for
the one-dimensional (1D) Hubbard model [41–43]. It
contains the effect of strong correlation and can describe
Mott physics [44, 45]. An extension of BALDA to higher
dimensions has been recently proposed [46]. Note also
that the use of other (frequency-independent) reduced
quantities, such as the one-body density matrix, has
been considered in the so-called lattice DFT [47–53]. In
recent years, an in-principle-exact alternative formula-
tion of SOFT, referred to as site-occupation embedding
theory (SOET) [54–57], has been explored. In contrast
to standard Kohn–Sham (KS) DFT, SOET maps the
whole physical system onto an impurity-interacting one.
Note that both systems have the same size. So far, the
impurity-interacting system has been treated by exact

ar
X

iv
:1

90
8.

00
88

6v
2 

 [
co

nd
-m

at
.s

tr
-e

l]
  1

0 
O

ct
 2

01
9



2

diagonalization for small rings [55] or on the level of
density matrix renormalization group (DMRG) [56, 58]
for (slightly) larger systems. More recently, Senjean
has formulated a projected version of SOET, where
the Schmidt decomposition is applied to the KS de-
terminant, thus reducing drastically the computational
cost of the method [59]. In order to access physical
properties such as double occupations and per-site
energies, a density-functional correction is applied to the
“bare” properties of the auxiliary impurity-interacting
system [56]. The formal advantages of SOET over
other hybrid methods is the absence of double counting,
the existence of a variational principle, as well as
in-principle-exact expressions for the physical properties
of interest. From a practical point of view, the major
drawback of SOET is the size of the impurity-interacting
system which is not effectively reduced as in DMET and
makes calculations prohibitively expensive.

As mentioned previously, a reduction in system
size can be obtained by projection [59], in the spirit
of DMET. In this work, we explore an alternative
approach based on the reformulation of SOET in terms
of Green’s functions. The approach will be referred to
as site-occupation–Green’s function embedding theory
(SOGET) in the following. Instead of combining static
density-functional approximations with a many-body
wavefunction treatment, we introduce in SOGET a
density-functional self-energy which is both frequency-
and site-occupation-dependent. The role of this self-
energy is to generate an impurity Green’s function that
reproduces, in principle exactly, the site occupations
of the physical system. It also describes electron
correlation in the auxiliary impurity-interacting system.
In this work, we develop a simple LDA based on the
combination of BALDA with the Anderson dimer model.
As our self-energy depends explicitly on the impurity
site occupation, there is no need for an impurity solver,
thus reducing drastically the computational cost of the
method.

The paper is organized as follows. After a brief review
on SOET (Sec. IIA), a formally exact derivation of SO-
GET is presented in Sec. II B. The importance of deriva-
tive discontinuities in the bath, when it comes to model
gap openings, is then highlighted in Sec. II C. In order
to turn SOGET into a practical computational method,
density-functional approximations to both correlation en-
ergies and the impurity-interacting self-energy must be
developed, as discussed in detail in Sec. III. A summary
of the various approximations as well as computational
details are given in Sec. IV. Results obtained with SO-
GET for the 1D Hubbard model are presented and dis-
cussed in Sec. V. Conclusions and perspectives are finally
given in Sec. VI.

II. THEORY

A. Site-occupation embedding theory

The single-impurity version of SOET, which is consid-
ered in the rest of this work, is briefly reviewed in the
following. More details can be found in Refs. [56, 57].
We start from the (grand canonical) 1D Hubbard Hamil-
tonian,

Ĥ = T̂ + Û + V̂ − µN̂, (1)

where

T̂ = −t
∑

<i,j>,σ

(â†iσâjσ + h.c.) (2)

describes the nearest-neighbor hopping of the electrons.
It is analogous to the kinetic energy operator in DFT.
The parameter t is the hopping integral. The summation
over site indices goes from i = 0 to L − 1. In order to
uniquely define the ground state, we impose anti-periodic
boundary conditions (âLσ = −â0σ) when the number of
electrons is a multiple of four and periodic boundary con-
ditions (âLσ = â0σ) otherwise. The Coulomb operator

Û = U
∑
i

n̂i↑n̂i↓ (3)

describes the on-site repulsion of electrons with interac-
tion strength U . In addition to the kinetic and Coulomb
term, we add a local potential operator

V̂ =
∑
i

vin̂i (4)

which plays the role of the external potential in DFT and
therefore modulates the electronic density (the occupa-
tion of the sites in this context). The density operator
on site i,

n̂i =
∑
σ

â†iσâiσ, (5)

yields the individual site occupations which can be
viewed as a proxy of the electronic density in atomic sys-
tems. The chemical potential µ fixes the total number of
electrons in the system via the particle number operator

N̂ =
∑
i

n̂i . (6)

In the language of DFT [1], the exact ground-state
energy is obtained variationally, and for a given number
of electrons, as follows:

E(v) = min
n
{F (n) + (v|n)}, (7)

where n ≡ (n0, n1, . . . , nL−1) is the density profile,

F (n) = min
Ψ→n
〈Ψ|
(
T̂ + Û

)
|Ψ〉 (8)
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is the Levy-Lieb (LL) functional, and

(v|n) =
∑
i

vini . (9)

Within the conventional KS formalism, the expression in
Eq. (8) is split as follows:

F (n) = Ts(n) + EHxc(n), (10)

where

Ts(n) = min
Ψ→n
〈Ψ|T̂ |Ψ〉 (11)

is the kinetic energy functional of the fictitious non-
interacting KS system with density n and

EHxc(n) =
U

4

∑
i

n2
i + Ec(n) (12)

is the Hartree-exchange-correlation (Hxc) functional. In
the particular case of a uniform system, which is consid-
ered in the rest of this work, the following local density
approximation to the correlation energy becomes exact:

Ec(n) =
∑
i

ec(ni), (13)

where ec(n) is the per-site density-functional correlation
energy.

In SOET, a different partitioning of the LL functional
is used,

F (n) = F imp(n) + E
bath

Hxc (n), (14)

where

F imp(n) = min
Ψ→n
〈Ψ|
(
T̂ + Û0)|Ψ〉,

=
〈

Ψimp(n)
∣∣∣T̂ + Û0

∣∣∣Ψimp(n)
〉
, (15)

and Û0 = Un̂0↑n̂0↓. The latter functional is the analog
of the LL functional for a partially-interacting system
where the on-site Coulomb interaction U is switched off
on the whole lattice except on one site labelled as i = 0.
The latter is referred to as the “impurity” whereas the re-
gion of all the remaining (non-interacting) sites is called
“bath” in SOET. Note that, if n is pure-state impurity-
interacting v-representable, the minimizing wavefunction
Ψimp(n) in Eq. (15) is well-defined and it fulfills the fol-
lowing ground-state Schrödinger-like equation:

Ĥ imp(n)
∣∣Ψimp(n)

〉
= E imp(n)

∣∣Ψimp(n)
〉
, (16)

where the impurity-interacting density-functional Hamil-
tonian reads

Ĥ imp(n) = T̂ + Û0 +
∑
i

vemb
i (n) n̂i. (17)

The unicity (up to a constant) of the potential{
vemb
i (n)

}
0≤i≤L−1

is guaranteed by the Hohenberg–
Kohn theorem [1] that we simply apply in this context

to impurity-interacting Hamiltonians.

The second term on the right-hand side of Eq. (14) is
the Hxc functional of the bath. It can be decomposed
into Hx and correlation terms as follows,

E
bath

Hxc (n) =
U

4

∑
i 6=0

n2
i + E

bath

c (n). (18)

If we consider the KS decomposition of the impurity-
interacting LL functional F imp(n) = Ts(n) + Eimp

Hxc(n),
where Eimp

Hxc(n) = (Un2
0/4) + Eimp

c (n), it comes

E
bath

c (n) = Ec(n)− Eimp
c (n), (19)

where we readily see that the complementary bath
correlation functional describes not only the correlation
in the bath but also its coupling with the correlation
effects on the impurity.

By inserting Eqs. (14) and (15) into Eq. (7), it can be
shown [56] that, in SOET, the KS equations are replaced
by the following self-consistent ground-state many-body
wavefunction equation,(

T̂ + Û0 +
∑
i

vemb
i n̂i

)
|Ψimp〉 = E imp|Ψimp〉, (20)

where

vemb
i = vi +

∂E
bath

Hxc (n)

∂ni

∣∣∣∣∣
n=nΨimp

− µ (21)

plays the role of a density-functional embedding potential
for the impurity. It ensures that the impurity-interacting
wavefunction yields the site-occupation of the physical
Hubbard model. Note that, like in DFT, the latter
(auxiliary) wavefunction is not expected to reproduce
other observables such as the double occupation. One
needs to add the density-functional contributions from
the bath [see Eq. (19)] to the bare impurity-interacting
double occupation dimp in order to calculate in-principle-
exact and physically meaningful properties. In the par-
ticular case of the uniform Hubbard model, i.e. when
nΨimp ≡ (n, n, . . . , n), the exact double occupation reads
as follows in SOET: [56]

d = dimp +
∂ebath

c (nΨimp

)

∂U
, (22)

where

dimp = 〈Ψimp|n̂0↑n̂0↓|Ψimp〉, (23)

and

ebath
c (n) = ec(n0)− Eimp

c (n)

= E
bath

c (n)−
∑
i 6=0

ec(ni). (24)
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The latter functional can be seen as a per-site correla-
tion functional for the bath. The exact physical per-site
energy can be expressed as follows [56, 57]:

e = ts(n) + t
∂ec(n)

∂t
+ Udimp + U

∂ebath
c (nΨimp

)

∂U
,(25)

where ts(n) is the non-interacting per-site kinetic energy
functional [ts(n) = −4t sin(πn/2)/π in the 1D case].

B. Site-occupation–Green’s function embedding
theory

1. Density-functional self-energy

In the following, we propose a complete reformula-
tion and simplication of SOET based on the Green’s
function formalism. We would like the embedding pro-
cedure to remain a functional of the density, unlike in
conventional approaches like DMFT or SEET where the
Green’s function is the basic variable. For that pur-
pose, we start from the impurity-interacting many-body
wavefunction in Eq. (16) and consider the correspond-
ing (retarded) equilibrium zero-temperature frequency-
dependent one-particle Green’s function Gimp (n, ω) ≡{
Gimp
iσ,jσ′ (n, ω)

}
i,j,σ,σ′

with 0 ≤ i, j ≤ L − 1, which we

simply refer to as the impurity Green’s function in the
following. Its elements in the Lehmann representation
are defined as follows:

Gimp
iσ,jσ′ (n, ω) =

〈
âiσ

1

ω + E imp(n)− Ĥ imp(n) + iη
â†jσ′

〉
Ψimp(n)

+

〈
â†jσ′

1

ω − E imp(n) + Ĥ imp(n) + iη
âiσ

〉
Ψimp(n)

,

(26)

where η → 0+. Note that, by construction, the impurity
Green’s function reproduces the density profile n:

− 1

π

∑
σ

∫ 0

−∞
dω Im

[
Gimp
iσ,iσ (n, ω)

]
= ni, (27)

where we integrate up to zero since the chemical po-
tential is included into Ĥ imp(n). Note also that, by
analogy with the fully-interacting case [see Eq. (A.1) in
Ref. [60]], one could make the one-to-one correspondence
between the impurity-interacting Green’s function and
the embedding potential (which is itself an implicit
functional of the ground-state density) more explicit by
expanding the Green’s function through second order in
1/ω.

Let us now introduce an auxiliary interaction-free
Green’s function Gimp (n, ω) which is obtained by remov-
ing from Ĥ imp(n) the interaction on the impurity site.
From the point of view of DMFT, Gimp (n, ω) might be
seen as a density-functional Weiss field, whose explicit
expression reads

Gimp (n, ω) =
[
(ω + iη) I− t− vemb(n)

]−1
,

(28)

where I is the identity matrix, t is the matrix repre-
sentation of the (one-electron) hopping operator, and
vemb(n) ≡

{
δσσ′δijv

emb
i (n)

}
0≤i,j≤L−1,σ,σ′

is the matrix

representation of the local and frequency-independent
embedding potential. Note that Gimp (n, ω) is a func-
tional of the density n but it does not reproduce that
density.

We can now define a density-functional impurity self-
energy,

Σimp
Hxc(n, ω) =

[
Gimp (n, ω)

]−1 −
[
Gimp (n, ω)

]−1
,

(29)

which is (one of) the central quantity in SOGET. It is
in principle non-local and, when combined with the im-
purity Green’s function, it gives access to the impurity
LL density-functional energy defined in Eq. (15). Indeed,
since real algebra can be used to describe the impurity-
interacting density-functional many-body wavefunction
Ψimp(n), its kinetic energy can be written as

〈Ψimp(n)|T̂ |Ψimp(n)〉 = −t
∑

<i,j>,σ

〈
â†iσâjσ + h.c.

〉
Ψimp(n)

= −2t
∑

<i,j>,σ

〈
â†jσâiσ

〉
Ψimp(n)

, (30)

where, according to Eq. (26),〈
â†jσâiσ

〉
Ψimp(n)

= − 1

π

∫ 0

−∞
dω Im

[
Gimp
iσ,jσ (n, ω)

]
.

(31)
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We stress again that the chemical potential is included
into Ĥ imp(n), hence the integration up to zero in
Eq. (31). In addition, by deriving the equation of mo-
tion for the impurity-interacting Green’s function, it can
be shown, in complete analogy with conventional Green’s
function theory, that the density-functional impurity in-
teraction energy reads

〈Ψimp(n)|Û0|Ψimp(n)〉 = U 〈n̂0↑n̂0↓〉Ψimp(n)

= − 1

π

∫ 0

−∞
dω Im

[
Σimp

Hxc(n, ω)Gimp (n, ω)
]

0σ′,0σ′
,(32)

where σ′ refers to a spin up or spin down state [for
simplicity, we restrict the discussion to cases where the
Green’s function is the same for up and down spins].
From Eqs. (15), (30), (31) and (32), we obtain the fol-
lowing expression:

F imp(n) =
2t

π

∑
<i,j>,σ

∫ 0

−∞
dω Im

[
Gimp
iσ,jσ (n, ω)

]
− 1

π

∫ 0

−∞
dω Im

[
Σimp

Hxc(n, ω)Gimp (n, ω)
]

0σ′,0σ′
. (33)

Combining Eq. (33) with Eq. (14) leads to a formally
exact SOGET where, like in SOET, the bath is described
with a density functional and, unlike in SOET, a Green’s
function is used to describe the impurity-interacting
system (instead of a many-body wavefunction).

Interestingly, if we introduce the KS potential into
the density-functional embedding one [see Eqs. (19) and

(21)],

vemb
i (n) = vKS

i (n)− ∂EHxc(n)

∂ni
+
∂E

bath

Hxc (n)

∂ni

= vKS
i (n)− ∂Eimp

Hxc(n)

∂ni

= vKS
i (n)− vimp

Hxc,i(n), (34)

we deduce from Eqs. (28) and (29) the following Dyson
equation,

Σimp
Hxc(n, ω) =

[
GKS (n, ω)

]−1 −
[
Gimp (n, ω)

]−1

+vimp
Hxc(n), (35)

or, equivalently,

Gimp (n, ω) = GKS (n, ω)

+GKS (n, ω)
(
Σimp

Hxc(n, ω)− vimp
Hxc(n)

)
Gimp (n, ω) ,

(36)

where GKS (n, ω) =
[
(ω + iη) I− t− vKS(n)

]−1 is
the non-interacting KS Green’s function. Compar-
ing Eq. (35) with Eqs. (16), (17), and (34) reveals
a key difference between SOET and SOGET. While
the former generates the impurity-interacting many-
body wavefunction with density n from the local and
frequency-independent potential vimp

Hxc(n), SOGET is
expected to generate the corresponding Green’s function
from the KS one. For that purpose, non-local and
frequency-dependent corrections to vimp

Hxc(n) are in prin-
ciple needed. These corrections will be contained in the
correlation part of the impurity-interacting self-energy
that needs to be modelled.

Finally, since the KS and impurity-interacting Green’s
functions reproduce the same density profile n, i.e.∑

σ

∫ 0

−∞
dω Im

[
Gimp
iσ,iσ (n, ω)

]
=
∑
σ

∫ 0

−∞
dω Im

[
GKS
iσ,iσ (n, ω)

]
, (37)

we obtain, by inserting Eq. (36) into Eq. (37), a Sham–
Schlüter-like equation for the impurity-interacting sys-
tem:

∑
σ

∫ 0

−∞
dω Im

[
GKS (n, ω) Σimp

Hxc(n, ω)Gimp (n, ω)
]
iσ,iσ

=
∑
σ,j

vimp
Hxc,j(n)

∫ 0

−∞
dω Im

[
GKS
iσ,jσ (n, ω)Gimp

jσ,iσ (n, ω)
]
.

(38)

This relation, which explicitly connects the local and
frequency-independent potential vimp

Hxc(n) to the non-local
and frequency-dependent self-energy Σimp

Hxc(n, ω), is a
stringent condition that could be used, for example, in
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the development of approximate embedding potentials.
This is left for future work.

2. Self-consistency loop in SOGET

We explain in this section how the impurity-interacting
Green’s function can be determined self-consistently
from the density-functional impurity self-energy. Our
starting point will be the SOET Eq. (20) where the
quantity to be determined self-consistently is the
impurity-interacting many-body wavefunction. We want
to bypass this step, which is computationally demanding,
and propose an alternative equation where the unknown
quantity is the corresponding Green’s function.

Let us assume that we have at hand both the corre-
lation functional for the bath and the impurity density-
functional self-energy (these two quantities will of course
be approximated later on). We denote Gimp (ω) the
Green’s function constructed from the solution Ψimp to
the self-consistent SOET Eq. (20),

Gimp
iσ,jσ′ (ω) =

〈
âiσ

1

ω + E imp − Ĥ imp + iη
â†jσ′

〉
Ψimp

+

〈
â†jσ′

1

ω − E imp + Ĥ imp + iη
âiσ

〉
Ψimp

, (39)

where

Ĥ imp = T̂ + Û0

+
∑
i

[
vi − µ+

∂E
bath

Hxc (n)

∂ni

∣∣∣∣∣
n=nΨimp

]
n̂i. (40)

By construction, the density profile nGimp ≡{
nG

imp

i

}
0≤i≤L−1

generated from Gimp (ω) equals

the density profile of Ψimp:

nG
imp

i = − 1

π

∑
σ

∫ 0

−∞
dω Im

[
Gimp
iσ,iσ (ω)

]
=
∑
σ

〈
Ψimp

∣∣ â†iσâiσ ∣∣Ψimp
〉

= nΨimp

i , (41)

which is itself equal to the density of the physical
(Hubbard) system if no approximation is made.

Since, as readily seen from the SOET Eq. (20), Ψimp is
the ground state of an impurity-interacting system with
density nΨimp

= nGimp

and embedding potential

vemb(nGimp

) = v − µ+
∂E

bath

Hxc (n)

∂n

∣∣∣∣∣
n=nGimp

, (42)

we conclude [see Eq. (17)] that

Ĥ imp
(
nGimp

)
= Ĥ imp, (43)

thus leading to

Ψimp
(
nGimp

)
= Ψimp,

E imp
(
nGimp

)
= E imp, (44)

so that [see Eqs. (26) and (39)],

Gimp
(
nGimp

, ω
)

= Gimp (ω) . (45)

Finally, the latter equation can be rewritten as [see
Eq. (29)][
Gimp (ω)

]−1
=
[
Gimp

(
nGimp

, ω
)]−1

=
[
Gimp

(
nGimp

, ω
)]−1

−Σimp
Hxc

(
nGimp

, ω
)
,

(46)

or, equivalently [see Eqs. (28) and (42)],[
Gimp (ω)

]−1
=
[
Gimp
v

(
nGimp

, ω
)]−1

−Σimp
Hxc

(
nGimp

, ω
)
,

(47)

where the density-functional interaction-free Green’s
function Gimp

v (n, ω) is determined from the physical ex-
ternal potential v as follows,

Gimp
v (n, ω) =

[
(ω + µ+ iη) I− t− v − ∂E

bath

Hxc (n)

∂n

]−1

.

(48)

Thus we conclude that the impurity-interacting Green’s
function Gimp (ω) fulfills the following self-consistent SO-
GET equation,

Σimp
Hxc

(
nG, ω

)
=
[
Gimp
v

(
nG, ω

)]−1 − [G (ω)]
−1
, (49)

or, equivalently,

G (ω) =
[[
Gimp
v

(
nG, ω

)]−1 −Σimp
Hxc

(
nG, ω

)]−1

,(50)

which can be seen as an in-principle-exact density-
functional version of the self-consistency loop in DMFT.
The lighter notation G (without the superscript “imp”)
is used to make the self-consistent character of Eq. (50)
more visible.

Turning to uniform systems (v ≡ 0), the self-
consistently converged solution to the SOGET Eq. (50)
can be combined with the SOET expressions for the dou-
ble occupation and per-site energy [see Eqs. (22), (25),
and (33)], thus leading to the final SOGET expressions,

d = − 1

πU

∫ 0

−∞
dω Im

[
Σimp

Hxc

(
nGimp

, ω
)

Gimp (ω)
]

0σ′,0σ′

+
∂ebath

c

(
nGimp

)
∂U

,

(51)
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and

e =

[
ts(n) + t

∂ec(n)

∂t

]
n=nGimp

0

+ Ud, (52)

where nG
imp

0 is the impurity site occupation.

In addition to the non-locality of the impurity-
interacting self-energy (that will be neglected in the rest
of this work), the use of a correlation density functional
for describing the bath, which is inherited from SOET,
plays a crucial role in making SOGET in principle ex-
act, whatever the dimension of the system is. This is an
important difference with DMFT, which is only exact in
the infinite dimension limit [61]. As illustrated in Sec. V,
SOGET can actually describe one-dimensional systems
accurately.

C. Opening of the gap and derivative
discontinuities

We discuss in this section the calculation of the chem-
ical potential µ ≡ µ(n) as a function of the filling [from
now on SOGET is applied to the 1D uniform Hubbard
model, i.e. v ≡ 0]. Like in KS-DFT, the impurity-
interacting Green’s function of SOGET is expected to
reproduce the physical density [the correct filling in this
case], not the physical spectral function. Nevertheless,
as the former is determined from the latter, we need to
explain how the opening of gaps can effectively occur in
SOGET. This is a crucial point when it comes to model
density-driven Mott–Hubbard transitions (see Sec. VC).
For clarity, we first address this problem in both physi-
cal and KS systems, thus highlighting the importance of
derivative discontinuities in DFT-based methods.

1. Physical system

In conventional Green’s function theory, the Green’s
function of the physical fully-interacting system fulfills
the following self-consistent Dyson equation,

[G (ω)]
−1

= (ω + µ+ iη) I− t−ΣHxc (G, ω) , (53)

where, unlike in SOGET, the self-energy is a functional
of the Green’s function, not the density.

When crossing half-filling (i.e. n = 1), the on-site two-
electron repulsion, which is fully described by the self-
energy, induces an opening of the energy gap [41]. In
order to guarantee that the density continuously vary

from 1− to 1+, i.e.

− 1

π

∑
σ

∫ 0

−∞
dω Im [G0σ,0σ (ω)]|n→1−

= − 1

π

∑
σ

∫ 0

−∞
dω Im [G0σ,0σ (ω)]|n→1+

= 1, (54)

even though the self-energy induces a gap opening, the
chemical potential has to exhibit a discontinuity at half-
filling:

µ− = µ(n)|n→1− 6= µ+ = µ(n)|n→1+ . (55)

Note that, since

µ(n) = ∂e(n)/∂n ≡ ∂E(N)/∂N, (56)

the difference µ+−µ− in chemical potential corresponds
to the physical fundamental gap

Eg = E(L− 1) + E(L+ 1)− 2E(L) (57)

of the half-filled (N = L) Hubbard system.

2. Kohn–Sham system

Let us now turn to the KS equation which can be
rewritten in terms of the Green’s function as follows:

[G (ω)]
−1

= (ω + µ+ iη) I− t

−
[
U

2
nG0 +

∂ec(n)

∂n

∣∣∣∣
n=nG

0

]
I, (58)

where µ is the physical chemical potential that also ap-
pears in Eq. (53). The self-consistently converged solu-
tion is the non-interacting KS Green’s function GKS(ω).
If we assume that the correlation potential is discontin-
uous at half-filling [it will become clear in the following
that it can not be otherwise], the KS Green’s functions
in the left and right half-filled limits can be connected as
follows, according to Eq. (55):[
GKS (ω)

]−1
∣∣∣
n→1+

=
[
GKS (ω + µ+ − µ− −∆c)

]−1
∣∣∣
n→1−

,

(59)

where

∆c =
∂ec(n)

∂n

∣∣∣∣
n=1+

− ∂ec(n)

∂n

∣∣∣∣
n=1−

(60)

is the (correlation) derivative discontinuity. Note that
GKS(ω) is expected to reproduce the exact density.
Therefore it should fulfill the continuity condition in
Eq. (54). Combining the latter condition with the fact
that GKS(ω) is a non-interacting Green’s function leads
to the following relation,[
GKS (ω)

]−1
∣∣∣
n→1+

=
[
GKS

(
ω + µKS

+ − µKS
−
)]−1

∣∣∣
n→1−

,

(61)
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where µKS
+ − µKS

− is the KS orbital gap. Thus we recover
from Eqs. (59) and (61) the well-known DFT expres-
sion for the fundamental gap [62] (without the exchange
derivative discontinuity correction as we work with the
Hubbard model),

µ+ − µ− = µKS
+ − µKS

− + ∆c. (62)

In the thermodynamic limit of the 1D Hubbard model,
the KS gap becomes zero (µKS

+ = µKS
− = 0) so that the

opening of the physical gap fully relies on the derivative
discontinuity in the correlation potential:

µ+ − µ− −→
L→+∞

∆c. (63)

Interestingly, the BALDA functional incorporates this
feature [41], unlike conventional ab initio functionals. Let
us stress that the physical gap opening will not appear
explicitly in the KS spectral function. Indeed, as readily
seen from Eq. (61), the KS Green’s function only de-
scribes a gapless non-interacting system:[

GKS (ω)
]−1
∣∣∣
n→1+

−→
L→+∞

[
GKS (ω)

]−1
∣∣∣
n→1−

= (ω + iη) I− t, (64)

where we used the relation µKS
− ≡ µ− − (U/2) −

∂ec(n)/∂n|n=1− = 0 [see Eq. (58)]. The ad hoc derivative
discontinuity correction to the KS gap is the key ingredi-
ent for describing (effectively) the opening of the physical
gap.

3. Impurity-interacting system

We finally turn to the SOGET Eq. (49) that we propose
to rewrite as follows for analysis purposes:

[G (ω)]
−1

= (ω + µ+ iη) I− t

−Ibath

[
U

2
n0 +

∂ec(n0)

∂n0
− ∂Eimp

c (n)

∂n

]∣∣∣∣
n=nG

+Iimp

[
∂Eimp

c (n)

∂n0
− ∂ec(n0)

∂n0

]∣∣∣∣
n=nG

−Σimp
Hxc

(
nG, ω

)
,

(65)

where Iimp and Ibath are the projectors onto the impurity
and bath orbital spaces, respectively (I = Iimp + Ibath).
The self-consistently converged solution to the latter
equation is the impurity-interacting Green’s function
Gimp(ω).

As readily seen from Eq. (65), the inverse of the
Green’s function is determined, within the impurity
orbital space, from two quantities: a (frequency-
independent) density-functional potential and a
frequency-dependent self-energy [fourth and fifth
terms on the right-hand side of the equation]. The for-
mer is not expected to exhibit a derivative discontinuity
at half-filling, even though both impurity-interacting and

fully-interacting correlation potentials do. This state-
ment is based on the fact that, in the atomic limit, the
derivative discontinuities do cancel each other [56]. As
a result, in SOGET, we expect the impurity-interacting
self-energy to be responsible for the shift µ− → µ+ in
chemical potential on the impurity site. In the bath, this
shift is induced by the derivative discontinuity in the
fully-interacting correlation potential ∂ec(n)/∂n [see the
third term on the right-hand side of Eq. (65)]. Note
that we do not expect the impurity-interacting corre-
lation potential ∂Eimp

c (n)/∂ni to exhibit a derivative
discontinuity in the bath (i.e. for i > 0). Again, this
statement relies on what can be seen in the atomic limit
[see Eq. (D15) in Ref. [56]].

In conclusion, in order to effectively open the physi-
cal gap (i.e. shift the chemical potential on all sites), the
presence of derivative discontinuities in the bath seems to
be essential. For that reason, like in KS-DFT, we do not
expect the impurity-interacting spectral function of SO-
GET to exhibit a gap opening. This is actually confirmed
by the numerical calculations presented in Sec. VD.

III. APPROXIMATIONS

In order to turn SOGET into a practical computational
method we first need a density-functional approximation
for the bath [i.e. E

bath

c (n) or, equivalently, ec(n) and
Eimp

c (n)], like in SOET. The approximations which are
used in this work are briefly reviewed in Sec. III A. The
new ingredient to be modelled is the impurity-interacting
density-functional self-energy Σimp

Hxc(n, ω) for which a lo-
cal approximation based on the Anderson dimer is con-
structed in Secs. III B and III C.

A. Approximations to density-functional
correlation energies

In the particular case of the 1D Hubbard model, the
per-site correlation energy functional can be described
within BALDA [42]:

ec(n)→ eBA
c (n) . (66)

By construction, the BALDA is exact (in the thermody-
namic limit) at half-filling for any U/t value, and for any
fillings when U/t = 0 or U/t→ +∞. Following Ref. [56],
we will assume that the impurity correlation energy does
not vary with the occupations in the bath, which is an
approximation [55]:

Eimp
c (n)→ Eimp

c (n0) , (67)

thus leading to the following simplifications in the per-
site bath correlation functional [see Eq. (24)],

ebath
c (n)→ eBA

c (n0)− Eimp
c (n0), (68)
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and in the embedding potential to be used in the
interaction-free Green’s function [see Eq. (48)]:

∂E
bath

Hxc (n)

∂ni
→ (1− δ0i)

U

2
n0 +

∂eBA
c (n)

∂n

∣∣∣∣
n=n0

−δi0
∂Eimp

c (n0)

∂n0
.

(69)

Note that, in Eq. (69), we assumed that the density
profile is uniform (as it should).

Various local density-functional approximations to
the impurity correlation energy have been explored in
Refs. [56] and [57]. In this work, we will use the one
extracted from the two-level (2L) Anderson model [55]
which can be expressed as follows:

Eimp
c (n0)→ Eimp,2L

c (U, n0) = E2L
c (U/2, n0), (70)

where E2L
c (U, n0) is the density-functional correlation en-

ergy of the two-electron Hubbard dimer with on-site in-
teraction strength U . In practice, we use the accurate
parameterization of Carrascal et al. [63, 64] for comput-
ing E2L

c (U/2, n0) and its derivatives. Note that the same
model will be considered in Sec. III C in order to con-
struct an approximate impurity-interacting self-energy.
The combination of the 2L approximation with BALDA
in Eqs. (68) and (69) will simply be referred to as 2L-
BALDA in the following.

B. Local self-energy approximation

By analogy with DMFT, we make the assumption
that the impurity-interacting self-energy introduced in
Eq. (29) is local:

Σimp
Hxc(n, ω)→ δσσ′δi0δj0 Σimp

Hxc(n0, ω). (71)

Consequently, the SOGET Eq. (50) can be simplified as
follows:

G (ω) =
1

1

Gimp
(
nG0 , ω

) − Σimp
Hxc(nG0 , ω)

, (72)

where

nG0 = − 2

π

∫ 0

−∞
dω Im [G (ω)] . (73)

As mentioned previously, we assume that spin up and
spin down Green’s functions are equal [hence the fac-
tor 2 in Eq. (73)]. The self-consistently converged solu-
tion to Eq. (72) will be an approximation to Gimp

0σ,0σ (ω).
The approximate interaction-free Green’s function on
the impurity site Gimp (n0, ω) can be seen as a density-
functional Weiss field whose final expression reads (see

Appendix B),

Gimp(n0, ω) =
1

ω + iη + µ− vemb
0 (n0)−∆(n0, ω)

,

(74)

where

vemb
0 (n0) =

∂eBA
c (n0)

∂n0
− ∂Eimp

c (n0)

∂n0
, (75)

and

∆(n0, ω) =
∑
k

|V0k|2
ω + iη + µ− εk(n0)

(76)

is the analog of the hybridization function in DMFT [65].
The bath orbital energies εk(n0) and impurity-bath cou-
pling terms V0k are obtained by diagonalizing the
projection onto the bath of the interaction-free SOET
Hamiltonian (further details are given in Appendix C).

If we use the following exact expression for the chemical
potential,

µ = µKS(n0) +
U

2
n0 +

∂ec(n0)

∂n0
, (77)

where the KS chemical potential reads (in 1D)

µKS(n0) =
∂ts(n0)

∂n0
= −2t cos

(π
2
n0

)
, (78)

we see from Eq. (74) that, within the 2L-BALDA approx-
imation, the total potential on the impurity site will be
simplified as follows:

−µ+ vemb
0 (n0)→ −U

2
n0 −

∂Eimp,2L
c (U, n0)

∂n0

−∂ts(n0)

∂n0
, (79)

while giving in the bath (see Eq. (69)),

−µ+ vemb
i (n0)

i>0−−→ −∂ts(n0)

∂n0
. (80)

With the latter simplification, the following substitution
can therefore be made in the hybridization function (see
Eq. (C7)):

µ− εk(n0)→ µKS(n0) + 2t cos(k), (81)

thus showing that the bath is basically treated within KS
DFT. Note also that the 2L impurity-interacting corre-
lation potential does not exhibit a derivative discontinu-
ity at n0 = 1 for finite U/t values [55]. According to
Eqs. (79) and (80), in the half-filled left or right limits
(n0 → 1∓), the total potential will therefore be equal
to −U/2 on the impurity and it will vanish in the bath,
which is exact for half-filled finite systems [56].
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C. Two-level density-functional self-energy
approximation

A simple but non-trivial way to design a local density-
functional approximation to the impurity-interacting
self-energy consists in applying SOGET to the two-
electron Hubbard dimer. This idea originates from the
two-site version of DMFT [66–69], where the physical
system is mapped onto an impurity with a single bath
site. In the context of SOGET, the density-functional
SOET Hamiltonian is the Hamiltonian of an Anderson
dimer [55],

Ĥ imp,2L(n0) ≡ −t
∑
σ

(â†0σâ1σ + â†1σâ0σ) + Un̂0↑n̂0↓

+∆vemb(n0)
(
n̂1 − n̂0

)
/2, (82)

where, according to Eq. (34) and Ref. [55], the embedding
potential can be written as follows:

∆vemb(n0) = ∆vKS(n0)−∆vimp
Hxc(n0), (83)

with

∆vKS(n0) =
2t(n0 − 1)√
n0(2− n0)

=
∂T 2L

s (n0)

∂n0
. (84)

T 2L
s (n0) denotes the non-interacting density-functional

kinetic energy and

∆vimp
Hxc(n0) = −U

2
n0 −

∂Eimp,2L
c (U, n0)

∂n0

= −U
2
n0 −

∂E2L
c (U/2, n0)

∂n0
, (85)

where E2L
c (U, n0) is the density-functional correlation en-

ergy of the two-electron Hubbard dimer [63], which has
been introduced in Eq. (70). While the occupation n0

of the impurity can fluctuate, the total number of elec-
trons in the dimer is fixed (n1 = 2 − n0). The bath is
reduced to a single site which plays the role of a reser-
voir. As a result, we can shift the embedding potential
by −∆vemb(n0)/2, thus leading to the final expression,

Ĥ imp,2L(n0) ≡ −t
∑
σ

(â†0σâ1σ + â†1σâ0σ) + Un̂0↑n̂0↓

−∆vemb(n0)n̂0. (86)

The embedding potential on the impurity site can be
rewritten as follows:

−∆vemb(n0) = −U
2
n0 −

∂Eimp,2L
c (U, n0)

∂n0

−∂T
2L
s (n0)

∂n0
, (87)

and compared with its expression in the true impurity-
interacting system [see Eq. (79)]. We note that, since
the two expressions only differ by non-interacting kinetic
energy contributions, it is relevant to use the 2L model

described in Eq. (86) as reference for extracting a
density-functional self-energy, especially when electron
correlation is strong.

From the exact expressions in Eqs. (34) and (35),
we can construct an (approximate) impurity-interacting
density-functional self-energy within the 2L model,

Σimp,2L
Hxc (n0, ω) = −∆vimp

Hxc(n0) + Σimp,2L
c (n0, ω) ,(88)

where the frequency-dependent impurity correlation self-
energy is obtained as follows:

Σimp,2L
c (n0, ω) =

1

GKS,2L
0σ,0σ (n0, ω)

− 1

Gimp,2L
0σ,0σ (n0, ω)

.

(89)

The analytical derivation of both KS and impurity-
interacting Green’s functions is detailed in Appendix A.
Note that, in the symmetric and strongly correlated lim-
its, the impurity self-energy reduces to the exact atomic
self-energy, the well-known Hubbard-I (H-I) approxima-
tion [70],

Σimp,2L
Hxc (n0 = 1, ω)

U/t→∞−−−−−→ ΣH−I
Hxc

(
n0 = 1, µ =

U

2
, ω

)
,

(90)

where

ΣH−I
Hxc (n0, µ, ω) =

U

2
n0

+
n0

2

(
1− n0

2

) U2

ω + iη + µ− (1− n0

2 )U
. (91)

From now on, the local impurity-interacting self-energy
introduced in Eq. (71) will be approximated by the 2L
one:

Σimp
Hxc (n0, ω)→ Σimp,2L

Hxc (n0, ω) . (92)

D. Choice of the chemical potential

The most straightforward way to implement SOGET
consists in solving, for a fixed µ value of the chemical
potential, the self-consistent Eqs. (72)-(76) within the
2L-BALDA approximation. The combination of these
equations leads to the following compact one:

G−1(ω) = ω + iη + µ− U

2
nG0 −

∂eBA
c (n)

∂n

∣∣∣∣
n=nG

0

−∆
(
µ, nG0 , ω

)
− Σimp,2L

c

(
nG0 , ω

)
. (93)

Unfortunately, this procedure becomes numerically un-
stable for large U/t values in the range of µ values that
correspond to the Mott–Hubbard transition (not shown).
This is probably due to the discontinuity of the BALDA
correlation potential at half-filling [71]. In the rest of
this section, we present a simplified implementation of
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SOGET where the chemical potential µ is replaced by
its BALDA filling-functional expression [see Sec. IIID 1].
As a result, an approximate Green’s function G(ω) (and
the corresponding impurity occupation nG0 ) will be de-
termined (semi-) self-consistently for a given filling N/L.
Note that nG0 may actually deviate from N/L due to the
various density-functional approximations we use. Let
us also stress that our simplified (semi-) self-consistent
SOGET equation will involve the continuous KS density-
functional chemical potential only, not the physical dis-
continuous one, both on the impurity site and in the
hybridization function, thus preventing any convergence
issues. The same procedure will be employed in our sec-
ond strategy [see Sec. IIID 2] where the filling-functional
grand canonical SOGET energy is minimized with re-
spect to the filling, for a fixed chemical potential value
µ.

1. Density-functional chemical potential

The simplest way to prevent convergence issues in SO-
GET consists in using the BALDA density-functional ex-
pression for the chemical potential,

µ→ µBA(n0) = µKS(n0) +
U

2
n0 +

∂eBA
c (n0)

∂n0
, (94)

thus leading to the following substitution in Eqs. (72)
and (74) [see Eqs. (79), (85), and (88)]:

µ− vemb
0 (n0)− Σimp,2L

Hxc (n0, ω)→ µKS(n0)

−Σimp,2L
c (n0, ω) .

(95)

As a result, the self-consistent SOGET equation can be
further simplified as follows:

G−1(ω) = ω + iη + µKS
(
nG0
)
− Σimp,2L

c

(
nG0 , ω

)
−∆

(
µ = µBA

(
nG0
)
, nG0 , ω

)
. (96)

A fully-self-consistent optimization [with an updated im-
purity site occupation in the hybridization function, as
depicted in Eq. (96)] gives, when it converges, too low
occupations, thus preventing any investigation of the
Mott–Hubbard transition, for example. This problem
could only be solved through a semi-self-consistent opti-
mization of the impurity site occupation. In this case,
the latter is frozen to a given filling N/L in all density-
functional contributions but the impurity-interacting cor-
relation self-energy, thus leading to our final simplified
SOGET equation,

G−1(ω) = ω + iη − Σimp,2L
c

(
nG0 , ω

)
+µKS

(
N

L

)
−∆

(
N

L
,ω

)
, (97)

where the hybridization function is determined from
Eqs. (76) and (81) by setting n0 = N/L.

2. Minimization of the per-site grand canonical energy

Another strategy for investigating the variation of the
impurity site occupation with the chemical potential con-
sists in minimizing grand canonical SOGET per-site en-
ergies. For a given filling N/L, we can generate from
Eq. (97) a self-consistently converged local Green’s func-
tion G (N/L, ω). The latter is then used to compute the
the impurity site occupation and the per-site energy, thus
providing the grand canonical per-site energy to be min-
imized with respect to N/L for a given µ value. The
procedure can be summarized as follows:

N(µ)

L
= arg min

N/L

{
e
(
G(N/L)

)
− µnG(N/L)

0

}
, (98)

where G (N/L, ω) fulfills Eq. (97) and

e(G) =

[
ts(n) + t

∂eBA
c (n)

∂t

]
n=nG

0

+ Ud (G) (99)

is the (2L-BALDA) SOGET per-site energy with physical
double occupation

d(G) =

[
∂eBA
c (n)

∂U
− ∂E2L

c (U/2, n)

∂U

]
n=nG

0

+ dimp (G)

(100)

and

dimp (G) = − 1

πU

∫ 0

−∞
dω Im

[
Σimp,2L

Hxc

(
nG0 , ω

)
G(ω)

]
.

(101)

The final impurity site occupation value is then deter-
mined from the minimizing filling in Eq. (98) as follows:

n0(µ) = n
G(N(µ)/L)
0 . (102)

IV. SUMMARY AND COMPUTATIONAL
DETAILS

In order to implement SOGET, we had to make a series
of approximations which have been discussed in detail in
Sec. III. A graphical summary of our implementation is
given in Fig. 1. The key steps, in both the initializa-
tion and the (semi-) self-consistency cycle of SOGET, are
highlighted. Density-functional correlation energies have
been modelled at the 2L-BALDA level of approximation
(see Sec. IIIA). The method has been applied to the 1D
Hubbard model with L = 400 sites and a smearing pa-
rameter of η = 0.01. As we use an impurity-interacting
self-energy with explicit dependence on the density, cal-
culations are extremely cheap and not limited by the size
of the system so that, in practice, any filling can be re-
produced. Comparison is made with conventional (KS)
BALDA and exact BA results [72, 73]. For analysis pur-
poses, exact and approximate SOGET spectral functions
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Figure 1: Schematics of the (semi-) self-consistent
implementation of SOGET used in this work.

have been computed for a half-filled 12-site Hubbard ring
via an exact diagonalization [74] with 100 Lanczos itera-
tions and a peak broadening of η = 0.05. In all calcula-
tions, we set t = 1.

V. RESULTS AND DISCUSSION

A. Self-consistently converged site occupations

Ideally, the self-consistently converged impurity
Green’s function should restore the exact filling of the
physical Hubbard model. Despite the use of approxi-
mate density-functional (self-) energies, it turns out to
be the case at half-filling (see Fig. 2), as expected from
Sec. III B. In the hole-doped case, however, the con-
verged impurity site occupation deviates from the exact
filling. In the weakly correlated regime the error is al-
most unnoticeable but it becomes more important as we
approach the strongly correlated regime. The deviation
remains relatively small though, unlike in the standard
implementation of SOET [56, 57]. In the latter case,
the computation of a many-body wavefunction allows for
unphysical charge transfers between impurity and bath
sites. Such excitation processes are favored by the ap-
proximations made in the density-functional embedding
potential. More precisely, as shown in Ref. [57], the devi-
ation of the converged impurity occupation from the ex-
act filling is controlled by the relative position of the 2L
impurity-interacting and BALDA correlation potentials
on the impurity site, which actually changes with site oc-
cupation. In SOGET, this does not occur as the problem
is fully mapped onto the impurity site by using an hy-
bridization function and the BALDA density-functional
chemical potential. As shown in Fig. 2, the impurity oc-
cupation is systematically lower than the exact filling in
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Figure 2: Deviation of the exact filling N/L [L = 400]
from the converged impurity site occupation nG0 for
different interaction strengths. The self-consistently
converged Green’s function and the corresponding site
occupation are computed according to Eqs. (97) and
(73), respectively.

all correlation regimes, and the error smoothly vanishes
when approaching half-filling, unlike in SOET (see Fig. 7
of Ref. [57]).

B. Double occupations and per-site energies

Double occupations obtained with and without
density-functional corrections are shown in Fig. 3. They
are plotted as functions of U/(U + 4t) in order to cover
all correlation regimes, from the weakly [U/(U+4t)→ 0]
to the strongly correlated one [U/(U + 4t) → 1]. At
half-filling, the bare SOGET impurity double-occupation
obtained from Eq. (101) is, like in SOET [56, 57] or
DMET [27], too high. While, in DMET, this issue
is solved by increasing the number of impurities, we
recover here almost the exact result with a single
impurity by adding the appropriate density-functional
correction [terms in square brackets on the right-hand
side of Eq. (100)]. Interestingly, the improvement is
also substantial in SOET [57] but not as impressive as
in SOGET. This is due to error cancellations. Indeed,
combining our approximate local impurity-interacting
Green’s function with the 2L impurity-interacting self-
energy leads to an underestimation of the bare impurity
double occupation [see the accurate DMRG values
labelled as “iBALDA(M=1)” in Fig. 2 of Ref. [57]].
Consequently, SOGET yields better results than SOET
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Figure 3: SOGET double occupation computed as a
function of the correlation strength at half- (top panel)
and quarter-fillings (bottom panel) according to
Eqs. (97), (100) and (101). Comparison is made with
conventional BALDA and exact BA results (which are
equal at half-filling, by construction). Double
occupations obtained without density-functional
corrections (dimp) and/or within the Hubbard-I (H-I)
self-energy approximation (at half-filling only) are
shown for analysis purposes. Self-consistency effects
(which vanish at half-filling) are slightly visible at
quarter filling only in the strongly correlated limit [see
“iter. 0” curves].

when the 2L-BALDA density-functional correction is
applied.

For comparison, we also computed SOGET double
occupations obtained by substituting the H-I self-energy
for the 2L impurity-interacting one. As shown in the
top panel of Fig. 3, in this case, the bare impurity
double occupancy is far from the physical one except
in both non-interacting and U/t → +∞ limits. Due to
the absence of the hopping parameter t in the atomic
limit, the H-I self-energy overestimates the effect of
the Coulomb interaction U and tends to localize the
electrons as soon as U/t deviates from zero. The
inclusion of a non-local hopping parameter in the 2L ap-
proximation apparently mimics the fluctuations between
the bath and the impurity and favors the delocaliza-
tion of electrons. Note that adding density-functional
corrections to the bare impurity double occupancy
deteriorates the results further when the H-I self-energy
is employed. Unphysical negative double occupations are

even obtained in intermediate correlation regimes. H-
I performs also poorly away from half-filling (not shown).

At quarter-filling, SOGET slightly underestimates
the exact double occupation in the strongly correlated
regime [i.e. when U/(U+4t) > 0.5], as shown in the bot-
tom panel of Fig. 3. However, in the weakly correlated
regime, SOGET yields wrong double occupations once
the density-functional corrections are applied. The error
is inherited from BALDA [first term on the right-hand
side of Eq. (100)] which, by construction, reproduces
the exact BA result only at half-filling. Away from
half-filling, the BALDA correlation functional exhibits
an unphysical linear variation in U (see Eq. (31) in
Ref. [56]) which artificially lowers the double occupation
in the U/t → 0 limit. In this case, the bare impurity
double occupation is much more accurate. Per-site
energies are shown in Fig. 4. For all fillings and correla-
tion strengths, SOGET yields accurate results and even
improves on previous results from SOET [56, 57].

Finally, as for the comparison of conventional BALDA
with SOGET, both approaches qualitatively exhibit the
same performance. In the light of Eqs. (100) and (101),
we can conclude that the locality of the self-energy, which
was assumed in Eqs. (71) and (89) and is a key ap-
proximation in DMFT, is also relevant in SOGET. It
also means that the local part of the SOGET Green’s
function, which incorporates information about the bath
through the hybridization function, can be combined
with the self-energy of a simple system like the Anderson
dimer and deliver meaningful results.

C. Mott–Hubbard transition

As discussed in detail in Sec. IIID, the BALDA chem-
ical potential is used in SOGET in order to ensure a
smooth convergence of the impurity site occupation in all
correlation regimes and fillings. Therefore, plotting the
occupation as a function of the chemical potential with
SOGET and conventional BALDA will give exactly the
same result if self-consistency is neglected. In this case,
the Mott–Hubbard transition is qualitatively well repro-
duced (see Fig. 5). This well-known feature of BALDA
is due to the derivative discontinuity that the BALDA
correlation potential exhibits at half-filling. In order to
evaluate the impact of the density-functional approx-
imations made in the impurity-interacting correlation
(self-) energy, we first plotted the self-consistently con-
verged occupation with respect to the filling-functional
BALDA chemical potential. Results are shown in
Fig. 5. As expected from Fig. 2, in the strongly corre-
lated regime, we observe a slight deviation from BALDA.

Another (less straightforward though) way to in-
vestigate the transition consists in minimizing the
SOGET per-site grand canonical energy according to
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Figure 4: SOGET per-site energy plotted as a function
of the filling N/L [L = 400] according to Eqs. (97) and
(99) for different correlation strengths. Comparison is
made with conventional BALDA and exact BA results.
Results obtained at iteration 0 in Eq. (97) (i.e. when
nG0 = N/L) are also shown [dashed lines] for analysis
purposes. SOGET and BALDA curves are almost
indistinguishable for U/t = 1.

Eqs. (98) and (102). As clearly seen from Fig. 5, we
obtain similar results to BALDA. A slight deviation
appears as the correlation strength increases but the
plateau is relatively well reproduced. Most importantly,
if we remove the density-functional corrections to the
“bare” impurity double occupation, the Mott–Hubbard
transition disappears. The results look then quite
similar to those obtained in single-site DMET. It clearly
shows that BALDA (or, more precisely, the derivative
discontinuity that its correlation potential exhibits at
half-filling) plays a crucial role in the description of the
transition in the single-impurity formulation of SOGET,
as expected from Sec. II C 3.

Note that, once the density-functional corrections to
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Figure 5: Mott–Hubbard transition explored in SOGET
for different correlation strengths. In a first approach
we plot, as the filling N/L varies, the self-consistently
converged impurity occupation as a function of the
BALDA chemical potential µBA(N/L) where L = 400
[dashed curves]. A second approach (simply referred to
as SOGET) consists in implementing Eqs.(98) and
(102). Results obtained without density-functional
corrections to dimp [SOGET(dimp)] are also shown.
Comparison is made with conventional BALDA and
exact BA results.

the double impurity site occupation [see Eq. (100)] are
included, we essentially obtain the right answer through
error cancellations. If we turn to the exact Green’s func-
tion’s expression in Eq. (65) and the discussion that fol-
lows, the shift in chemical potential observed at half-
filling should, on the impurity site, originate from the
impurity-interacting self-energy, while the derivative dis-
continuities in the fully- and impurity-interacting corre-
lation potentials should cancel each other. These fea-
tures should of course be reflected in the per-site energy
[see the exact expression given in Eqs. (24) and (51)-
(52)] or, more precisely, in its density-functional deriva-
tive from which the chemical potential can in principle
be extracted. Unlike in the exact theory, the 2L ap-
proximate impurity-interacting correlation potential does
not exhibit a derivative discontinuity at n0 = 1 for fi-
nite U/t values. This is due to the fact that the two-
electron Anderson dimer it originates from is a closed
system [55, 57]. One could make the same comment
about the 2L impurity-interacting density-functional self-
energy. Finally, no discontinuity will appear in our
approximate (semi-) self-consistently converged Green’s
function as it is determined from the (continuous) KS
chemical potential [see Eq. (97)]. As a result, in our sim-
plified implementation of SOGET depicted in Eqs. (97)
and (98)-(102), the BALDA correlation functional [see
the first term on the right-hand side of Eq. (100)] is
responsible for the functional derivative discontinuity
which makes the Mott–Hubbard transition possible. This
is also the reason why BALDA and SOGET exhibit ex-
actly the same gap.
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ring (µ = U/2) for various interaction strengths and
Green’s functions. From top to bottom: physical
Hubbard model, exact SOGET, SOGET with 2L and
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Sec. IV for further details.
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Figure 7: SOGET spectral function
A(ω) = −(1/π)Im [G (ω)] obtained for a half-filled
400-site ring and various interaction strengths. The
impurity-interacting Green’s function G (ω) has been
computed according to Eq. (97) with the 2L
density-functional correlation self-energy.

D. Spectral function

Let us now focus on the local Green’s function that
is computed in SOGET. For analysis purposes, we first
generated the corresponding spectral function for a
half-filled 12-site ring. Results are shown in Fig. 6 and
compared with exact and other approximate spectral
functions. The exact physical and impurity-interacting

spectral functions differ substantially as the correlation
strength increases. Indeed, in exact SOET or SOGET,
the impurity-interacting system is expected to reproduce
the physical impurity site occupation only. Like in KS-
DFT, one should not expect the physical local Green’s
function or its spectral function to be reproduced. The
opening of the gap that the physical Green’s function
exhibits cannot be seen in the impurity-interacting
system simply because, in this case, the interactions
in the bath have been replaced by a local potential.
As discussed in detail in Sec. II C 3, the fact that the
latter potential exhibits a derivative discontinuity in the
bath plays a crucial role in the (effective) description
of the physical gap opening. The gap will open when
plotting the impurity site occupation as a function of
µ even though the (impurity-interacting and bath-non-
interacting) spectral gap is closed.

Interestingly, 2L-BALDA reproduces very well many
features of the exact impurity-interacting spectral
function, especially in weak and strong correlation
regimes. Some features like satellites are missing though,
due to the (oversimplified) Anderson-dimer-based 2L
self-energy we use. The spectral function obtained at the
same level of approximation for the half-filled 400-site
ring is shown in Fig. 7. Some features of the 4-site
DMET and cluster DMFT spectral functions shown in
Fig. 1 of Ref. [39] are recovered but, most importantly,
the latter exhibit an open gap while our single-impurity
SOGET spectral function does not. Once again, this is
not in contradiction with the gap opening that SOGET
exhibits in Fig. 5, simply because the physical and
impurity-interacting spectral gaps are not expected to
match, even in the exact theory (see Sec. II C 3). It
would be interesting to see how the spectral gap of the
impurity-interacting system evolves with the number of
impurities. This would require new developments that
are left for future work.

Finally, if we return to the simpler 12-site model of
Fig. 6, the SOGET spectral function generated from the
Hubbard-I self-energy is much closer to the exact physical
one than the exact impurity-interacting one. In a theory
like DMFT where the local Green’s function is the quan-
tity to be reproduced by an impurity-interacting system,
Hubbard-I is a sound approximation. However, in the
light of the double occupation plots shown in Fig. 3,
the 2L self-energy seems to be a better choice in SOGET.

VI. CONCLUSIONS AND PERSPECTIVES

A novel and in-principle-exact reformulation of SOET
(referred to as SOGET) in terms of Green’s functions
has been derived. Once the local self-energy approxi-
mation is made, SOGET becomes formally very similar
to DMFT. However, unlike in DMFT, self-consistency
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occurs through the density, which is the basic variable in
SOGET. In other words, the impurity-interacting self-
energy is treated as a functional of the (ground-state)
density. A simple density-functional approximation
based on the Anderson dimer has been successfully
applied to the 1D Hubbard model. While previous
implementations of SOET required the computation
of a correlated many-body wavefunction for the full
impurity-interacting system, SOGET remaps the impu-
rity correlation problem onto a density-functional dimer.
The drastic reduction in computational cost allowed us
to approach the thermodynamic limit and to model the
density-driven Mott–Hubbard transition (in 1D). Inter-
estingly, thanks to error cancellations, SOGET gave,
at half-filling, even more accurate per-site energies and
double occupations than SOET. Spectral functions have
also been analyzed. Unlike in DMFT, the proper descrip-
tion of gap openings in single-impurity SOGET relies
on derivative discontinuities in correlation potentials,
like in DFT. The BALDA functional, which was used
for modelling the bath, contains such a discontinuity,
by construction. The Mott–Hubbard transition is lost
if the latter is neglected in the SOGET energy expression.

The single-impurity formulation of SOGET presented
in this work should be applicable to the two- and
three-dimensional Hubbard model. One key ingredient,
that was missing in the literature until very recently, is
the extension of the one-dimensional BALDA functional
to higher dimensions [46]. In order to establish clearer
connections between SOGET and DMFT, the infinite-
dimension limit of SOGET should also be explored.
Work is currently in progress in these directions. Note
also that, like DFT, SOGET can formally be extended
to time-dependent regimes and finite temperatures,
thus giving in principle access to dynamical properties.
The exploration of such extensions is left for future work.

The applicability of SOGET to a wider range of
strongly correlated systems (including ab initio ones)
relies on the development of density-functional approxi-
mations for the (static) impurity-interacting correlation
functional and the (dynamical) impurity-interacting
correlation self-energy. The impurity-interacting Sham–
Schlüter Eq. (38) is a formally-exact constraint which
might be used to develop better approximations to
the embedding potential, provided that we can obtain
better density-functional self-energies. While an explicit
density-dependence (like in the 2L Anderson model)
is difficult, if not impossible, to reach for any system,
designing an impurity-interacting self-energy which is
an implicit functional of the density is computationally
more demanding but still affordable, in particular if
the size of the system to be described with Green’s
functions can be substantially reduced. It would then
become possible, in practice, to extend SOGET to
multiple impurities, like in SOET [57]. Starting from the
SOET self-consistent Eq. (20), a simple solution would

consist in applying the Schmidt decomposition to the
full impurity-interacting system and adding dynamical
fluctuation corrections, in the spirit of Refs. [59] and [36].
The latter are expected to be relatively small due to
the density-functional description of the SOET bath.
As the number of impurities increases, we expect the
description of derivative discontinuities in the bath to be
less critical, thus making the accuracy of the method less
density-functional-dependent. In order to turn SOGET
into a practical computational method, one should ob-
viously find the right balance in terms of computational
cost (in solving the impurity-interacting problem) versus
feasibility in designing good bath correlation functionals.

Let us mention that an alternative approach, where
no many-body wavefunction for the full SOET sys-
tem would be needed, would consist in applying a
Householder transformation to the one-electron reduced
density matrix (or, eventually, the frequency-dependent
Green’s function) in order to map the properties
of the impurity-interacting system of SOET onto a
(much smaller and possibly open) cluster, in the spirit
of DMET. Work is currently in progress in this direction.

Turning finally to ab initio extensions of SOGET, var-
ious strategies that recently appeared in the literature
might be considered. The first one is the Requist–Gross
interacting lattice model that is rigorously coupled to
DFT [75]. Another one is DFT with domain separa-
tion, as proposed by Mosquera et al. [76], which can be
seen as an ab initio generalization of SOET. Substituting
a Green’s function treatment of a given domain for the
many-body wavefunction one would provide an ab initio
version of SOGET. The latter would in principle be free
from double counting, unlike DMFT+DFT [13].
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Appendix A: Green’s function of the Hubbard dimer

In this section, we calculate the exact Green’s func-
tion of the singlet ground-state of the asymmetric two-
electron Hubbard dimer. We use the following Hamilto-
nian,

Ĥ = −t
∑
σ

(â†0σâ1σ + â†1σâ0σ) +

1∑
i=0

Uin̂i↑n̂i↓ +

1∑
i=0

vin̂i .

(A1)
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For such as system, the matrix elements of the frequency-
dependent retarded Green’s function in the Lehmann
representation read

Giσ,jσ′(ω) =

1∑
a=0

Laiσ,jσ′

ω + Ia + iη
+

1∑
b=0

M b
iσ,jσ′

ω +Ab + iη

(A2)

where

Laiσ,jσ′ = fiσ,af
?
jσ′,a (A3)

and

M b
iσ,jσ′ = fiσ,bf

?
jσ′,b (A4)

are the spectral weights and

Ia = EN=1
a − EN=2

0 (A5)

and

Ab = EN=2
0 − EN=3

b (A6)

are the poles of the Green’s function. The spectral
weights are calculated via the Dyson orbitals defined as
follows

fiσ,a = 〈ΨN=2
0 |â†iσ|ΨN=1

a 〉 (A7)

and

fiσ,b = 〈ΨN=2
0 |âiσ|ΨN=3

b 〉 . (A8)

The summations run over the full space of one- and three-
electron states of the system. The poles and Dyson or-
bitals can all be calculated analytically in the case of
the Hubbard dimer. First, we solve the trivial one- and
three-electron Hubbard dimers. Note that, in the ab-
sence of a magnetic field, the Hamiltonians for the two
doublets (s = +1/2 and s = −1/2) are the same. The
Hilbert space in the site basis for the one-electron Hub-
bard dimer reads

|φ1〉 = â†0↑|vac〉
|φ2〉 = â†1↑|vac〉
|φ3〉 = â†0↓|vac〉
|φ4〉 = â†1↓|vac〉 (A9)

and the Hamiltonian for both doublets (s = +1/2 and
s = −1/2) becomes

HN=1 =

[
v0 −t
−t v1

]
. (A10)

The eigenvalues and the corresponding eigenvectors of
the one-electron (N = 1) Hubbard dimer read

EN=1
0 =

1

2

[
v1 + v0 −

√
4t2 + ∆v2

]
EN=1

1 =
1

2

[
v1 + v0 +

√
4t2 + ∆v2

]
(A11)

where ∆v = v1 − v0, and

cN=1
0k = cos

(
tan−1(αk)

)
cN=1
1k = sin

(
tan−1(αk)

)
(A12)

with αk = (v0 − EN=1
k )/t. The wavefunctions of the

one-electron Hubbard dimer are expressed as follows,

|ΨN=1
0 〉 = cN=1

00 |φ1〉+ cN=1
10 |φ2〉

|ΨN=1
1 〉 = cN=1

01 |φ3〉+ cN=1
11 |φ4〉 (A13)

|ΨN=1
2 〉 = cN=1

00 |φ1〉+ cN=1
10 |φ2〉

|ΨN=1
3 〉 = cN=1

01 |φ3〉+ cN=1
11 |φ4〉 (A14)

The Hilbert space in the site basis for the three-
electron (N = 3) Hubbard dimer reads

|φ1〉 = â†0↑â
†
0↓â
†
1↓|vac〉

|φ2〉 = â†1↑â
†
0↑â
†
1↓|vac〉

|φ3〉 = â†0↑â
†
0↓â
†
1↓|vac〉

|φ4〉 = â†1↑â
†
0↓â
†
1↓|vac〉 (A15)

and the Hamiltonian for both doublets (s = +1/2 and
s = −1/2) becomes

HN=3 =

[
2v0 + v1 + U0 −t

−t v0 + 2v1 + U1

]
. (A16)

The eigenvalues and the corresponding eigenvectors of
the three-electron Hubbard dimer read

EN=3
0 =

1

2

[
U0 + U1 + 3(v0 + v1)

−
√

4t2 +
(
∆v + ∆U

)2]

EN=3
1 =

1

2

[
U0 + U1 + 3(v0 + v1)

+

√
4t2 +

(
∆v + ∆U

)2] (A17)

where ∆U = U1 − U0, and

cN=3
0k = cos

(
tan−1(βk)

)
cN=3
1k = sin

(
tan−1(βk)

)
(A18)

with βk = (2v0 + v1 + U0 − Ek)/t. The wavefunctions
of the three-electron Hubbard dimer are expressed as fol-
lows,

|ΨN=3
0 〉 = cN=3

00 |φ1〉+ cN=3
10 |φ2〉

|ΨN=3
1 〉 = cN=3

01 |φ3〉+ cN=3
11 |φ4〉 (A19)

|ΨN=3
2 〉 = cN=3

00 |φ1〉+ cN=3
10 |φ2〉

|ΨN=3
3 〉 = cN=3

01 |φ3〉+ cN=3
11 |φ4〉 (A20)
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Then, we calculate the singlet ground state energy
and wavefunction of the two-electron (N = 2) Hubbard
dimer. We use the following Hilbert space,

|φ1〉 = â†0↑â
†
0↓|vac〉

|φ2〉 = â†1↑â
†
1↓|vac〉

|φ3〉 =
1√
2

(â†0↑â
†
1↓ + â†1↑â

†
0↓)|vac〉 (A21)

The two-electron Hamiltonian then reads

HN=2 =

 U0 + 2v0 0 −
√

2t

0 U1 + 2v1 −
√

2t

−
√

2t −
√

2t v0 + v1

 . (A22)

The ground-state eigenvalues a solution of the cubic secu-
lar equation of the Hamiltonian and is written as follows,

EN=2
0 = 2

√
−Q cos

(Θ + 2π

3

)
+
U0 + U1

3
+ v0 + v1

(A23)

where

Θ = cos−1
( R√
−Q3

)
, (A24)

R =
9a2a1 − 27a0 − 2a3

2

54
(A25)

and

Q =
3a1 − a2

2

9
(A26)

with

a0 = (v0 + v1)(4t2 − U0U1 − 4v0v1)

+ 2(U0 + U1)(t2 − v0v1)− 2(U0v
2
1 + U1v

2
0) ,

(A27)

a1 = U0U1 + 8v0v1 − 4t2 + 2(v2
0 + v2

1)

+ U0(v0 + 3v1) + U1(v1 + 3v0) , (A28)

and

a2 = −(U0 + U1)− 3(v0 + v1) . (A29)

The two-electron wavefunction of the Hubbard dimer
reads

ΨN=2
0 = cN=2

1 |φ1〉+ cN=2
2 |φ2〉+ cN=2

3 |φ3〉 (A30)

where

cN=2
1 =

A√
A2 +B2 + 2A2B2/(4t2)

cN=2
2 =

B√
A2 +B2 + 2A2B2/(4t2)

cN=2
3 =

√
2AB2t√

A2 +B2 + 2A2B2/(4t2)
(A31)

with

A = U1 + 2v1 − EN=2
0

B = U0 + 2v0 − EN=2
0 . (A32)

With Eqs. (A14), (A20) and A30), we calculate the
Dyson orbitals,

f0σ,a = −A cos
(
tan−1 αa

)
+ AB

2t sin
(
tan−1 αa

)√
A2 +B2 + 2A2B2/(4t2)

f1σ,a = −B sin
(
tan−1 αa

)
+ AB

2t cos
(
tan−1 αa

)√
A2 +B2 + 2A2B2/(4t2)

f0σ,b =
B sin

(
tan−1 βb

)
+ AB

2t cos
(
tan−1 βb

)√
A2 +B2 + 2A2B2/(4t2)

f1σ,b = −A cos
(
tan−1 βb

)
+ AB

2t sin
(
tan−1 βb

)√
A2 +B2 + 2A2B2/(4t2)

.

(A33)

The poles are calculated with Eqs. (A11), (A17) and
(A23). Now, we possess all the quantities we need in
order to calculate the Green’s function [Eq. A2]. The
non-interacting Green’s function is easily calculated by
setting U0 = U1 = 0,

G0
0σ,0σ′(ω) =

δσσ′

2

[
1 + sin

(
tan−1 ∆v

2t

)
ω − (v0 + v1 −

√
4t2 + ∆v2)/2 + iη

+
1− sin

(
tan−1 ∆v

2t

)
ω − (v0 + v1 +

√
4t2 + ∆v2)/2 + iη

]
,

G0
1σ,1σ′(ω) =

δσσ′

2

[
1− sin

(
tan−1 ∆v

2t

)
ω − (v0 + v1 −

√
4t2 + ∆v2)/2 + iη

+
1 + sin

(
tan−1 ∆v

2t

)
ω − (v0 + v1 +

√
4t2 + ∆v2)/2 + iη

]
,

G0
0σ,1σ′(ω) =

δσσ′

2

[
cos
(
tan−1 ∆v

2t

)
ω − (v0 + v1 −

√
4t2 + ∆v2)/2 + iη

− cos
(
tan−1 ∆v

2t

)
ω − (v0 + v1 +

√
4t2 + ∆v2)/2 + iη

]
(A34)

In the non-interacting KS Green’s function of the asym-
metric dimer GKS,2L(n0, ω), we choose the following on-
site potentials

v0 = −∆vKS(n0) = − 2t(n0 − 1)√
n0(2− n0)

v1 = 0 . (A35)

The interacting impurity Green’s function of the asym-
metric Anderson dimer Gimp,2L(n0, ω) as a functional of
the site occupation is obtained by switching off the inter-
action on site 1 ( U0 = U and U1 = 0) and setting

v0 = −∆vemb(n0) = −∆vKS(n0) + ∆vimp
Hxc(U, n0)

v1 = 0 , (A36)
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where

∆vimp
Hxc(U, n0) = −U

2
n0 −

∂E2L
c (U/2, n0)

∂n0
. (A37)

The two-level impurity correlation self-energy [Eq. (89)]
is then obtained by inverting the KS and interacting An-
derson Green’s functions of the impurity site and sub-
tracting the impurity potential ∆vimp

Hxc(U, n0),

Σimp,2L
c (n0, ω) =

1

GKS,2L
0σ,0σ (ω, n0)

− 1

Gimp,2L
0σ,0σ (ω, n0)

−∆vimp
Hxc(U, n0) . (A38)

The formulas to calculate the exact impurity potential
∆vimp

Hxc(U, n0) for the asymmetric Hubbard dimer have
been derived in Refs. [57, 63, 64]. In the symmetric An-
derson dimer (v0 = −U/2, v1 = 0) and n = 1, there
is an analytic expression for the exact impurity Green’s
function and self-energy [66],

Gimp
00 (ω) =

1

4

[ 1− U2−32t2√
(U2+64t2)(U2+16t2)

ω − (
√
U2 + 64t2 −

√
U2 + 16t2)/4 + iη

+
1 + U2−32t2√

(U2+64t2)(U2+16t2)

ω − (
√
U2 + 64t2 +

√
U2 + 16t2)/4 + iη

+
1− U2−32t2√

(U2+64t2)(U2+16t2)

ω + (
√
U2 + 64t2 −

√
U2 + 16t2)/4 + iη

+
1 + U2−32t2√

(U2+64t2)(U2+16t2)

ω + (
√
U2 + 64t2 +

√
U2 + 16t2)/4 + iη

]
,

(A39)

Σimp
Hxc(n0 = 1, ω) =

U

2
+

1

2

[
(U2 )2

ω − 3t+ iη
+

(U2 )2

ω + 3t+ iη

]
.

(A40)

Appendix B: Hybridization function

The approximate interaction-free Green’s function on
the impurity site Gimp (n0, ω) can be seen as a density-
functional Weiss field. According to Eqs. (48) and (69),
it can be expressed as follows:

Gimp (n0, ω) = Gimp
0σ,0σ (n0, ω) ,

(B1)

where[
Gimp (n0, ω)

]−1
= (ω + µ+ iη) I− t− vemb(n0),

(B2)

and

vemb
0 (n0) =

∂eBA
c (n0)

∂n0
− ∂Eimp

c (n0)

∂n0
,

vemb
i (n0)

i>0
=

U

2
n0 +

∂eBA
c (n0)

∂n0
. (B3)

By diagonalizing the interaction-free Hamiltonian in the
bath,

T̂ +
∑
i

vemb
i (n0)n̂i = vemb

0 (n0)n̂0

+

bath∑
k

∑
σ

εk(n0)â†kσâkσ

+

bath∑
k

∑
σ

(
V0kâ

†
0σâkσ + V ∗0kâ

†
kσâ0σ

)
, (B4)

we can rewrite Eq. (B2) as follows:[
Gimp (n0, ω)

]−1
=
[
Gbath (n0, ω)

]−1 −V, (B5)

or, equivalently,

Gimp (n0, ω) = Gbath (n0, ω)

+Gbath (n0, ω) VGimp (n0, ω) , (B6)

where the matrix elements of V are

V0σ,0σ′ = 0,

V0σ,kσ′ = δσσ′V0k,

Vkσ,0σ′ = δσσ′V
∗
0k

Vkσ,k′σ′ = 0 (B7)

and

Gbath
0σ,0σ′ (n0, ω) =

δσσ′

ω + µ+ iη − vemb
0 (n0)

,

Gbath
0σ,kσ′ (n0, ω) = Gbath

kσ,0σ′ (n0, ω) = 0,

Gbath
kσ,k′σ′ (n0, ω) =

δkk′δσσ′

ω + µ+ iη − εk(n0)
. (B8)

Since, according to Eq. (B6),

Gimp (n0, ω) = Gbath
0σ,0σ (n0, ω)

+Gbath
0σ,0σ (n0, ω)

∑
k

V0kGimp
kσ,0σ (n0, ω) , (B9)

and

Gimp
kσ,0σ (n0, ω) = Gbath

kσ,kσ (n0, ω)V ∗0kGimp (n0, ω) ,(B10)

we finally obtain

Gimp (n0, ω) = Gbath
0σ,0σ (n0, ω)

+Gbath
0σ,0σ (n0, ω)

(∑
k

|V0k|2 Gbath
kσ,kσ (n0, ω)

)
Gimp (n0, ω) ,

(B11)

thus leading to the expression in Eq. (74) where
∆(n0, ω) =

∑
k |V0k|2 Gbath

kσ,kσ (n0, ω).
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Appendix C: Diagonalization of the interaction-free
Hamiltonian in the bath

We divide the non-interacting Hamiltonian into a sin-
gle impurity and a bath,

H0 =

[
vemb

0 (n0) h0k

h†k0 Hkk

]
− µI . (C1)

The block matrix Hkk describes a non-interacting chain
connected to a single impurity on both ends. The part
h0k (h†k0) contains the connection between the impurity
and a non-interacting chain through the hopping param-
eter. We define a unitary transformation that only diag-
onalizes the bath,

U =

[
1 0
0 C

]
(C2)

where C contains the eigenvectors of the bath. The trans-
formed Hamiltonian

U†H0U =

[
vemb

0 (n0) V
V† E

]
= HAnd

0 (C3)

is the non-interacting Anderson model, where V = h0kC
are bath-impurity couplings and E = C†HkkC is a di-
agonal matrix containing the eigenvalues [ εk(n0)] of the
bath orbitals. The non-interacting Green’s function is
obtained by solving a set of linear equations:[

(ω + iη + µ)I−HAnd
0

]
Gimp(n0, ω) = I (C4)

In the case of a single impurity, the expressions for the
non-interacting Green’s function are obtained straight-

forwardly:

Gimp
00 (ω, n0) =

1

ω + µ+ iη − vemb
0 (n0)−∆(n0, ω)

(C5)

where

∆(ω, n0) =
∑
k=1

|V0k|2
ω + µ+ iη − εk(n0)

. (C6)

For a periodic one-dimensional model with L sites, NN
hopping t and constant on-site potential vemb

i>0 (n0) in the
bath, we obtain the following analytical expressions for
εk(n0) and the matrix elements of C,

εk(n0)
i>0
= vemb

i (n0)− 2t cos(k) , (C7)

Cik =

√
2

L
sin(ik) (C8)

where

k = m
π

L
(C9)

wherem = 1, . . . , L−1. Consequently, the impurity-bath
coupling parameters V read

V0k = −t
(
C1k ∓ CL−1,k

)
(C10)

for periodic (−) and anti-periodic (+) boundary condi-
tions.
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