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Perspective: High pressure transformations in nanomaterials and
opportunities in material design
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CNRS, Institut Lumière Matière, Univ Lyon, Université Claude Bernard Lyon 1, F-69622 Villeurbanne, France

(Received 21 June 2018; accepted 12 October 2018; published online 29 October 2018)

Pressure and temperature phase transitions of nanomaterials often differ significantly from those of
their bulk parents, offering novel approaches for the engineering of original materials. The impor-
tance or even the dominance of surface atoms in the nanoworld enhances the effects of environment,
geometry, and intercalation. In the present article, we explore the current knowledge of these effects,
as evidenced in the high pressure phase diagrams of nanomaterials such as nanocrystals, carbon
nanotubes, fullerites, graphene, and other 2D systems, as well as nanoporous structures like clath-
rates or zeolites. Recent advances and future challenges in the use of extreme thermodynamic condi-
tions to develop new functional nanomaterials, composites, or devices will be reviewed, along with
the specificities of the experimental environment required for these investigations. Published by AIP
Publishing. https://doi.org/10.1063/1.5045563

I. INTRODUCTION

Moving from the macroscale to the nanoscale may lead
to severe changes in the physical and chemical properties of
materials. Quantum confinement effects and/or the increasing
prevalence of surface atoms drives physical evolutions
between bulk and nanoscaled materials. Nanoscale can also
bring topological changes, which can induce drastic modifi-
cations in physical properties. As such, nanotube shaped
objects, nanospheres, and bidimensional sheets of the same
bonded atoms can exhibit totally different behaviors. How
are the high pressure properties of nano-objects and nanoma-
terials influenced by nanosize and topology? What opportu-
nities are there for the design of new materials?

The aim of this perspective is many-fold. First, we want
to provide a panorama on the various high pressure transfor-
mations (sometimes combined with high temperature condi-
tions) in different classes of nanosystems and nanomaterials.
We will emphasize, in parallel, those aspects of the nano-
world that clearly make a difference with respect to bulk
materials and that may determine the particular phase
diagram of the system: size or geometry effects, the interac-
tion with the environment, and intercalation. These aspects
are of great interest and require a timely perspective in order
to provide the reader with different elements allowing engi-
neering new nanomaterials through severe quasi-hydrostatic
mechanical compressive methods. Without pretending to
offer a complete review of high pressure nanophysics, we
aim to focus on those aspects which appear to us as crucial
for future research on the design of new materials. They will
be summarized in Sec. VI.

Under high pressure in the GPa or tenths of GPa regime,
the atomic volume of bulk materials can be reduced by 10%
or more. The associated bond length contraction leads to
important changes in the material properties, including the
electronic structure. With progressive compression, some
atomic organizations may be favored and phase transitions
between different crystallographic structures may take place.1

The majority of such phase transitions are of first-order in the
thermodynamic sense, and the associated kinetics plays a
central role. Below the spinodal limit (on compression or
decompression), metastable phases can be preserved
(diamond at ambient conditions, for instance) allowing for
the convergence of condensed matter physics and material
engineering. Transformations in the metastable regime may
also lead to the appearance of amorphous states.2

At nanoscale, the prominence of surface atoms, with
their different contribution to the cohesive energy through
their associated surface energy, can totally modify a phase
energy landscape with many different consequences.3

Depending on the importance of such modifications, the
phase diagram of a nanomaterial relative to its bulk parent
may (i) just shift with changes in the transition pressures; (ii)
involve new crystallographic structures; (iii) amorphous
states; or (iv) even introduce the (meta)stabilization of new
phases. Nanosize allows the fine-tuning of the phase diagram
by changing the ratio of surface and bulk atoms. In addition,
shapes of nanoclusters or nanoparticles (spheres, tubes, poly-
gons, etc.), i.e., geometry and topology, can also offer novel
opportunities for phase diagram modifications.

The increased proportion of atoms at the surface of a
nanoparticle allows for many different interactions with its
environment. It can be a way of modifying the surface
energy through adsorption and the surface chemistry, leading
to modified phase diagrams of nanomaterials. In open nano-
systems, i.e., those with cavities of different shapes, intercala-
tion/insertion of molecules or ions is possible, with the
potential for continuous tuning of electronic properties which
can be enhanced or modified through the application of pres-
sure. Further modifications of such hosted molecules or ions
with the use of pressure may be another parameter for tuning
the material properties. Many high pressure experiments
are performed using a fluid pressure transmitting medium
(PTM). Depending on its physico-chemical characteristics,
the PTM can participate in the phase diagram definition of
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the nanosystem through its surface interaction or even due to
its incorporation in the nanoscale system.

Another category of modifications is related to the
assembling opportunities provided by the discrete nature of
nano-objects. The most direct assembling strategy may just
involve the nano-constituents themselves, linked through new
bonds. This is, for instance, the case for fullerenes with 1D,
2D, and 3D polymers obtained through treatment at extreme
conditions of pressure and temperature. Other examples
include the case of carbon nanotubes or clathrate phases.
Pressure-enhanced interactions between the nano-objects and
their environment may lead to the synthesis of nanocompo-
sites that are already used in many different applications.
This category of materials is enjoying rapid growth and
development.4

Finally, nanostructuration allows the introduction of
additional interfaces which can have a dramatic effect on the
mechanical properties of materials, as underlined by the
Hall-Petch law and the inverse Hall-Petch variants at the
nanoscale. The high pressure synthesis of nano-
polycrystalline diamond,5 with hardness surpassing that of
single-crystalline diamond, constitutes the outstanding
example of the opportunities offered by nanostructuration on
the design of new materials.

The manuscript is organized in 7 sections. In Sec. II, we
will discuss the specific methods for generating high pressure
and high temperature (HP-HT) conditions. We will concen-
trate on recent advances which have been specifically devel-
oped to cope with the challenges associated to the study of
nanomaterials. Secs. III–V will cover our knowledge on the
opportunities for material design considering: nano-objects
size and geometry (Sec. III), the effects of the interaction
with the environment (Sec. IV), and the consequences of
intercalation/insertion of atomic or molecular species
(Sec. V). We will finally discuss, in Sec. VI, a number of
applications arising from the high pressure processing of
nanomaterials and explore some future perspectives offered
by nanomaterials submitted to high pressures in the develop-
ment of new materials.

II. HIGH PRESSURE AND HIGH TEMPERATURE
GENERATION

The main techniques used to investigate nanomaterials at
HP-HT are diamond anvil cells (DACs) and large volume
presses (LVPs). Both techniques combine pressure and tem-
perature in a static way to explore the matter transformations
and associated chemical and physical property changes in a
vast P-T space. Dynamic pressure methods are sometimes
also employed, including detonation which has found appli-
cations for instance in nanodiamond synthesis.6 However, we
will focus on static methods which are more extensively used.

In DACs, the sample, immersed in a compressible fluid
—the pressure transmitting medium, is placed in a compres-
sion chamber, formed by a pierced metal gasket, and
squeezed between the polished culets of two opposed
diamonds. Pressures from 1 to 400 GPa7 or more—can be
generated using diamonds with culet diameters from 1mm to
20 μm, giving sample volumes from several thousands to

few μm3. The fluid PTM is chosen according to the desired
temperature and pressure and the potential chemical or physi-
cal interaction with the sample. Methanol-ethanol mixture,
silicone oil, and inert gases such as argon, neon, or helium
are commonly used. Hydrostatic pressure conditions can be
maintained as far as the PTM is gas or a liquid, but under
sufficiently high pressure all PTM will transform into a solid.
Soft van der Waals type solids can also be used as PTM. In
such cases, we will speak about “quasi-hydrostatic condi-
tions.” The limits of hydrostaticity and quasi-hydrostaticity of
different PTMs have been extensively reviewed in Ref. 8.
The dominance of surface atoms in nanosystems and nano-
materials makes interaction with the PTM a major issue in
high pressure experiments. If chemical inertness cannot be
guaranteed, a modification of the system and an influence of
the PTM on the phase diagram can then be expected. Some
nanosystems such as nanotubes may in certain conditions
allow for the insertion of the atoms or molecules of the PTM
in the constitutive volume, and this can strongly influence
their high pressure evolution. Those specific aspects will be
discussed in Secs. IV and V when appropriate.

The working temperature range of DACs extends from
4 K to more than 3000 K. The entire DAC can be cooled
down to 4 K in a cryostat or heated up to 700 K by a band
heater. A small resistive oven placed inside the cell around
the diamonds allows to reach 1200 K.9 In this case, the DAC
needs to be enclosed in vacuum or in an inert atmosphere to
avoid deterioration of the diamond anvils and oxidation of
the heater resistance. Higher temperatures are achieved by
laser heating. In that case, an infrared (CO2, Nd:YAG, Nd:
YLF) laser is focused through the diamond windows on an
absorbing sample or an absorber placed next to the sample.10

The precise control over temperature is limited by the heat
transfer to the sample and to the diamond anvils, and it can
be challenging to measure the precise temperature obtained.
Careful preparation of the cell setup is required to minimize
the temperature gradient and avoid damaging the diamond
anvils. Thanks to recent technical progress, the laser heating
DAC is now a routine setup coupled with in situ X-ray dif-
fraction or spectroscopy measurements. DAC, with its very
small sample volume, is not appropriate for material synthe-
sis but is a great tool for the in situ exploration of condensed
matter phase behavior and properties in a wide range of pres-
sure and temperature. As diamonds are transparent from IR
to X-ray, samples can be analyzed in situ using X-rays (dif-
fraction, spectroscopy, scattering, imaging, x-ray absorption
spectroscopy)7,11,12 or vibrational spectroscopy (Raman,13

IR,14 and photoluminescence15). Electrical resistivity, mag-
netic susceptibility, thermoelectric power, and specific heat
measurements are also performed in DACs at low
temperature.16–19 DACs have been used to explore the physi-
cal properties of powders of nanocrystals, nanotubes, or
nanowires. The loading of such samples in a DAC does not
differ from that of their bulk analogues. Substrate-supported
nano-objects such as graphene require the loading of both
the nano-object and the substrate. This can be achieved using
cleaved crystalline substrates some tenths of microns thick.20,21

LVP devices are designed for materials synthesis at
HP-HT. Some devices also include characterization
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possibilities such as in situ X-ray diffraction,22,23 thermal
analysis,24 electrical measurements,25,26 or acoustic velocity
measurements.27 They can be found currently integrated at
many beamlines of synchrotron and neutron sources.28 LVP
may be classified into four types of pressure devices: piston
cylinder (Vsample < 400 mm3, P < 5 GPa), belt apparatus
(Vsample = 40 mm3 to 1 dm3, P < 10 GPa),29,30 opposed anvil
systems [Vsample = 1 mm3 to 60 cm3, P < 12 GPa using WC
anvils31 or up to 17 GPa with Sintered Diamond (SD)
anvils23], and multi-anvils (Vsample = 0.1 mm3 to 2 cm3,32 P
< 30 GPa with WC anvils or 100 GPa with SD anvils33). In
all these devices, pressure is generated by the volume reduc-
tion of a compression chamber through the displacement of
pistons or anvils under a force (0.1 to 300 MN) applied with
a hydraulic press. Depending on the desired pressure and
sample volume, the high pressure apparatus size varies from
small and portable (≈50 kg)23 to huge (several tens of
tons).30 Piston cylinder, opposed anvils, and belt apparatus
are uniaxial devices where quasi-hydrostatic pressure trans-
mitting medium (pyrophyllite, NaCl, MgO, limestone)
placed as a gasket around the sample reduces the pressure
gradient. The compression along several axes in the multi-
anvil devices allows more hydrostatic pressure on the
sample. In all these HP-HT devices, the sample is placed in a
cylindrical heater (made of graphite, molybdenum, lantha-
num chromite, or TiC) into a gasket which transmits the pres-
sure and provides thermal and electrical insulation. The
furnace, electrically powered through the anvils or pistons,
allows to reach temperatures as high as 2000 °C.34

More compact cells for resistivity35,36 or specific heat
measurements37 at low temperatures or/and high magnetic
fields use inert liquid or gas as PTM to reach 7 and 1 GPa,
respectively. For instance, Caillier et al.36 developed a setup
[Fig. 1(B)] to measure the resistivity of individual nano-objects
as carbon nanotubes up to 1 GPa and low temperature.38

III. SIZE AND GEOMETRY EFFECTS

We first introduce here how size and geometry can
modify the phase diagram with respect to the bulk and deter-
mine new physical properties. We will, in particular, discuss
the case of nanocrystals and nanotubes, in which size and
even geometry can be modified on almost an atom-by-atom
basis. We will concentrate our discussion on the phase
diagram modification as key means for engineering new
materials.

A. Nanocrystals

Phase stability in finite-sized materials can be modified
by surface energy control. However, if the concept of surface
energy exists to describe free nanoparticle properties, this
model can hardly be generalized to describe phase transi-
tions, in particular, in high-pressure experiments. As a matter
of fact, nanoparticles are embedded in a medium, a situation
that creates interface energy. In general, the nature of this
interface (chemical interaction, defects, etc.) may determine
the phase equilibria. To better understand the effect of inter-
face energy on phase stability, the combination of pressure
and particle size is particularly important as, keeping the

particle size constant, pressure allows the energy landscapes
of the system to be explored, and emphasizes the contribution
of interface energy in phase stability.

When dealing with nanocrystals under pressure, two
main behaviors may be distinguished:

(1) If a pressure-induced phase transition occurs between a
phase I and a phase II in a bulk sample, the transition
pressure changes (generally increases) when decreasing
the particle size.

(2) New phase and states (new polymorphs or amorphous
state) compared to the bulk are observed in the (size,
pressure) phase diagram.

The first case is observed in CdSe, for instance,39 for which
a 1/r variation of the transition pressure may be observed,
where r is the particle size. This effect is understood by con-
sidering the appropriate thermodynamics potential, including
the interface energy contribution, and the tendency of the
high-pressure phase surface energy to be higher than that of
the low-pressure phase leading to an upshift of the transition
pressure.39,40 Using the Landau theory of phase transition, a
similar result is obtained by treating the difference of surface
energies as a secondary order parameter.40 However, even
though several models with increasing complexity have been
proposed in the literature, it is difficult to fully validate them
because of experimental discrepancies.41

Actually, if this effect seems general, great care should
be taken to define the transition pressure in nanocrystals.
From most experiments, the transition pressure is defined
either as the appearance of the high-pressure phase or at the
disappearance of the low-pressure phase or even at the
middle of the transition width. This point is crucial because a
concomitant effect of pressure-induced phase transitions in
nanosize systems is the broadening of the transition width
(pressure range where low- and high-pressure phases
coexist).

For instance, in the case of ZnO, a 1/r-dependence of
the transition pressure has been proposed42 with r the charac-
teristic size of the nanocrystal. However, a closer look to the
experimental reports indicates that the same definition of the
transition pressure has not been used (Fig. 2). Taking into
account the transition width makes the interpretation more
complex. No clear size-dependence (as a 1/r law) can be
drawn. Even though below 15 nm the transition occurs at a
higher pressure than for the bulk, it should be noted that
these nanoparticles (obtained by ball-milling, for instance)
can also be more defective.

A more recent high-pressure study using the same exper-
imental protocol was performed on ZnO nanoparticles of
similar size obtained by different synthesis paths.40 The main
conclusions are that transition features (transition start and
end pressures, transition width, high-pressure phases) differ
in all cases and are mainly related to the presence of defects.

Therefore, as a first conclusion, it is difficult to extract a
simple size-effect when aggregating several experimental
studies. Some precautions are required concerning the
sample characterization and an experimental protocol must
be followed during high-pressure investigations of

160902-3 Machon et al. J. Appl. Phys. 124, 160902 (2018)



nanoparticles in order to obtain a coherent, reliable set of
data which can be of use by the scientific community.40

Secondly, such width broadening of the transition seems
to be a general feature in pressure-induced phase transitions
in nanoparticles. This width broadening of the transition can
be interpreted in the framework of the Ginzburg-Landau
theory of phase transition.40 In that case, spatial inhomogene-
ities of the order parameter are treated by introducing a kinet-
ics term using a gradient of the order parameter. It has been
shown that increasing this term induces a slowing down of

the transition and leads to the broadening of the transition as
observed experimentally. Inhomogeneities may be due to
point defects, interface, pressure gradient, etc.

It is interesting to note that such approach is also used to
describe the amorphization process (in the case of
radiation-induced amorphization47). In this case, increasing
the kinetics term favors the amorphous state. Therefore, there
is a competition between the polymorphic transition that may
be slowed down by an increasing kinetics term and the
amorphization process favored by the same term. It may
happen that a crossing occurs, leading to a size-dependent
pressure-induced amorphization.48

In a more sophisticated description, introducing the
fractal geometry of the amorphous network, it has been
shown that in nanometric systems, pressure-induced amorph-
ization should even occur at a lower transition than the
expected polymorphic transformation. This is what is
observed experimentally in TiO2, Y2O3, PbTe, etc.

48,49

Some systems have different polymorphs that have a
close Gibbs energy. For instance, bulk TiO2 exhibits three
polymorphs at ambient conditions: rutile, anatase, and broo-
kite. Rutile is the stable polymorph whereas the others are
metastable phases at ambient conditions. However, including
an interface energy term may modify the relative Gibbs
energy and stabilize a new polymorph in nanomaterials. In
nano-TiO2, the stabilized phase is the anatase structure. In
consequence, the subsequent pressure-induced phase trans-
formations are modified with appearance of new phases com-
pared to the bulk phase diagram.50

The combination of the thermodynamics (interface energy
contribution) and kinetics effects leads to a complex behavior
of nanomaterials under high-pressure. This represents an

FIG. 1. (A) Supported graphene loaded in a diamond anvil cell for in situ high pressure Raman spectroscopy experiments.20 (a) Schematic view of a diamond
anvil cell. The gasket is squeezed between two diamonds. [(b) and (d)] Nano-graphene layer (nGL) deposed on a substrate and placed in the compression
chamber. Argon is used as PTM. (c) Raman spectroscopy is performed through the diamond; (B) high pressure-low temperature transport experimental setup
on a carbon nanotube (CNT) up to 1 GPa and down to 10 K.38 Helium is used as PTM. CNT is grown by CVD on Si/SiO2 substrate and Pd electrodes are
lithographed.

FIG. 2. Transition pressures reported in the literature (points) for ZnO nano-
particles as function of their characteristic size. An apparent 1/r-law fits the
experimental data. However, when including the transition width as error
bars—defined from the appearance of the high-pressure phase to the disap-
pearance of the low-pressure phase—a more complex picture rises (see text).
Original data from Refs. 43–46.
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opportunity to gain fundamental understanding on phase tran-
sitions and metastability. In addition, pressure and particle size
are two parameters that can be used conjointly to stabilize new
phases that may have potential interest as functional materials.
The decompression path may be also affected at the nanoscale.
As kinetics effects broaden the metastability range of the dif-
ferent phases, this may lead to the possibility of recovering the
high-pressure phase at ambient conditions.51

In conclusion, inhomogeneities play a significant role at
the nanoscale as, with size reduction, the interfacial energy
becomes comparable to the intra-particle cohesive energy.
Therefore, the pressure-size phase diagram is highly depen-
dent on the starting sample characteristics. Depending on the
defects density, capping molecules (usually adsorbed mole-
cules at the nanoparticle surface), etc., experimental observa-
tions may differ. Therefore, the pressure-size phase diagram
is a projection from a more complex multi-dimensional phase
diagram.48 Figure 3 illustrates this idea taking into account a
third dimension, representing inhomogeneity, in addition to
pressure and size. The diagram obtained for an ideal sample
(K = 0) may differ from a sample with point defects, for
instance (K≠ 0).

It has to be noted that the majority of nanoparticles
studied under pressure have a diameter of several nanometers
which gives a system where classical thermodynamics
approaches may be used. The critical particle size where
these approaches cannot be invoked anymore remains to be
determined and certainly depends on the system (composi-
tion, bonding, etc.).

B. Nanotubes

The tubular geometry constitutes a real topological
change with respect to the fully dense nanoparticles. The
new topology introduces not only geometrical constraints
which may lead to totally different phase diagrams but also
induce strong modifications in the environment interaction
mechanisms in particular through endohedral filling.

One of the most important effects of high pressures on
carbon nanotubes is the pressure-induced deformation of

their cross section. Geometrically, the change of cross
section implies the presence of at least four critical points
due to the four vertex theorem for closed plane curves, in
other words, the formation of at least two lobes (Fig. 4). This
effect has been investigated in many theoretical52–56 and
experimental works.57–64 Many studies predict an ovalization
pressure followed by a collapse pressure both proportional to
f−3, with f being the tube diameter. This remarkable size
effect on the pressure evolution of carbon nanotubes corre-
sponds to the well-known behavior of macroscopic tubes, the
Lévy-Carrier law.65 Recently, it has been shown that devia-
tions from the Lévy-Carrier law are observed for tube diame-
ters below ∼1 nm.66 In this case, the localization of
compliances due to the atomic discretization leads to a reduc-
tion of the collapse pressure which becomes zero for fm∼
0.4 nm, the smallest observed free standing single-walled
carbon nanotube diameter. In other words, single wall carbon
nanotubes (SWCNTs) deviate from a continuum mechanism
description for tube diameters lower than ∼1 nm. Nanotube
bundling has shown to lead to a further stabilization effect
with respect to the Lévy-Carrier law for tube diameters
beyond 1 nm.67 For larger diameters, the van der Waals inter-
action between the internal walls of the carbon nanotubes
should lead to the collapse at ambient pressure at a
maximum tube diameter, fM, as it has been extensively dis-
cussed in Ref. 68. The relation of collapse pressure with
diameter for SWCNTs is presented in Fig. 4(e).

The collapse pressure of multi-wall carbon nanotubes
(MWCNTs) has also been investigated. It has been shown in
double-walled carbon nanotubes that the external tube
screens the internal one from pressure effects.70,71 The same
effect is also observed in triple-wall carbon nanotubes.72

Raman spectroscopy studies on double wall carbon nano-
tubes show that the pressure collapse can take place in a
cascade mode with the external tube starting to deform and
inducing at a higher pressure the collapse of the inner tube
and then of the whole system.13 Moreover, a recent combined
experimental and theoretical work indicates that for few-wall
carbon nanotubes, the Lévy-Carrier law is preserved by
replacing the tube diameter, d, by the internal tube diameter
dint.

67 We should also mention that dog-bone geometry is not
the only possible outcome of radial collapse. In fact, in
MWCNT, it has been predicted that the pressure induced
radial deformation to collapsed structures can have more than
2 lobes.54,56,69 In the case of MWCNT in a polymer matrix
composite, the 3-lobe collapsed structure has recently been
confirmed68 [Figs. 4(a)–4(d)].

The tube diameter is the critical parameter determining
the collapse pressure in SWCNT and MWCNT. For
MWCNT, the inter-tube distance is predicted to have also an
important effect on collapse pressure.67 The collapsed nano-
tube constitutes on its own an interesting nano-object with a
hybrid character between a tube and graphene nanoribbon
structures. Fully collapsed carbon nanotubes have even been
observed at ambient conditions early after the discovery of
carbon nanotubes. This is only the case for large diameter
tubes (several nm). Such collapsed structures can be critical
in many cases as in metal contacts.73 The physical properties
of the pressure collapsed nanosystem are not well known

FIG. 3. Multidimensional plot (pressure, particle size, K). The K factor cor-
responds to the Ginzburg term illustrating the effect of inhomogeneities such
as defects, interface, and pressure gradient.
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even if some experimental and theoretical investigations
seem to point out that its electronic properties may show a
strong dependence on chirality and that it may differ from the
pristine structure.74 High pressure modulation of the nano-
tube radial cross section offers then interesting perspectives
for the development of strain-dependent structures with engi-
neered band-structures.

It is also important to consider the changes taking place
on carbon nanotube properties during the compression before
their radial cross section collapse takes place. First of all, we
may note that modeling predicts that individual carbon nano-
tubes are low compressibility systems with a bulk modulus
(inverse of compressibility), B0, of 230 GPa (pressure deriva-
tive B0 = 4.5) for tubes 0.8 nm in diameter.75 It is interesting
to note that such bulk modulus will be diameter dependent,
as it includes the empty volume inside the tube. During the
homothetic compression of carbon nanotubes (i.e., without
modifying the shape nor the geometrical proportions of the
nanotube), strong changes of their excitonic or electronic
gaps, Eii, have been predicted76 and measured.77,78

Calculations also find a strong variation of the pressure
dependence of Eii with tube chirality76 which can differ even
in sign depending on the tube chirality. Such prediction of a
geometrical pressure effect on the electronic properties of a
nano-object has not been experimentally confirmed as the
dielectric screening of the pressure dependent PTM compli-
cates interpretation.

IV. INTERACTION WITH THE NANOMATERIAL
ENVIRONMENT

A. Nanocrystals

In nanocrystals, the fraction of atoms at the surface
increases as 1/r with r being the radius of the nanoparticle.
With small nanoparticles, adsorption of surrounding atoms

or molecules may modify the surface energy leading to
impact the phase stability as discussed in Sec. III A.
However, one may wonder whether this effect is similar to
all nanomaterials or if some samples may be more influenced
than others.

In the case of Y2O3, the storage conditions have been
shown to have drastic effects on the phase stability. In
contact with ambient atmosphere, CO2 molecules adsorb at
the surface and react through the Lux−Flood acid−base reac-
tion to form carbonates. This reaction induces oxygen
defects at the surface. The high-pressure transformations are
strongly influenced by these defects leading to size-
dependent pressure-induced amorphization. In comparison,
particles from the same batch but stored under argon atmo-
sphere do not exhibit any signature of carbonates and their
pressure-induced transition sequence differs from the carbon-
ated samples.49 This example illustrates the necessity to con-
sider the specific chemistry of the nanomaterials and the
possible reactions with a given environment. A great care
should be taken of how the couple sample/environment is
chosen.

Mechanical properties of nanomaterials are particularly
affected by the effect of the environment and adsorbed
species. Because of the reduced size, acoustic vibrations are
confined in nanostructures and these low-frequency vibra-
tions may be measured using Raman or Brillouin spectrosco-
pies.79 Studies under high pressure show that surprisingly
these vibrations of individual nano-objects do not couple
even under very high pressure.80 Simulations have demon-
strated that the nanoparticles are mechanically isolated thanks
to the few water layers that are adsorbed at the surface.81

In addition, the studies of the propagation of phonons
into a pressurized powder of nanoparticles using Brillouin
spectroscopies also indicate that the adsorbed organics play a
significant role in the elasticity of a nanopowder. The contact

FIG. 4. Pressure induced radial collapse in carbon nanotubes. (a) and (b) depict the calculated evolution of a carbon nanotube cross section in the case of 2 and
3 lobes instability, respectively (adapted from Ref. 69). The ambient pressure configuration (red line) evolves toward the collapsed form (green) going through
different structural transformations. In blue, the limiting structure separating positive curvature from negative curvature radius. This last configuration exhibits
the flattest regions. (c) and (d) show HRTEM images of MWCNT in a polyamide matrix after a pressure cycle up to 5 GPa68 where structures close to the limit
cross sections in (a) and (b) (blue curves) are observed. (e) Proposed dependence of the normalized collapse pressure (Pc f3) of SWCNT bundles as a function
of tube diameter (f) (red line). The straight dotted line corresponds to the prediction of the continuum mechanics modeling which corresponds with the
Lévy-Carrier law. The nanotube evolution includes 3 regimes (see text) evidenced by the colored zones with fm and fM being respectively the lowest and
highest tube diameters allowing for a stable SWCNT with a circular cross section.
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law between nanoparticles in some cases shows significant
deviation from the hard spheres model and should consider
the nanoparticles as a hard core-soft shell structure. The
effects have a direct implication on the compaction and sin-
tering of nanopowders for high-performance ceramics.82

B. Nanotubes

We have already discussed how external isotropic forces
induce the radial collapse of carbon nanotubes at critical
pressures. Anisotropic forces due to van der Waals interac-
tions can also result in tube radial deformations. In fact, it
has been observed the mutual deformation of two carbon
nanotubes in contact83 or the deformation of double-walled
carbon nanotubes in contact with a substrate.84,85 Differences
of radial collapse pressure between individual tubes and
tubes in bundles86 and the effect of the PTM on the collapse
pressure have been discussed,82,87,88 but, as we have already
pointed out, it is extremely important to make the distinction
between the behavior of opened nanotubes which can be
invaded by the PTM from those which are closed and then
preserved from such modification. In fact, not only the radial
deformation will be different between filled and empty tubes,
but the pressure collapse can be enhanced by many-fold
factors.78,89 Obviously, the sketched curve in Fig. 4(e) will
be strongly modified by nanotube filling. Recent studies
point out that, once the non-filling by the PTM of carbon
nanotubes is guaranteed, there is a marginal effect of the
PTM on the value of the collapse pressure66 in the absence
of chemical reactions and of hydrostaticity effects.

The controlled environment of carbon nanotubes can be
also an opportunity for the synthesis of new nanomaterials.
We can distinguish the case in which the environment is con-
stituted by other nanotubes or another system. In the first
case, opportunities for carbon sp2 to sp3 evolution should be
considered. It has been shown that both bundles of
SWCNT90 and MWCNT can be transformed to diamond.
Such transformation seems to be preceded by the nanotube
graphitization90 which may include tube unzipping or short-
ening as it has been observed in shock experiments.91 More
interestingly, it has been predicted that sp3 polymerization
between nanotubes in a bundle could lead to the formation of
zeolite-type structures.92 As already discussed in Sec. III B,
in the case of MWCNT composites, pressure has been used
to modify the radial geometry of the embedded tubes which
induced a significant improvement of the electrical conduc-
tivity of the composite.68

C. Fullerenes

The case of fullerenes is a very interesting example of
how the combination of size, topology, and high pressure
and/or temperature can become a powerful method to induce
new physico-chemical properties in materials. As other non-
saturated molecules, fullerenes, with a large variety of config-
urations such as C20, C36, C60, or C70, polymerise under
HP-HT. The most common fullerene, C60, is highly incom-
pressible, but the intermolecular interactions are weak and,
under compression, the formation of Carbon-Carbon bonds
between the molecules makes it possible to generate

polymerized phases. Theoretical calculations93 suggest that
the intermolecular interaction increases with increasing pres-
sure, and at some critical intermolecular distance a
sp3-hybridized covalent C-C bond may be formed. The new
polymerised phases usually present crystalline order and they
can be recovered at ambient conditions. Up to now, and
depending on pressure and temperature synthesis conditions,
1D, 2D, and 3D-C60 polymers have been obtained (reviews
on this topic in Refs. 94–98). The new polymer phases
present lower lattice symmetry than the crystal based on C60

monomers, which has, at room temperature, a face centred
cubic structure. The low dimension character of these poly-
merised phases implies that the polymerisation process takes
place along some preferred directions. The big challenge is
to successfully prepare a crystalline carbon compound having
a 3D network similar to silicon clathrate superconductors
(see Sec. V B). Promisingly, at HP-HT conditions, C60 has
been seen to transform into 3D polymer electrically conduc-
tive and with hardness comparable to that of cubic boron
nitride (BN)99,100 or into amorphous fullerite phases.97 Some
amorphous phases show ultra-hardness as they can even
break diamonds. Cold compression of C60s results in an
amorphization of the material above 20 GPa and no 3D
superhard phase has been observed unless using a catalyst.101

The pressure-induced amorphization is irreversible.102,103

The high pressure treatment seems to trigger a gradual
destruction of C60 molecules above 10 GPa, and thus
amorphization occurs well before the hypothetical 3D poly-
merization.103 It was expected that C60, a semiconductor
with a bandgap of 1.7 eV, becomes metallic under high pres-
sure and that metallization could occur at around 33 GPa.104

Though, the molecules collapse at pressures >20 GPa render
metallization of pure fullerite unreachable.

C70 is much less reactive and has more topo-chemical
constraints than C60. For these reasons, the creation of inter-
molecular bonds in C70 is more difficult resulting in slower
formation of oligomers and polymers under HP-HT condi-
tions.105 However, at pressure-temperature conditions similar
to those of C60 ordered polymerized forms of C70 have been
found.106,107

D. 2D-systems

A new family of nanomaterials has come recently into
scene: 2D materials. Because of their structure, the surface is
predominant and the majority of atoms—or even all—are in
interaction with their surroundings. In graphene, all atoms
are surface atoms whereas in transition metal dichalcogenides
or in tri-layered graphene a layer of atoms is intercalated
between two surfaces. 2D materials are usually grown on sur-
faces or deposited on a substrate through different methods.
High pressure methods constitute a privileged technique to
probe the interactions between the 2D-system and the sub-
strate. 2D-systems exhibit also an outstanding stretchability,
i.e., the ability to sustain high strain rates without failure
which opens new opportunities unattainable for bulk materi-
als. This allows us anticipating huge effects on physical
properties. In fact, the accessible strains in 2D systems are
one order of magnitude higher than in 3D materials.
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However, if the strain transmission in 3D materials is well
understood using the continuum mechanics laws, these laws
fail for 2D materials. Let us consider the case of pressure
which is a force divided by a surface: how pressure can be
defined and transmitted laterally on a sample that shows an
atomic thickness and for which the concept of surface is
irrelevant? To explain such seeming paradox, it is reasonable
to assume that the stresses are transmitted through the sub-
strate deformation.

How is the strain transferred between the substrate and
the deposited 2D material is a challenging question that is
important to answer before using stress as a control parameter
of the 2D physical properties.

Several experimental works report the effect of high-
pressure on Raman or photoluminescence spectra for several
2D materials.20,21,108–112 In most high-pressure studies, phys-
ical properties (phonons, bandgap, etc.) versus pressure are
represented as if pressure was totally transferred to the 2D
samples. However, several works have shown that this is not
the case and that the substrate compression plays a funda-
mental role. This is well evidenced by the different pressure
dependence of the Raman peaks as a function of the substrate
on which the 2D material (graphene in this case) is
deposited.112

Instead of assuming a total transfer of the applied pres-
sure (measured by the ruby fluorescence technique), one may
formulate another hypothesis. This one is based on the fact
that the G-mode of graphene measured by Raman spectro-
scopy is the signature of the C-C stretching vibration.
Therefore, its pressure-induced evolution should not depend
on the substrate if pressure was totally transmitted. To
explain such dependence, one could assume that the strain is
(partially) transmitted from the substrate (deformed by pres-
sure) to the 2D materials leading to ε2D = α.εsubstrate where εi
is the strain in the 2D sample and in the substrate, respec-
tively, and α is the strain transfer function. Considering the
bond scale, one considers the linear compressibility of both
the 2D materials (β2D) and the substrate (βS), which leads to
α � βS � P ¼ β2D � σ where σ is the stress transmitted by the
deformation of the substrate. This point is important as it
appears that in the case of strain transmission the stress is not
equal to the pressure. It implies that plotting the Raman shift
as a function of pressure is not adapted, the relevant parame-
ter being the induced stress σ ¼ α � (βS=β2D) � P. The
obtained value of α depends on the nature of the substrate
and is more important for substrates having a higher com-
pressibility (a lower bulk modulus). This can be understood
as a consequence of the impossibility—energetically speak-
ing—of graphene to attain the compression imposed by the
substrate, which will lead to the realization of a buckling
field.

The pressure-dependence of the G-mode of graphene not
only depends on the nature of the substrate. It has been
shown to also depend on the number of graphene layers
deposited on Si/SiO2 substrate (300 nm of SiO2 on bulk
Si).20 In the case of mono- and bi-layers, the slope @ωG=@P
is higher than tri- and multi-layers. Typically, the slope is
around 8 cm−1 GPa−1 for graphene and bilayer whereas it is
close to the value found in graphite (∼4.3 cm−1 GPa−1) for

tri-layers and more layers. Such observation is explained
when considering graphene as a membrane in adhesion with
the substrate. As already explained, pressure is not directly
transmitted to the 2D material but biaxial strain is transmitted
through the substrate. This is the case for single-layer and
bilayer graphene. In this case, as Si/SiO2 is highly compress-
ible, it leads to a huge induced biaxial stresses σ, the C-C
bond cannot cope, the dragging effect is only partial (α≠ 1)
and slipping phenomena can occur. A calculation taking into
account the competition between the adhesion energy (gain)
and bending energy (cost) shows that the unbinding between
a graphene stacking and a Si/SiO2 substrate occurs for a
number of layers higher than two. Therefore, strain cannot be
transmitted anymore through the substrate deformation. For a
trilayer, the pressure is then directly transmitted to the sample
by the pressure transmitting medium. An attempt to evaluate
both strain and doping effects in graphene from its Raman
signature has also been carried on.113

A similar study has been performed on MoS2 supported
on Si/SiO2.

111 In that case, the higher bending modulus of
monolayer MoS2 with respect to graphene allowed evidenc-
ing the presence of a bimodal adhesion configuration of
monolayer and bilayer MoS2. In fact, both samples presented
a splitting of their Raman modes which was further evi-
denced with pressure application. The differences of pressure
slopes of the two components could be interpreted in terms
of two different regions having low and high conformation to
the substrate, respectively. Such a scheme disappeared for
MoS2 samples having three or more layers, as observed in
graphene.

V. INTERCALATION AND NANO-INSERTION

In many cases, the nature of nano-objects and/or of their
mutual interactions is particularly suited either for the inter-
calation of atoms and molecules or for what we can refer as
nano-insertion, a process that, unlike intercalation, does not
include electrical charge exchange. This is, in particular, the
case of fullerenes or nanotubes—or the corresponding mate-
rials made of their assembling—which accept either endohe-
dral and exohedral intercalation or nano-insertion. These
possibilities are illustrated in Fig 5 in the general case of
nano-caged systems which include also the case of covalent
clathrates. Pressure application leads to a reinforcement of
the interaction between guest and host species, opening
opportunities for the development of new materials or for the
fine-tuning of physico-chemical properties. We will discuss
these different aspects in the case of fullerenes, clathrates,
and nanotubes.

A. Fullerenes

The vast amount of void space in fullerite crystals, along
with their cage-like structure (Fig. 5), makes them suitable
for intercalation and endohedral doping procedures, allowing
for further tuning of their properties. Insertion of metal atoms
into the fullerite lattice leads the electron transfer and some-
times the formation of fullerene polymers already at ambient
conditions, as it is the case for Na/Li intercalation. In particu-
lar, intercalation of alkali-metal atoms in solid C60 results in

160902-8 Machon et al. J. Appl. Phys. 124, 160902 (2018)



metallic behavior,114 and the M3C60 (with M alkali metal)
compounds were observed to be superconducting with criti-
cal temperature as high as 33 K for RbCs2C60

115 and 40 K
for Cs3C60.

116 Interestingly, Cs3C60 is an insulator at normal
pressure but it shows superconductivity at high pressure. Due
to the large size of Cs, at ambient conditions, the space
between C60 is too big and the electrons are held around the
C60 molecules. When pressure is applied, the intermolecular
distances shorten and electrons become delocalized rendering
Cs3C60 metallic and exhibiting, at the same time, supercon-
ductivity with high Tc. Moreover, as we have previously
discussed for pure fullerenes, pressure can induce polymeri-
zation opening the way to a variety of incoming novel struc-
tures. Ab initio calculations on the energetic and structural
properties of hypothetical carbon-based cage-like materials
suggest the possibility of synthesizing Li-doped carbon clath-
rate under extreme conditions of pressure and temperature.
This potential 3D polymeric Li intercalated fulleride, consti-
tuting an alternative to carbon clathrates of type-I or type-II
structure (see later), may exhibit excellent mechanical proper-
ties and high Tc due to a very high phonon-electron
coupling.117

Experimentally, one of the interesting effects of alkali
intercalations is that, under cold compression, it stabilizes the
MxC60 systems to much higher pressures than those reported
for pristine form of C60 (∼18–25 GPa), preserving the molec-
ular integrity of C60 molecules. For example, the monomeric
structure of Cs6C60 is stable up to 45 GPa118 while Rb6C60

shows a structural transition to a two-dimensional (2D) poly-
meric structure above 35 GPa and 600 K.119 This difference
is probably due to the smaller ionic radius of Rb atoms com-
pared to Cs, which allows C60 to get close enough to poly-
merize under high compression. By compressing 2D-Na4C60

and 2D-Li4C60 polymers, it is possible to synthesize low
compressible 3D polymeric fullerides through the random
creation of new polymeric bonds between fullerene mole-
cules at room temperature and low pressure compared to the
higher temperature and pressure needed to achieve 3D poly-
meric pure C60.

120,121

Another achievement with alkali intercalated fullerenes
has been to use high pressure to obtain higher alkali insertion
rates, leading to superdense structures. For pressurized pure
or mixed alkali intercalated systems, filling rates 2 to 3 times
higher than those for non-pressure intercalated graphites or
fullerites were reached. AxC60 compounds with x = 10–16 for
A = Na or x = 12–20 for A = Li were obtained. For these, ful-
lerenes were compressed in an alkali-rich environment and
submitted to HP-HT. These superdense alkali metal carbon
intercalated systems exhibited unusual valence states
showing enhanced p- and d-states in chemical bonding. For a
review on superdense alkali pressure intercalated carbons,
see Ref. 122.

When fullerenes are intercalated with solvents they can
generate solvates. C60 and C70 have been observed to form
solvates with almost all common solvents. New interesting
phenomena, which have never been observed in pure or
alkali intercalated fullerene, appear when studying these
compounds under high-pressure conditions. It has been
observed, for example, that pressure (i) decreases the transi-
tion temperature Tc for the organic ferromagnetic TDAE-C60

[TDAE holds for tetrakis(dimethylamino)ethylene,
C2N4(CH3)8],

123 (ii) favors orientational ordering transition
for C60*C8H8 at 0.8 GPa,

124 (iii) induces charge transfer tran-
sition in donor-acceptor complexes, as well as polymerization
at relatively low pressure (<1 GPa) and room temperature125

(for a review on the subject, see Ref. 126). Applying high
pressure >60 GPa to C60/m-xylene, it is possible to produce a
superhard carbon phase composed of ordered amorphous
carbon clusters (OACCs).127 Such formed OACC phase has
a long range periodic structure and seems to be the first crys-
talline material made with amorphous building blocks. Yao
et al. further emphasize the important role of intercalated
solvent (m-xylene) that acts as a spacer to preserve the stabil-
ity of deformed or collapsed C60 molecules and allow their
polymerization at higher pressure. The material loses its
long-range periodicity if the solvent is evaporated by high
temperature treatment.128 Recently, by applying HP-HT to a
bilayer structural solvate, Pei et al. were able to generate a
unique quasi-3D C60 polymer.129 Another interesting
approach is to explore the high pressure transformations of
combined co-crystals obtained from fullerenes. This has been
recently done by compressing C8H8/C60 co-crystals up to 45
GPa with the formation of a new type of ordered amorphous
system whose final structure could be tuned by varying the
compression application time.130

The possibility to encapsulate one or more metal atoms
inside fullerene cages (endohedral metallofullerenes) could
give rise to new species or materials with novel properties.
Recently, endohedral fullerenes such as Sc@C82, Y@C82,
La@C82, Gd@C82, La2@C80, and Sc2@C84 have been syn-
thesized in large quantities.131 Noble gases, such as He and
Ar, have also been incorporated in fullerene cages under high

FIG. 5. Representation of different caged nanostructures allowing for
various forms of intercalation. The parent molecular structures are repre-
sented with the symbol Xn with n = 20, 24, 28, 60, and 70 as examples. The
diagonal red arrow shows structures exhibiting progressively stronger and
higher number of bonds between the polyhedra. The dashed line distin-
guishes those structures in which the nanocages are assembled through
bonds (fullerites) and those in which the polyhedron merge sharing faces
(clathrates). Such clathrate structures cannot be synthesized from their parent
polyhedra and they have been then placed between brackets to underline this
fact. 1D, 2D, and 3D polymerized fullerenes can be obtained from the van
der Waals structure at the top-left corner of the graph.
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temperature (600 °C-1000 °C) and pressures (∼0.3 GPa).132

Molecular dynamics calculations showed that a H2 molecule
remains stable in a C60 cage at 298 K and 0.1 MPa and that
pressures over 5MPa are needed to store H2 molecules in the
C60 cage.133 The behavior of endohedral metallo-fullerenes
or non-metal doped fullerenes has not been explored much
under pressure. Pioneering works show some promising
results for quantum computing such as the application of
high pressure seems to improve the thermal stability of spin
active endohedral fullerenes encapsulating single nitrogen
atoms (N@C60 and N@C70) at high temperatures.134

B. Clathrates

Clathrates can be considered as crystalline structural var-
iants of zeolitic architectures having relatively small voids.
They can be viewed as framework structures obtained by the
face-sharing assembly of the [512] pentagonal dodecahedron
X20 nanocages combined with other polyhedral ones which
should include one or more hexagonal faces. The symbol X
can represent atoms from the group-IV elements (Si, Ge, Sn),
molecules as water or groups as SiO2. In these cases, we will
speak of group-IV clathrates, clathrate hydrates, or clathrasils,
respectively. The clathrate nanostructure assemblage descrip-
tion here proposed must be considered somehow virtual as
the real synthesis process does not correspond to such
bottom-up process. Nevertheless, we will consider the partic-
ular case of zeolitic structures without oxygen, both because
they constitute a very simple example of nano-intercalation
in which high pressure studies have revealed interesting phe-
nomena and in relation to a case of small fullerites with full
3D-polymerization. The introduction of guest species in the
nano-caged clathrate structures is in fact at the heart of its
own synthesis process. Atoms or molecules, filling space
with the highest compacity (i.e., with the minimum empty
space per atom), become structure directing agents, constrain-
ing the framework organization to minimum energy polyhe-
dral structures.

Applying HP-HT is one of the common routes for the
synthesis of group-IV clathrates135,136 and sometimes for the
synthesis of new clathrate hydrates.137 Clathrasils are mostly
synthesized using hydrothermal methods138 which is also the
natural process for the formation of clathrate hydrates.

Different families of clathrates have been investigated as
potential materials for carbon dioxide sequestration, hydro-
gen or natural gas storage and transportation139 or Li-ion bat-
teries. HP-HT synthesized clathrates are also studied for the
development of new thermoelectric materials and novel
superconductors. The clathrate structure appears in fact as
very favorable for superconductivity. The high pressure
robustness of superconductivity in silicon clathrate structures
has recently been shown in Ba8Si46,

140 and predictions for
high critical temperature superconductivity of high pressure
stabilized hydride clathrate structures such as CaH6

141 or
YH6

142 reinforce such idea. Carbon clathrates are also pre-
dicted as candidates for very high Tc superconductivity.143

Nevertheless, even if carbon clathrate synthesis seems to be
not too favorable from the thermodynamic point of view,71

the recently synthesized B-C framework mixed clathrates144

could appear as a promising alternative system to explore
clathrate high Tc superconductivity.

Group-IV clathrates are also extensively explored for
thermoelectric applications.145 In the guest-host system, the
coupling of more localized phonons, involving guests, with
the framework ones leads to important heat transport reduc-
tion whereas intercalation plus metallic substitution in the
framework structure, allows for a fine-tuning of carrier con-
centration and for band structure engineering. In this way,
clathrates appear as parametric materials for the optimization
of the ZT thermoelectric efficiency parameter [the ZT figure
of merit is defined as ZT = (S2 σ/κ)T where S is the Seebeck
coefficient, σ is the electrical conductivity, and κ is the
thermal conductivity, with T being the temperature].

HP-HT application has been successful in the synthesis
of a number of clathrate materials including silicon supercon-
ducting clathrates as Ba8Si46

146 and other related struc-
tures,147,148 Ba8-xSrxSi46,

149 tellurium-mixed clathrates,150 or
iodine-mixed clathrates.151 LVP devices such as multi-anvil
cells or belt-apparatus were generally used. Most of the
obtained samples are polycrystalline, but small single crystal
can be also isolated in some cases.152

The high pressure phase diagrams of silicon clathrates of
different types have been extensively studied. First, it has
been shown that the pressure stability of guest free silicon
clathrates is very closely related to the phase diagram of
silicon in the diamond structure.153 Secondly, that phase
diagram can be strongly modified when considering nano-
cage filling with different atomic species. In most cases,
atomic filling leads to a first phase transition in the form of
volume collapse followed by a structural amorphization.154

On pressure release, it has been observed a polyamorphic
transformation into a lower density phase.155 The nature of
the volume collapse transition is still widely debated.156

C. Nanotubes

Nanotubes, like fullerenes, allow for exohedral and endo-
hedral insertion or intercalation of atomic or molecular species.
This may allow obtaining and tuning the electrical conductivity
of the system with different degrees of donor or acceptor inter-
calation. As in the case of fullerenes, high pressure has also
been used to reach higher filling rates of alkali metals. This
was the case for lithium intercalation in MWCNTs for which
filling ratios of 1–2 Lithium atoms for Carbon atom were
reached with pressures of 4.5 to 6 GPa at 300 °C.157

As already discussed, pressure application in empty
nanotubes leads to a modification of the nanotube cross
section through an ovalization/collapse process. Endohedral
intercalation/insertion can lead, in a similar way to the clath-
rate case, to the stabilization of the pristine structure at much
higher pressures. This has been demonstrated in the case of
water66,85 or CO2

89
filling, iodine intercalation,158 carbyne159

or C70 filling
160 of SWCNTs. The effect can be huge, with a

full collapse pressure going from 3.8 GPa for the pristine
(empty) sample to ∼17 GPa in the case of the water filling of
the same 1.32 ± 0.08 nm diameter SWCNTs.78 For similar
diameters and argon filling, the same type of tubes did not
show a clear sign of collapse up to pressures of 40 GPa.161

160902-10 Machon et al. J. Appl. Phys. 124, 160902 (2018)



We may underline that before the 2015 work of Torres-Dias
et al.,78 most experimental high pressure studies did not con-
sider the filling of carbon nanotubes by the pressure transmit-
ting media. This led to an important confusion in the
scientific literature with articles claiming transition pressures
in the 10–20 GPa domain while others claimed, for the same
nanotube diameter range, collapse pressures in the GPa
range. These two cases corresponded to PTM filled opened
tubes and to empty closed tubes, respectively. Of course, due
to steric effects, we cannot expect similar geometrical changes
in the nanotube cross sections for empty and filled tubes.89

Another important aspect of endohedral insertion or
intercalation of carbon nanotubes is that carbon nanotubes
act as real nano-anvils during the collapse process. They con-
stitute a tunable 1D-volume with pressure allowing studying
the effect of the geometrical or tube cross section changes on
the structure and properties of the nanoconfined species. In
that way, it has been shown by Density Functional Theory
(DFT) calculations that water or CO2 inside SWCNT can
form different types of structures at nanotube collapse
depending on the nanotube filling ratio including 1D molecu-
lar chains, 2D nanoribbons, and even molecular single and
multi-walled nanotubes.89 The bonding scheme of molecular
systems can be also modified inside carbon nanotubes. This
has been first shown in the so-called peapods (fullerene filled
nanotubes) for which it is possible to polymerize the C60
chain through HP-HT treatment.162–166 Halogen spiral chains
formed inside carbon nanotubes have been modified by pres-
sure application as it has been shown in iodine endohedrally
intercalated nanotubes. The nanotube ovalization leads to a
progressive linearization of the iodine polyanions and a
reduction of charged species on pressure release.158 In the
case of exohedrally bromine intercalated double-walled
carbon nanotubes,167 the pressure, inducing collapse of the
structure at 15 GPa, leads to significant reversible modifica-
tions of the poly-ionic structuration of bromine. Evidence of
an irreversible cross-linking between the carbon chains inside
carbon nanotubes and the wall of the inner tube, it has been
shown after a pressure cycle up to 39 GPa in filled DWCNT
collapsing at ∼13 GPa.159 This evolution involves then the
formation of a new carbon nanomaterial including an evolu-
tion from sp to sp2 hybridization of the C atoms of the
carbyne chain and from sp2 to sp3 hybridization for some
atoms of the nanotube structure. Compression of ferrocene
filled SWCNT168 leads to the increase of host–guest interac-
tions with a decomposition of the ferrocene molecules. The
authors also propose the formation of a new 3D zeolite-like
structure from the nanotube interlink, which is quenchable to
ambient conditions. Also, graphene nanoribbon analogues
made of polymerized perylene molecules filling SWCNTs
have been studied under high pressure.169

VI. PERSPECTIVES AND POTENTIAL APPLICATIONS

In this section, we will list the different opportunities
that high pressure applied on nanomaterials can offer for the
synthesis of new phases in view of potential applications. We
will first analyze some general aspects about phase metasta-
bility and then we will concentrate on the specific techniques

of new material synthesis. We will first consider some novel
techniques such as HP-HT synthesis of nano-sized polycrys-
talline hard materials or sintering at the nanoscale. Then, we
will discuss other much less exploited high pressure synthesis
methods, such as polymerization of nanostructures, bending/
folding of nanostructures, breaking of nanostructures, or
interaction with the PTM. We will finally consider progress
in the study of individual nano-objects at high pressure. In
our opinion, this kind of study will strongly develop in the
forthcoming years and will lead, in combination with theoret-
ical methods, to advanced high pressure engineering of
nanosystems.

A. High pressure metastability

Presently, there are few applications of high pressure in
the production of new materials or nanomaterials.
Historically, high pressure synthesis has found few real-life
applications beyond manufacturing of diamond and diamond-
like materials. The major reason for this is the unstable
nature of the high pressure phases at ambient conditions. To
preserve these high-pressure phases, spinodal limits need to
be shifted in order to metastabilize and preserve phases
obtained during high-pressure treatment.

Nanostructuration is a way of tuning the thermodynam-
ics of a system that allows modifying the associated energy
landscapes and the kinetics of phase transitions on both com-
pression and decompression paths. We may expect in that
respect also important future contributions of modeling and
theoretical calculations. In fact, until very recently, the theo-
retical models of thermodynamic paths allowing the metasta-
bilization of high pressure phases have remained elusive. The
continuous progress of calculation capabilities and the devel-
opment of calculation methods let us foresee the introduction
of the thermodynamic path as a computing parameter. This
should contribute to enhance the predictive capabilities of
condensed matter computing, further developing the dialogue
between experimentalists and theoreticians.

All in all, it remains true that the sample volume of high
pressure phases demanding synthesis conditions at pressures
beyond the GPa (or even less) is very small and the produced
material needs a high added value in order to comply with
the economic constraints of industrial applications. This is
particularly the case for the high pressure synthesis of
diamond. Nevertheless, years after the discovery of the high
pressure synthesis, the CVD process has been developed. We
may then argue that high pressure synthesis must be explored
as a means to obtain and study new materials, which may
later be synthesized by other methods if societal or industrial
interests are demonstrated. These general considerations also
apply to new phases obtained from nanomaterials.

In the following, we discuss different areas or methods
in which, in our opinion, nanostructuration or nanosystems
should play or continue to play an important role in the
future.

B. Ultra-hard nanosized polycrystals

As mentioned earlier, quantum confinement effects
in nanosystems lead to different physico-chemical
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characteristics with respect to the bulk counterparts as well as
different collective physical properties related to nanosize. A
good example of this last aspect is the HP-HT synthesis of
nano-polycrystalline diamond (NPD) or c-BN (NPcBN)
which exhibit superior qualities to single-crystal. The
so-called Hall-Petch effect, by particle size reduction, is
invoked to explain enhanced mechanical properties both in
NPD5 and in NPcBN.170 The physical mechanisms associ-
ated with such enhancement are still debated and may differ
from the Hall-Petch mechanisms in microcrystalline materi-
als. In particular, it appears that new characteristic lengths as
those introduced by nano-twinning or defects can play an
important role.170 Nano-Polycrystalline Diamond (NPD) con-
sists of nanometric diamonds densely packed in random ori-
entations. That leads to a mechanical anisotropy and prevents
cleavage. Nano-structuration also lowers the thermal conduc-
tivity of diamond and this improves its mechanical properties
at high temperature. NPD can be easily cut by pulsed laser to
various forms, such as anvils for DAC or LVP. They are
already in use in some research applications, such as high
pressure x-ray spectroscopy studies.171 In 2012, the Japanese
company, Sumitomo Electric, has launched the first tools fea-
turing nano-polycrystalline diamond.

C. Nanosize sintering

Many efforts are devoted to preserve the advantages of
the nanoscale properties in macroscopic size materials both
in single-phase and in polycrystalline or composite materials.
The application of high pressure conditions is explored in
some cases as a possible step in the manufacturing of nano-
based materials. The full compaction of metallic or ceramic
nanopowders could be a powerful mean to produce advanced
materials with exceptional mechanical, optical, or thermo-
electric properties, for example. The key problem, especially
for ceramics, is that high temperatures are required for sinter-
ing. Thus, preserving small grain sizes in the 20 ± 10 nm
range in a dense material is very challenging as densification
and grain growth proceed simultaneously. Furthermore, the
smaller the nanoparticles are, the faster the particle coarsen-
ing kinetics proceeds. Hot pressing under very high pressure
(1 to 25 GPa) using LVP enhances the densification at lower
temperatures and gives rise to almost full densification of
nanoparticles with a limited grain growth.172,173 LVPs have
shown their efficiency to manufacture fully dense nanocer-
amics with an excellent optical transparency and higher hard-
ness than microcrystalline ceramics.174 The remarkable
mechanical properties of the poly-nanocrystalline compacts
are explained by the nanostructure itself, which prevents the
propagation of micro-cracks enhancing fracture toughness.
The classical Hall-Petch mechanisms are often invoked in the
physical origin of the mechanical properties enhancement,
but other mechanisms involving the plastic deformation of
nanoparticles are also suggested.175,176 In addition to grain
nanosize preservation, high pressure sintering has the great
advantage to stabilize high pressure metastable phases such
as cubic boron nitride (cBN), diamond, or stishovite.
Ultra-hard poly-nanocrystalline cBN,170,177 nano-diamond,5

stishovite178 compacts are elaborated in LVP by the HP-HT

transformation of precursor systems as already discussed in
Sec. VI B. Unfortunately, pressures as high as 20 GPa are
required. The use of very high pressure LVP in nanoceramic
processing then remains a niche route. A more widely used
technique is the Spark Plasma Sintering (SPS), a hot pressing
technique where very high heating rates (up to 1000 °C/min)
are achieved by application of high intensity pulsed electrical
current, leading to super-fast densification of nanopowders
(within few minutes). Despite the short sintering time, SPS
does not allow to preserve the original nanograin size at full
densification. Combination of high pressure and high heating
rate might be the key allowing to optimize the synthesis of
dense nanoparticles compacts with about 10 nm grain size.179

The usual pressure range used in SPS is limited to 150MPa
by the compressive strength of graphite dies. Nevertheless,
SPS high pressure devices have recently been developed to
reach 1 GPa179 to 10 GPa.180–182 This opens a new field for
the design of advanced materials that will benefit from the
properties of nanoparticles.

D. Bonding/Polymerization of nano-objects

We have mentioned the countless possibilities in engi-
neering new materials by combining topology, assembly,
endohedral inclusions, or intercalation with high pressure.
The possibilities offered by the 1D, 2D, or 3D polymeriza-
tion of C60 have been extensively explored and discussed in
Sec. IV C. More studies on C70 and derivatives at high pres-
sure could be very interesting as the directional bonding
properties of C70 molecules could enable the creation of
anisotropic structures with novel properties.

We have also discussed in Sec. IV B the possibilities for
new material synthesis offered by the high pressure covalent
bonding between carbon nanotubes. Different modeling
studies tend to confirm that possible scenario. The formation
of new nanostructures through sp3 bonding of carbon nano-
tubes have been in fact predicted for small diameter carbon
nanotubes.183,184 Today, the experimental limitations avoid-
ing the controlled high pressure polymerization of carbon
nanotubes arise from the sample purity. In fact, pure bundles
of carbon nanotubes composed of nanotubes of the same chi-
rality are not yet available without the presence of surfactant
or polymer molecules. Many progresses done in recent years
toward the chiral purification of carbon nanotubes let us
envisage the possible development of such new type of nano-
polymers in the near future.

The same “bonding strategy” may apply to 2D systems.
We may underline in that respect the recent announcement of
the high pressure synthesis of “diamondene,”185 a proposed
2D-system made of sp3 carbon obtained via the
pressure-induced bonding between the two planes of a
bilayer graphene system.

E. Bending and deforming nanostructures

The topology of certain nanostructures favors very low
bending rigidity in certain directions. This is the case in
nanotube structures in the radial direction or in 2D systems
in the direction perpendicular to the plane. Pressure applica-
tion can allow setting strategies to tune in different ways the
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geometry of such structures by bending. As discussed in
Sec. III B when considering size effects in carbon nanotubes,
there are limiting values for CNT stability as a function of
their size. In particular, for large SWCNTs, a reversible tran-
sition toward dog-bone cross sections can be reached with
very moderate pressures. Bending of nanotubes can lead to
very important changes in their physico-chemical properties
such as semiconductor to metal or metal to semiconductor
transitions (see, for instance, Ref. 68 for a discussion on
carbon nanotubes and Ref. 186 for BN nanotubes). Another
interesting aspect is that nanotube deformation can also allow
for strong interactions with active molecules introduced
inside the nanotube (see Sec. V C). We could then expect the
use of large carbon nanotubes in active switching devices or
composites or as sensors.187 Further investigations, both
experimental and theoretical, would be needed to explore
these possibilities, including the characterization of individ-
ual carbon nanotubes under high pressure. Again industrial
applications will imply the selection or growing of selected
large diameter carbon nanotubes, which appears presently
more challenging than for low diameter (<1 nm for
SWCNT) tubes.

An interesting class of materials which could permit
exploiting the radial deformation of carbon nanostructures is
nanocomposite. Carbon nanotubes can be incorporated in dif-
ferent matrices, especially polymeric, in order to enhance the
mechanical or electrical properties of the final material. In
particular, the possibilities to use such types of composites as
pressure sensors are explored. The softness of the matrix
should allow a modification of the electrical conductivity of
the percolated nanotube network. In the case of MWCNT
composites, a pressure of 1–5 GPa has been used to modify
the radial geometry of the embedded tubes in a polymer
matrix with an in situ significant reduction of the electrical
resistivity of the composite68 which is attributed to an
improvement of the electrical contact between carbon nano-
tubes. A permanent pressure-induced radial deformation of
the tube—stabilized through some local polymer densifica-
tion—was observed by electron microscopy (Fig. 4).

High pressure deformation in atomic-thick-like 2D
systems is an emerging area. In fact, it has been recently
shown that supported 2D structures under high pressure
follow a strong biaxial strain due to the volume reduction of
the supporting substrate as was discussed in Sec. IV D.
When the substrate surface is much more compressible than
the in-layer bonds of the 2D system, this last one tends to
bend or wrinkle and a limited strain transfer is then
detected.112 An engineered substrate supporting the
2D-system could allow the control of such deformations pat-
terning. This can offer new opportunities for the development
of pressure switching devices under different stress
conditions.

Coupled to micro- and nano-technology fabrication
methods, the development of NEMS (Nano Electro-
Mechanical Systems) or sensors based on pressure or strain
deformed nano-objects constitutes also an interesting route of
research.188 Based on the significant modifications observed
in the electronic properties of 1D and 2D nanomaterials
under different strain conditions, straintronic is a domain that

will certainly benefit from the exploration of the high
pressure domain.

F. Breaking nanostructures

The use of mechanical constraints to reduce the size of
microcrystals to reach nanoparticle dimensions is in use since
many decades in techniques such as ball milling or Severe
Plastic Deformation (SPD). Ball milling uses ball impact and
attrition to reduce particle size (see, for instance, Ref. 189 for
a review) whereas SPD combines high hydrostatic pressure
with large shear strain in different techniques such as equal-
channel angular pressing, high pressure torsion, or asymmetric
rolling (see Ref. 190 for a review). In both cases, large local
strains in the GPa or multi-GPa regime can be reached. Even
if crystalline phase transformations or amorphization processes
have sometimes been reported in particular for ball milling,191

these techniques do not usually involve phase transformations
but they are particularly important for industrial applications.

Breaking nanostructures using high hydrostatic pressures
has also been used. The irreversible graphitization of carbon
nanotubes following radial collapse has been reported for
SWCNT in combined HP-HT experiments (12 GPa, 1500K).90

Furthermore, using shock waves in DWCNT, it was shown
that pressure above the collapse one was necessary to induce
important damage in the nanotubes.91 It will be important
to clarify if such changes are related solely to the collapse
pressure or to a given high pressure threshold. In fact, this
breaking or unzipping method of carbon nanotubes consti-
tutes an alternative method for graphene nanoribbon produc-
tion.192 It is important to understand if such transformation
can be reached at moderate pressures for large nanotube
diameters having low collapse pressures. The effect of the
number of walls and of temperature also needs to be
understood.

The collapse of carbon nanotubes offers a unique
method for nanostructure breaking acting as nano-anvils.
This has been applied in the case of SWCNT filled with ful-
lerenes, the so-called peapods. It was shown that at pressures
beyond the collapse pressure, C70 fullerenes are destroyed160

after the radial collapse of the carbon tubes. More recently, it
has been shown193 that the fullerene structure evolves to an
amorphous confined chain which may further evolve to a
new carbon crystalline form.

G. Taking advantage of the PTM

We have also discussed the high sensitivity of nanostruc-
tured systems to their environment which offer certainly
many engineering possibilities. In high-pressure experiments,
such environment is constituted by the PTM. The choice of
the PTM can be done in order to optimize the hydrostatic
conditions or to minimize or maximize its interaction with
the nanostructures.

In particular, in the case of nanocrystals, the interaction
of the environment with surface atoms can contribute to the
fine-tuning of phase transformations with the possibility of
stabilizing new phases through the modification of the parti-
cle surface energy or reactivity. Carbon nanotubes or 2D
materials constitute also a fantastic playground for the design
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of novel systems and materials. For example, endohedral
inserted molecules or atomic systems in nanotubes will be
strongly modified by pressure application both through the
modulation of their geometrical organization and through
density changes. Filling of carbon nanotubes or intercalation
in 2D systems modifies both the electronic and the mechani-
cal properties of the system, including a significant enhanced
pressure stability. This presents a potential interest in com-
posites and NEMS.

Finally, the coupling of high pressure and solvent inter-
calation appears to be a powerful strategy to metastabilize
hybrid nanostructures such as fullerite materials with unique
structures and properties. This seems to be a promising field
of research as the possibilities of combining different species
of solvent with different architectures are enormous. In the
case of fullerites, an interesting challenge will be to apply
external pressure to disclose how the properties of endohedral
metal or non-metal doped fullerenes are modified in view to
metastabilize new polymerized forms that could be promising
for quantum technology, for instance, as qubits in spin
quantum computers.

H. Individual nanosystems at high pressure

In the forthcoming years, we may expect a significant
evolution in the study of individual nanosystems under
extreme conditions. The important effects of geometry or
size on their physical properties will be tackled with much
higher accuracy through the experimental study of well-
characterized individual nano-objects, close to idealized
systems used in theoretical studies. Up to now, the high pres-
sure experimental study of individual nanosystems has been
limited to electronic transport experiments, which are particu-
larly influenced by the electric contact evolution or by the
interaction with the supporting substrate.36,38,188

Coupling of high pressure devices with the methods of
micro- and nano-technologies should certainly play an
important role in the high pressure study of individual nano-
systems. Optical spectroscopies are particularly well adapted
techniques in that view, avoiding side effects as those men-
tioned in electronic transport experiments. In particular, we
may expect important advances using those techniques for
which spectroscopic measurement of single individual
nano-objects at ambient conditions has already been reached,
such as in Raman spectroscopy194 or Spatial Modulated
Spectroscopy (SMS).85,195

X-ray synchrotron radiation probes are also well adapted
methods for the in situ study of individual nano-objects at
high pressure which can also be coupled with ex situ probes
characteristic of nanoscience and surface sciences. In particu-
lar, the development of X-ray synchrotron sources including
X-ray Free Electron Lasers (XFEL) or the foreseen upgrade
of a number of 3rd generation synchrotron facilities will cer-
tainly have a significant contribution in such developments,
thanks to the concomitant enhanced brilliance and reduction
of beam-size. In fact, as well as for optical spectroscopies,
first studies of individual nano-objects at ambient pressure
have already been developed, in particular, for X-ray
diffraction.196

VII. CONCLUDING REMARKS

The different physical processes or techniques discussed
in Secs. VI A–VI H could be of course combined in different
ways, either for the study of nanomaterials at extreme condi-
tions of pressure or for the synthesis of new materials.
Breaking, bending, filling, and transforming nano-objects
may be considered as different steps of a sequential process,
for instance. It may be possible to obtain new diamond
doped forms from filled carbon nanotubes. It is in fact possi-
ble to obtain diamond doped iodine from the HP-HT trans-
formation of endohedrally iodine filled SWCNT;90 under
pressure the iodine filled tube first radially collapsed, then
broke into graphenic-like intercalated system and transformed
into diamond.

More generally, we have discussed that pressure allows
modifications of the material architecture at different scales,
from the crystallographic arrangement to the mesostructure.
This opens the opportunity to tune the associated properties
combining extreme conditions with nanosized systems of
well-controlled size, a terrain which constitutes an avenue for
the synthesis of novel nanostructures at different scales.
Open opportunities involve the field of nanocomposite mate-
rials or NEMS development, fields which will strongly
benefit from the continuous development of synthesis or sep-
aration methods of monodispersed samples.

Finally, we may then think of nanocrystals, fullerenes,
nanotubes, or the different types of 2D systems as the consti-
tutive units for the development of endless types of new
materials combining the same type of nano-objects or differ-
ent types of nano-objects in a final material. Setting the ther-
modynamic conditions for the mechanisms we have evoked
in Subsections VI D to VI F (bonding, bending, breaking)
offers never-ending opportunities for the engineering of new
materials by controlling the size and geometry of the nano-
object. The combined additional opportunities offered by the
intercalation or insertion of different atoms or molecules as
well as the control of the environment should allow progress
in the fine-tuning of physical and chemical properties of the
final engineered material. As mentioned, the low sample
volume inherent to the high pressure technology is largely
compensated by the open opportunities of the newly discov-
ered materials which may be then synthesized following
more industrially friendly approaches. Nanomaterials
designed with high pressure should then contribute to tack-
ling the different technological and global challenges of our
world in the 21st century.
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