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Abstract

This article presents the numerical modeling of an in-can melter containing a

metallic and a glass phase. Low-frequency electromagnetic induction is used

to melt and stir the metal, and the latter heats and drags the glass phase. A

careful choice of operating parameters is required to prevent the solidification

of the glass, and to increase the performances of the process. Numerical mod-

eling helps in avoiding experimental trial and error method and in studying

the effect of the operating parameters on the hydrodynamics. The main diffi-

culty for the numerical modeling comes from the deformation of the interfaces,

produced by the magnetic pressure. First, a theoretical estimation of this phe-

nomenon is performed and compared with numerical and experimental results.

Then, numerical results are presented for different power inputs, AC frequen-

cies, and quantities of glass. One of the phenomena obtained numerically is air

entrainment at the triple point, creating bubbles in the glass.
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1. Introduction

Mixed oxide nuclear fuel (MOx) production plants generate, each year, large

quantities of technological wastes contaminated with uranium and plutonium

due to the manipulation of the combustible in glove boxes. In France, today’s

solution to prevent the contamination of the environment is to enclose these5

wastes in hermetic packages for long-time storage in geological sites. To pro-

duce these packages, the wastes are compacted in order to reduce their volume

by using different processes depending on their composition. Metallic parts are

often compacted and cast in concrete [1] or melted in a can [2], while organic

materials are incinerated and then incorporated in melted glass, which is solid-10

ified afterwards. The latter process is called vitrification and mainly has two

configurations, the first of which is based on the resistive heating technique and

is in use in the United State, Japan, India, etc. [3]. The second vitrification

technology, which has been developed by France, is based on the inductive heat-

ing of the glass bath and is currently in use in France, Great Britain, Korea,15

etc. [3].

In both vitrification technologies the melted glass containing the wastes is

poured into the package where solidification occurs. Although these technologies

are effective, their work-flow is rather slow mainly because of:

• The time needed to homogenize the irradiated matter in the glass, which20

is generally done with an air bubbling system [4] or a mechanical stirrer

[5].

• The time spent for the preliminary sorting of the wastes necessary for

their further treatment. For the considered wastes, this step is substantial

due to the fact that — even if they are sorted at the source — the wastes25

are sealed in welded PVC bags regardless of their composition, in order

to ensure the containment of radioactive materials.

To allow the simultaneous treatment of unsorted organic and metallic intermediate-

level wastes, the PIVIC process [6–8] is currently being developed, under the
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collaboration agreement between the Orano company, Andra1, and the CEA2.30

This process belongs to the family of so-called “in-can melting” processes which

were already proposed several decades ago [9, 10] and allows the crucible used

for elaboration to become the final container. The whole treatment setup con-

sists of two parts: the upper one serves as a combustion chamber for the organic

part and is connected to the lower one which serves as a melter (figure 1). The35

latter is the subject of the present work. The melter is fed with metallic and

incinerated organic wastes and glass frit, and the materials are melted due to

electromagnetic induction. During the treatment, a phase containing the metal-

lic parts from the wastes is formed in the container, along with a glass phase

containing the ashes of organic materials. Due to their physicochemical proper-40

ties, the two phases are non-miscible and stratify because of differences in their

density.

In addition to avoiding the sorting of preliminary wastes, the PIVIC process

has another advantage directly related to the co-existence of electrically con-

ducting and dielectric phases under the treatment. Indeed, the use of the AC45

electromagnetic field leads not only to the heating of the metallic phase, but

also to its intense stirring. The glass is then melted and stirred via its contact

with the metal, preventing the usage of another homogenization system.

However, to gain from benefits foreseen in the PIVIC process, its operational

parameters should be carefully chosen. Regarding the processes in the melter,50

and without addressing the chemical interactions between the two phases, mul-

tiple questions arise about the electrical and mechanical behavior of the two

phases. One of the crucial operational point is that the glass phase should

be always stirred during the whole treatment, otherwise it will freeze and the

package production will be interrupted. Consequently, the external AC elec-55

tromagnetic field should not only penetrate the can, but also provide sufficient

heating and stirring for the melted metal to be further transferred to the glass.

1French national agency for radioactive waste management
2French alternative energies and atomic energy commission
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Figure 1: Sketch of the PIVIC process: the upper part serves as incineration chamber for

organic materials, the lower part is for the processing of the liquid phases with their further

solidification in place.

However, in such process configurations the electromagnetic induction produces

not only the stirring of the bulk liquid, but also exerts a strong nonuniform

pressure on the surface of the metal. This may lead to the formation of a steep60

metal dome which can emerge from under the glass. The shape of the dome

will affect the distribution of the glass over the metal’s surface as well as the

thermal and kinematic interaction between the two liquids.

Because of the strong coupling of the electromagnetic and hydrodynamic

phenomena, the only way to understand the interconnections between the op-65

erational parameters, electromagnetism, and hydrodynamics of the system is

numerical simulations. It should be noted that because of high temperatures,

opacity of the materials, and the strong magnetic field, detailed measurements

are hardly feasible.

The problem of simulations of magnetohydrodynamics coupled with the cal-70
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culation of the shape of the metallic charge is not new, and has been reported,

for example, in metallurgy. Employed numerical methods were based on the

mesh deformation [11–14] or used the volume of fluid (VOF) models [15–21].

Different numerical models were also used to represent the turbulent flow of

the metal in this type of processes. Mostly, models based on Reynolds aver-75

aged Navier-Stokes equations (RANS) are used — e.g. k-ε [13, 14, 19, 20, 22],

k-ε RNG [15, 23], k-ω [11, 24], or k-ω SST [16, 17] — and sometimes Large

Eddy Simulation (LES) is used [21, 23, 25, 26], despite the longer calculation

times needed for this method. The calculations of the hydrodynamic and the

electromagnetic parts are often performed sequentially and sometimes with two80

different software [16, 20, 23, 25, 26], allowing the use of finite elements for the

electromagnetic part and finite volume for the fluid flow.

It should also be noted that the shape of the metallic dome can be obtained

by solving the equation of mechanic equilibrium between the magnetic and

hydrostatic pressure without accounting for the fluid flow [26–29].85

Yet, all the publications cited above deal with single-phase systems. Simula-

tions of two superposed liquids along with deformation of the interface between

them were made by Courtessole and Etay [15]. However, the use of the elec-

tromagnetic field in the studied process was tuned in order to create mainly a

stirring of the liquids and did not lead to a large deformation of the interface.90

The metallic phase remained always covered by the secondary liquid (molten

salt) and the velocity also remains moderate.

In this paper, the specifications of the studied process and the order of mag-

nitude of the characteristic parameters of the involved physical phenomena are

firstly presented. The numerical model, which comprises EM calculation in95

COMSOL Multiphysics and hydrodynamics in ANSYS Fluent, and a coupling

between them is described in the second part. In the third part, the shape of the

surface of the liquids obtained in simulations is compared with some measure-

ments realized on a prototype. Then, the impact of the operating parameters

of the process on the stirring of the materials is studied, with attention to the100

flow of the glass.
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2. Modeled process and associated physical phenomena

The melter (figure 2) consists of a multi-layered cylindrical container, of

typical internal radius R, placed inside an electromagnetic inductor. Because

of safety requirements, one of the layers is a metallic shell of 3 mm thickness105

responsible for retaining the melt in case of a breaking of the inner crucible. The

inductor is powered by a generator delivering an electrical current I of a few

thousands amperes at a low frequency (f ≈ 40 Hz) to ensure the penetration

of the metallic layer of the container by the EM field. For a typical value of

electrical conductivity of metals σ = O(106 S/m), the value of the EM skin depth110

(equation 1) for the selected AC frequency is in the order of few centimeters,

this means that the metallic shell is not entirely transparent for the applied EM

field, and that it will dissipate a fraction of the EM energy.

δB =
1√

πfµ0σ
(1)

R

With

induction

Metal

Glass

At rest

Metal

Glass

Container

Coil

Metallic

shell

hg
hm

Figure 2: Sketch of a meridional section of the melter containing the metal phase covered with

the glass. A strong deformation of the shape of the surface of the metal due to electromagnetic

pressure, and the formation of a dome emerging from the glass is shown on the right.

A dimensional analysis of the process is given below to provide some char-

acteristic values of the process, and to explain further the chosen numerical115

approach. Yet, this analysis requires the knowledge of the physical proper-

ties of the processing materials. In the real process, the physical properties of
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these materials will depend on the composition of the wastes and may gener-

ally vary during the treatment. Hereafter the approximate values of properties

corresponding to the materials used in the experiments with prototype at the120

average temperature of the melt (1350 ◦C) are taken (tables 1-2). The proper-

ties of the glass in table 1 correspond to those of a glass which was formulated

specifically for this process.

Table 1: Physical properties of the fluids used in the prototype.

Viscosity Density
Electrical

conductivity

η (Pa · s) ρ (kg/m3) σ (S/m)

Glass 1.3 2500 20

Metal 6× 10−3 7000 106

Air 5× 10−5 1 0

Table 2: Approximate surface tensions between the fluids used in the prototype (γ)

Air/metal Metal/glass Glass/air

1.6 N/m 1.2 N/m 0.15 N/m

An order of magnitude for the velocity in the metallic phase Um, produced

by Lorentz forces, can be estimated using the notion of the Alfvén velocity UA

(equation 2), which comes from the balance between inertial forces and the

rotational part of the Lorentz forces in the molten metal:

UA =
B0√
µ0ρm

(2)

with the subscriptm corresponding to the metallic phase, andB0 being a charac-

teristic value of the magnetic induction. The latter was measured approximately125

to 0.13 T in an empty container for a typical operating current. In the presence

of a load, this characteristic value will change.

Using the experimental results of Fautrelle et al. [30], Um can be approxi-

mated to 0.2UA in the frequency range of this study. This gives Um = 0.28 m/s

for the velocity of the molten metal. With the estimation of the magnetic130

Reynolds number Rm = Rµ0σmUm which gives approximately 0.09, one can
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conclude that advection of the magnetic field by the flow is negligible.

The estimation of the regime of the liquids’ flow is done with the Reynolds

number Re = UρR/η which represents the ratio of the inertial and viscous

forces. Taking the value of Um as a characteristic velocity for both liquids (thus135

overestimating it for the glass), Rem = 8× 104 and Reg = 130 is obtained for the

metal and the glass respectively. This predicts a turbulent flow in the metallic

phase, which corresponds to earlier observations in the literature. However, the

glass flow is laminar, which is in agreement with the observations of its free

surface in the prototype, as discussed later.140

The next estimation is related to the deformation of the surface of the molten

metal due to the magnetic pressure B2
0/2µ0 produced by the irrotational com-

ponent of the Lorentz forces and counterbalanced by the hydrostatic pressure.

The height of the dome hm, defined as the difference of height between the

highest point and the lowest point of the metal surface (see figure 2), can be

estimated using the pressure equilibrium between these two points. Neglecting

the effects of surface tension and of flow, for a dome emerging from under the

glass such that its highest point at the axis of symmetry is not covered with the

glass, the pressure equilibrium is given as:

hmρmg =
B2

0

2µ0
+ hgρgg (3)

where hg is the thickness of the glass free surface at the crucible wall and g the

gravity acceleration. Assuming that the dome shape is parabolic, i.e. its surface

is given as z(r) = hm(1− r2/R2), one can relate hg with the total mass of the

glass in the crucible Mg :

hg =
1

R

√
2Mghm
ρgπ

for hg ≤ hm (4)

Furthermore, the critical charge of the glass before the coverage of the metal

Mg,cr can be found from equations 3 and 4 with a condition that the height of

the dome is equal to the height of the glass hm = hg that means that only the

dome’s apex is not covered. Note that in this case the equation 5 defines the
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dome’s height and this relation holds also for a dome completely covered with

any quantity of glass [15], i.e. for Mg ≥Mg, cr.

hm,max =
B2

0

2µ0g(ρm − ρg)
if Mg ≥Mg, cr (5)

Mg, cr =
R2ρgπB

2
0

4µ0g(ρm − ρg)
(6)

For B0 ≈ 0.13 T obtained by the measurements on the prototype, given

relations lead to the critical glass charge of approximately 35 kg. Yet, in the

experiments performed within the prototype, the surface of the metal was visible

up to the use of 50 kg of the glass, which exceeds significantly the estimated

value. Consequently, the height of the metallic surface depending on the total145

mass of the glass introduced in the crucible is one of the subjects of the numerical

study.

Accounting for the fact that the properties of the materials, especially glass,

may strongly depend on temperature, yet, not aiming to do its calculation at

this stage of the process study, the following argumentation was accepted. First,150

the temperature in the metal can be considered constant due to its high thermal

conductivity (≈ 17 W/(m ·K)), the turbulent flow, and the thermal insulation

produced by the glass. Secondly, on the prototype, the insertion of thermocou-

ples in the melted glass showed that its temperature was homogeneous in the

bulk, yet, there is a stronger temperature variation close to its free surface due155

to the important heat losses by radiation. Consequently, neglecting the thermal

effects on material properties one may underestimate the viscosity of the glass

near its free surface that can provide a higher velocity of the latter. Otherwise,

temperature distribution in the system has no significant effect on the flow and

formation of the metallic dome.160

3. Numerical modeling

As explained above, the aim of the numerical modeling is to provide the

detailed information about the hydrodynamics of the process which is governed

by the operational parameters, such as input current and its frequency, and
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also by the amount of glass frit loaded into the melter. For the present study165

we choose a 2D axisymmetrical geometry neglecting the slight helicity of the

inductor. Based on the estimation of the height of the metallic dome, the

height of the calculation domain was limited to Z = 300 mm, i.e. the upper

part of the PIVIC setup (combustion chamber) was excluded. The modeling

approach is similar to the one adopted in [16, 20, 23, 25, 26] and consists of a170

coupling between the electromagnetic simulations performed in COMSOL and

modeling of hydrodynamics performed with ANSYS Fluent. The fundamentals

of the two models and the main difficulties are briefly described below.

Coupling of two software gives more flexibility in the construction of the

calculating meshes, as explained below. Indeed, a fine mesh is required for175

the simulation of the fluid mechanics while a large domain is needed for the

electromagnetic calculations to treat properly a natural decrease of the intensity

of the electromagnetic field. An attempt to combine both requirements using

only one calculating mesh usually leads to a large number of cells and requires

more calculation time as well as more computational resources. Furthermore,180

the use of a finite element based software is natural for the computations of

the electromagnetic phenomena due to employed projection and interpolation

methods while a larger number of models for the fluid mechanics is proposed for

the finite volume spatial discretization. It should be noted that other software,

such as OpenFOAM and Elmer [31] which are open source, can be used in a185

similar way as presented below.

3.1. Electromagnetic model in COMSOL

For AC electromagnetic induction applications, the electromagnetic equa-

tions are formulated using the magnetic and electric potential A-V , with com-

plex harmonic presentation. The equations are formulated in a cylindrical coor-

dinate system (er, eθ, ez). In the case of axial symmetry, the electric potential

has a trivial constant solution and the magnetic potential has only an azimuthal

component θ. This leads to a one equation system:

iµ0σωAθ −∇× (∇×Aθ) = µ0js (7)
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here (i2 = −1), and the azimuthal source current density js is non zero in the

inductor only, where it is equal to the total current I divided by the cross section

area of a wiring. Then, the time averaged Lorentz force density is expressed as:

Fe =
1

2
R
(
j ×B

)
(8)

with B = ∇× (Aθeθ)

and j = iσωAθeθ

j is the electric current, B the complex conjugate of B, and R the real part of

the value.

The domain treated with COMSOL includes the container with the liquids,190

the inductor, and some surrounding air of size 10Z × 10R in order for the

magnetic lines to close without constraints. The largest gradients of Aθ are

concentrated in the electromagnetic skin, so the size of mesh cells in the fluid

domain must be small compared to δB (equation 1). Therefore, this domain is

meshed by squares of 4.85 mm sides.195

3.2. Modeling of hydrodynamics and configuration in Fluent

The calculation domain in ANSYS Fluent also has a 2D axially symmetric

geometry with the size Z × R. The model in Fluent is in charge of simulating

the flow and calculating the shape of the interfaces between the fluids. To be

able to handle the appearance of a new surface due to the emergence of the

metallic dome, we choose a three-phase Volume of Fluid (VOF) model. The

principle of the latter is to use a single set of momentum equations for all fluids

and to track the volume fraction α of each of the fluids throughout the domain

in each mesh cell. Consequently, any physical property ξ in a calculation cell of

a domain is presented proportionally to the value of this property for each fluid

ξi and the volume fraction αi of the latter:

ξ =

3∑
i=1

αiξi with

3∑
i=1

αi = 1 (9)

For further treatment, one of the phases is considered as a primary one

while others are secondary phases. Then, the system of equations consists of
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the continuity equation for a unique velocity field U , incompressible transient

Navier-Stokes momentum equation, and continuity equations for the secondary

phases that are presented as follows:

∇ ·U = 0

ρ

(
∂U

∂t
+ U ·∇U

)
= −∇P + ∇ · (η + ηt)∇U + Fe + Fs − ρgez (10)

∂αi
∂t

+ U ·∇αi = 0 with i ∈ {2, 3} (11)

Here the density ρ and the dynamic viscosity η in each calculation cell is es-

timated according to equation 9. The turbulence of the flow is accounted for

by introducing into equation 10 the turbulent dynamic viscosity ηt. Among

the multiple models which are at disposal for the calculation of the latter, we

chose the k-ε realizable turbulence model [32] for its stability. The term Fe

corresponds to the EM force calculated in COMSOL and is given by equation 8.

The second force Fs interprets the pressure jump originating across the interface

between the fluids i and j because of surface tensions between them γi/j . It is

determined using the curvature κ of the interface:

Fs, i/j = 2γi/j
αiρiκi∇αj + αjρjκj∇αi

ρi + ρj
(12)

with κi = ∇ · ∇αi
|∇αi|

(13)

The VOF formulation is supposed to be conservative and this holds for the

two phases. However, in the problem under study, a volume deviation may occur

during the calculations because of the cells containing a fraction of the three

fluids. Indeed, the VOF algorithm requires a reconstruction of the interface200

to further calculate the respective mass fluxes for each phase at the cell faces.

Yet, since this reconstruction is done separately for each secondary phase, some

interfaces can overlap in these cells and errors may occur as illustrated in figure

3.

One of the ways to overcome this problem is to use small cell mesh size to205

reduce the quantity of cells containing three phases, but the duration of the
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Figure 3: Illustration of the possible error of interface reconstruction in 3-phase Volume Of

Fluid (VOF) approach (right), compared to the real interfaces (left).

calculation will highly increase. For the presented study, the domain is decom-

posed in square mesh cells of 1.25 mm of side and results of the calculations

obtained with a final volume deviation of less than 1 % were accepted. This

value produces an average error of ± 1.5 mm for the height of the metal surface,210

corresponding to approximately 1 % of the typical hm.

4. Results and discussion

For this study, we chose to fix the total Joule power in the metallic phase

Qm (equation 14) and to adapt the current intensity in the inductor in order to

obtain the aimed value Q∗
m. This strategy means that the glass/metal system is

approximately at the same thermal conditions for simulations performed with

the same Q∗
m, and therefore, we can consider a similar viscosity of the glass.

Qm =
π

σm

∫ Z

0

∫ R

0

r |j|2 dr dz (14)

For a given position of the metal, Qm is proportional to I2 and changes with

the displacement of the free surface of metal. To obtain a desired power Q∗
m, the

current intensity in the inductor is therefore corrected during the calculation as:

Icorr =

√
Q∗
m

Qm
I (15)

4.1. Shape of the interfaces

Figure 4 shows the calculated height of the metallic dome for several values

of the total mass of the glass charged in the crucible and a fixed value of Q∗
m =215
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35 kW and f = 40 Hz, which gives a value of B0 around 0.13 T, varying with the

shape of the dome. The values of hm and hg calculated by the numerical model

are relatively close to the estimation made with the analytical formula (see

section 2), the largest errors come from the fact that B0 is not exactly constant

on the numerical model due to the variation of the shape of the load (higher220

for cases with lower Mg and lower for cases where the metal is covered). As

indicated above, starting from Mg, cr = 35 kg the dome’s height in the analytical

model is at its maximal value hm,max = 152 mm and the surface is completely

covered with glass. Yet, in the simulations the free surface of the glass is higher

than the top of the metallic dome but does not cover it, as shown with the225

diagrams in figure 4. This phenomenon is due to the entrainment of the glass

by the metal, pushing it downwards and preventing the covering of the dome.

Due to this phenomenon, the critical mass of the glass to cover the dome is

52 kg instead of the 35 kg estimated analytically.
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Figure 4: Height of the metallic dome and the glass as a function of the mass of glass in

the crucible for Q∗
m = 35 kW and f = 40 Hz giving B0 ≈ 0.13 T. Solid and dashed lines

correspond to the analytical solutions of equations 3 and 4, the markers are for the numerical

results. The vertical lines indicate the transition between the different surface geometries on

the numerical model, as shown schematically in inserts.

In order to validate the shape of the interfaces obtained with the numerical230
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model, it is necessary to measure these shapes on the prototype of the process.

The use of the contact probe method [33–35] is not feasible in this case due to

the high temperature of the melt, and neither are the methods based on light

projection [17, 20], due to the presence of the opaque glass phase above the

metal. Also, measurements based on the melting of a material in the liquids235

[11, 28] are ineffective to measure the shape of the surface of the metal, because

the materials will melt in the glass. Therefore, the shapes were measured by

manually immersing a metallic rake in the liquids. The rake is made of stainless

steel because of its melting point (≈ 1500 ◦C) which is higher than the tem-

perature of the melt. Due to instantaneous cooling, the liquid metal or glass240

solidifies on the rake’s fingers leaving traces. The latter allowed us to estimate

the positions of the fluid interfaces (figure 5). Due to the low frequency of the

electromagnetic field, the perturbations of the magnetic field in the air and the

glass provoked by the rake are low since δb (equation 1) for the stainless steel

is large compared to the diameter of the fingers. The use of stainless steel also245

prevents the modifications of the magnetic flux inside the metal because the

electrical conductivity of both materials are very close. Furthermore, even if

the insertion of the rake modifies the flow of the liquids near the fingers, the

measured shape must not be affected since the dynamic pressure is supposed to

be negligible for the deformation of the surface of the metal. In figure 6, the250

comparison between the results of the numerical model and the measurements

made with the rake for Mg = 25 kg is shown.

The mean absolute error on the metal height is 6.5 mm which is relatively

low compared to hm ≈ 160 mm (≈ 4 %). The largest errors are localized at

the interface between the metal and the glass, because of the large dispersion255

of measurements in this area. As noticed above, the free surface of the glass

obtained with the numerical model is not flat due to the flow of this material.

The local decrease of the fluid velocity provoked by the insertion of the rake

may be the reason why this phenomenon is not observed on the measurements.
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Figure 5: Rake after a measure of the dome shape on the prototype for Mg = 25 kg, f =

40 Hz, Q∗
m ≈ 60 kW.

4.2. Operating parameters affecting prototype performance260

The data given in the section Shape of the interfaces were obtained for a

fixed Joule power dissipated in the metallic phase Q∗
m. Since Q∗

m ∝ I2, B ∝ I,

and hm ∝ B2 the height of the dome is supposed to increase linearly with the

Joule power in the metal, and the numerical model confirms this estimation.

The effect of the frequency on the deformation of the metallic surfaces was265

studied by Bojarevics et al. [24] who pointed out that the deformation of the

material should decrease when the frequency increase for a given Q∗
m. This is

confirmed with our studies, although these variations were found small compared

to the total deformation. Thus, for a frequency variation between 20 and 60 Hz,

the variation of hm was found about 12 mm.270

However, the variation of the frequency modifies the repartition of the Joule

power in the set-up and its efficiency. Indeed, Joule power dissipated in the

metallic shell Qshell increases with higher frequencies due to the increase of

current density originating from the reduction of δB according to equation 1.

On the other hand, the use of lower frequencies increases the electrical current

in the inductor in order to maintain a required Q∗
m in the molten metal. Due to

the electrical resistance of this part, the increase in I produces more heat losses
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Figure 6: Comparison of the shape of the surfaces of the liquids between a measurement on

the prototype and the numerical model for Mg = 25 kg, f = 40 Hz, Q∗
m ≈ 60 kW.

in the inductor Qinductor (figure 7). For further estimations, the resistance of the

inductor coils was extracted from the data of the cooling flux and the electrical

current measured in the prototype. Using it, a maximal system efficiency E was

calculated for a frequency range of 20 to 80 Hz for the mass of the glass charge

25 kg (equation 16). The obtained results show that near 50 Hz, the dissipation

of the Joule power is equilibrated between the metallic shell and the inductor

and the efficiency has its maximal value.

E =
Qm

Qm +Qshell +Qinductor
(16)

The same tendency is observed for other glass charges. Moreover, the ef-

ficiency of the system increases with the increase of Mg, as well as with the

decrease of Q∗
m for a fixed frequency. This is due to the variation of the dome’s

shape that brings the metal closer to the inductor, increasing the coupling.

4.3. Liquids flow275

The figure 8 presents the vector field corresponding to the rotational FR and

irrotational FIR parts of the Lorentz force density, given by equations 17-18, for

two different frequencies and Q∗
m = 35 kW, and Mg = 50 kg.
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FIR = −∇B2

2µ0
(17)

FR =
1

µ0
B ·∇B (18)

Because δB is of order of several centimeters, the penetration of both com-280

ponents of the Lorentz forces is rather deep. Also, FIR is not completely per-

pendicular to the surface of the metal, and affects the motion of this material.

Similarly, FR is not tangential to the surface, and introduces additional pres-

sure impacting the shape of the surface. With the increase of the frequency, the

penetration of both components diminishes and the ratio |FIR|/|FR| increases,285

especially at the surface of the metal.

The flow of the metal is composed of two vortices (figure 9), which is a type

of pattern usually observed in metals stirred electromagnetically. Rather often,

these vortices are of comparable size, yet in the present case the bottom vortex

is very small and rotates with a higher speed compared to the larger vortex290

due to the stronger Lorentz force near the inductor. The larger vortex involves

the metal from the dome’s apex till the bottom of the crucible and makes the
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Figure 8: Distribution of the rotational (FR) and the irrotational (FIR) parts of the Lorentz

force density with two operating frequencies for Q∗
m = 35 kW and Mg = 50 kg.

surface of the melt move. Two zones with nearly zero velocity exist in the melt

where the two vortices meet near the metal surface and diverge at the bottom.

Furthermore, due to the viscous interaction with the metal, the glass is also put295

in motion and presents one vortex, aligned with the largest one in the metal.
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Figure 9: Velocity field in the liquids for two glass fillings (Q∗
m = 35 kW, f = 40 Hz).

Thereafter, the volume averaged value of any variable ξ in the fluid i is
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calculated as:

〈ξi〉 =
2πρi
Mi

∫ Z

0

∫ R

0

rαiξ dr dz (19)

For Qm = 35 kW the volume averaged velocity in the metal 〈Um〉 is about

0.17 m/s and the maximal velocity is about 0.58 m/s. These values are close to

the value estimated velocity of the metal using Alfvén velocity. The velocity

magnitude of both liquids intensifies with a higher Joule power dissipated in the300

metal. Compared to increases in the frequency and glass mass, this phenomenon

has the higher influence on the velocities.

The velocity of the glass at its free surface varies from zero to 10 or 15 cm/s

depending on the mass of glass introduced in the crucible. The order of mag-

nitude for the glass velocity can be verified using optical observations on the305

prototype. They revealed that air bubbles appear somewhere inside the glass

and are transported to the free surface where they disappear. Beneath the sur-

face of the glass, these bubbles appear as dark spots. Their motion was tracked

by video recordings which provided an estimation for the glass velocity about

10 cm/s, i.e. the same order of magnitude as in the numerical results. The opti-310

cal observations also confirm the existence of the stagnation zones on the surface

of the glass and measurements give a lower temperature in this zone than at the

rest of the surface. The solidification of the glass free surface which was observed

during some experiments may have been triggered by this phenomenon.

4.3.1. Air entrainment315

An interesting phenomenon observed in simulations is the air entrainment

between the glass and the metal at the point of contact of the three fluids.

The captured air follows the interface between the metal and the glass and

is transformed into bubbles at the point where the two large vortices in the

metal and in the glass diverge (figure 9). Some bubbles rise toward the free320

surface through the glass, whereas, a smaller fraction of the air is dragged to

the surface through the bulk metal. Numerical modeling shows also that the

bubbles contribute to the stirring of the glass when rising up through the latter,

yet, their exact contribution is difficult to quantify.
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One can suppose that this phenomenon is a numerical artifact related to the325

reconstruction of the interface in the VOF model. To verify this, several simula-

tions with finer meshes were performed and showed that the bubble production

decreases, whereas their number increases, i.e. the numerical phenomenon per-

sists.

It is quite complicated to judge at what extent the numerical results rep-330

resent the real situation regarding bubbles’ formation. Indeed, on one hand,

the bubbles trapped and entrained by the glass are observed during material

processing in the prototype. Yet, on the other hand, the origin of the bubbles in

the prototype experiments can also be due to some gas produced by a chemical

reaction at the glass-metal interface, which is not taken into consideration in335

the present numerical model.

It should be noted that the air entrainment by an inclined jet falling into

a liquid pool is a well-known hydraulic phenomenon which may be observed

at a large scale in nature (waterfalls, waves, etc.) as well as at a small scale

in the laboratory experiments with water [36]. Turbulent vortices inside the340

jet are at the origin of this phenomenon by causing small perturbations at the

surface of the flow. If the velocity of the liquid in the pool is lower than that of

the jet, its surface cannot adapt to the disturbances of the jet. Consequently,

some air enters at the inception point. One can easily see that the experimental

and numerical conditions in the process qualitatively reproduce such physical345

situation. Indeed, the flow of the metallic phase is turbulent whereas the glass

flow remains laminar, and, due to the formation of the dome, the metals arrives

to the glass pool similar to a jet. Thus, the bubbles can form according to the

mechanism explained above. However, the analytical analysis used elsewhere

[36] cannot be easily transposed to the case of three different fluids involved in350

the process. It is foreseen to study the observed phenomena in details in further

simulations. It should be noted also that it would not be possible to compare

experimental and numerical results related to the bubbles and their effects if

simulations are performed in 2D axisymmetric geometry since, in this case, the

surface of each modeled bubble would be a toroidal volume instead of a spherical355
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one. Consequently, such studies should be performed using a 3D model.

4.3.2. Effect of the glass charge

It could be expected that a higher filling of the glass produces lower overall

velocity of the melt. Yet, the average turbulent viscosity of the metal is lower

for cases with more glass, approximately 10 % lower between 25 kg and 50 kg360

of glass (figure 10). This phenomenon is probably due to the damping of the

turbulence provoked by the glass at the glass-metal interface, because we notice

that the Lorentz forces in the metal does not vary significantly with the change

in the shape of this material. The turbulent kinetic energy (k) of the metal is

5.5 % lower in the bulk and about 12 % lower at the surface, comparing the cases365

with 50 kg of glass with the cases involving 25 kg. This phenomenon produces

an increase in the average velocity of this material (figure 10).
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Figure 10: Volume averaged velocity 〈Um〉 and turbulent viscosity in the metal 〈ηt,m〉, as a

function of the mass of glass in the crucible (Q∗
m = 35 kW, f = 40 Hz).

This intensification of the metal velocity increases slightly the velocity of

the glass 〈Ug〉 up to a certain mass after which the viscous losses becomes

predominant and the velocity decreases (figure 11).370

4.3.3. Effect of the frequency

By imposing the Joule heating in the metal only and not in the whole load,

it is possible to see the effect of the frequency on the liquids, independently of
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the melter (Q∗
m = 35 kW, f = 40 Hz).

the damping caused by the metallic shell. For the same Q∗
m, the magnitude of

the average velocity of the metal is slightly lower when using a higher frequency.375

However, when the frequency is increased, the magnitude near the surface and

near the side of the crucible is magnified, due to concentration of Lorentz forces

in these areas (figure 12). The intensification of the velocity at the glass-metal

interface also induces a higher velocity of the glass.
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5. Conclusion380

Interesting phenomena were observed during the numerical study of the stir-

ring of melted metal and glass in an in-can melter under low frequency AC

induction. A simple analytical model proposed for the description of the shape

of the surface of the metal phase underestimates the critical mass of the glass

before covering the metal, due to dynamic effects. Also, we suppose that the385

effect of the rotational Lorentz forces term also affects the shape of this surface.

To account for the most important effects, a numerical model of the process

has been developed. The calculation is achieved by an iterative coupling be-

tween COMSOL Multiphysics and ANSYS Fluent solving harmonic magnetic

potential and turbulent three phase flow (VOF) respectively. The calculations390

of the shape of the surface of the metal were validated with measurements on

a prototype of the process using a metallic rake. Using recorded videos of the

free surface of the melt, the average velocity of the glass was estimated and

compared with the one obtained with simulations.

The results of the numerical model show that the height of the glass can395

be higher than the top of the metal dome without covering it, explaining the

difference for the critical glass charge obtained with the analytical approach.

A parametric study was conducted to examine the influence of the power in-

jected in the metal, the quantity of the glass in the crucible, and the frequency

on the stirring of the liquids. An increase in the amount of glass introduced re-400

sults in a larger volume averaged velocity of the metal, provoked by the damping

of the turbulence. Regarding the frequency, it is shown that it has little impact

on the stirring and can therefore be taken to an optimal system efficiency (≈
50 Hz).

The results also pointed out an eventual trigger for the solidification of the405

free surface of the glass: a dead zone near the crucible and this surface. Further

investigations of this phenomenon must be performed by adding heat transfer

in the model.

It was found that the air is entrained at the triple line, yet it is not clear
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if this is a numerical artifact or a physical phenomenon. Some arguments for410

both points were proposed. For further study of the formation of air bubbles in

the liquids, the geometry of the model can be replaced by a 3D one to obtain

physically accurate bubble shape, moreover, the algorithm for the reconstruction

of the interface should probably be changed.
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