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Viscosity independence of lattice-Boltzmann methods is a crucial issue to ensure the physical relevancy of the
predicted macroscopic flows over large ranges of physical parameters. The immersed-boundary (IB) method, a
powerful tool that allows one to immerse arbitrary-shaped, moving, and deformable bodies in the flow, suffers
from a boundary-slip error that increases as a function of the fluid viscosity, substantially limiting its range of
application. In addition, low fluid viscosities may result in spurious oscillations of the macroscopic quantities
in the vicinity of the immersed boundary. In this work, it is shown mathematically that the standard IB method
is indeed not able to reproduce the scaling properties of the macroscopic solution, leading to a viscosity-related
error on the computed IB force. The analysis allows us to propose a simple correction of the IB scheme that is
local, straightforward and does not involve additional computational time. The derived method is implemented
in a two-relaxation-time D2Q9 lattice-Boltzmann solver, applied to several physical configurations, namely, the
Poiseuille flow, the flow around a cylinder towed in still fluid, and the flow around a cylinder oscillating in still
fluid, and compared to a noncorrected immersed-boundary method. The proposed correction leads to a major
improvement of the viscosity independence of the solver over a wide range of relaxation times (from 0.5001
to 50), including the correction of the boundary-slip error and the suppression of the spurious oscillations. This
improvement may considerably extend the range of application of the IB lattice-Boltzmann method, in particular
providing a robust tool for the numerical analysis of physical problems involving fluids of varying viscosity
interacting with solid geometries.

DOI: 10.1103/PhysRevE.100.033306

I. INTRODUCTION

The lattice-Boltzmann method, issued from the discretiza-
tion of the Boltzmann equation, has become a popular nu-
merical method to simulate fluid flows [1,2]. Even though it
statistically describes the dynamics of the microscopic fluid
particles—it is said that the flow is described at the meso-
scopic scale—the lattice-Boltzmann method can accurately
predict the flow behavior at the macroscopic scale [3–5].
This is supported by the Chapman-Enskog analysis [6], which
formally derives the Navier-Stokes equations from the Boltz-
mann equation.

However, the physical relevancy of the predicted macro-
scopic flow may be dependent on a number of conditions
regarding the numerical parameters. Especially, the relaxation
time, involved in the collision operator of the Boltzmann
equation and directly related to the fluid viscosity, should
be varied with caution as it often impacts the macroscopic
solution [7]. This may lead to unphysical behaviors, since
the dynamics of the macroscopic flow should remain inde-
pendent of the viscosity as long as the governing nondimen-
sional physical parameters are kept constant. The Bhatnagar-
Gross-Krook (BGK) collision operator [8], often considered
as the simplest and most convenient model, has proved to
violate this viscosity-independence principle [9]. This con-
siderably limits the range of relaxation times that can be
used in computations, eventually limiting the range of appli-
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cations of the lattice-Boltzmann method. More sophisticated
collision models, involving multiple relaxation times [10],
should thus be considered; in particular, a two-relaxation-
time model is employed in this work [11,12]. However,
viscosity-dependent errors may still arise from boundary
conditions.

While the implementation of no-slip conditions on lattice-
fitted boundaries may be straightforward using bounce-back
[7,13–15] or wet-node [16] approaches, the inclusion of
curved walls in the flow may remain challenging, especially
in the case of moving and/or deformable geometries. The
immersed-boundary (IB) method is a promising tool for the
simulation of such configurations. This method, first devel-
oped for Navier-Stokes fluid solvers [17,18], allows one to
model the body-flow interactions through the addition of a
source term in the flow-momentum equation, enforcing the
no-slip condition in the vicinity of the body. Even though
the IB method has been successfully implemented in several
lattice-Boltzmann solvers [19–23], it still presents some limi-
tations. In particular, Le and Zhang [24] have pointed out the
undesired effect of the fluid viscosity on the flow solution:
the velocity error close to the solid boundary, called boundary
slip, increases as a function of the relaxation time. As a result,
the standard IB method can hardly be used for the simu-
lation of low-Reynolds-number problems, as encountered in
many biological systems. Indeed, if the fluid viscosity cannot
be increased, the Reynolds number is generally decreased
by decreasing the flow velocity, thus increasing the cost of
the computations. In addition, these systems often involve
non-Newtonian fluids, i.e., fluids of varying viscosity. In

2470-0045/2019/100(3)/033306(12) 033306-1 ©2019 American Physical Society

https://orcid.org/0000-0003-4195-7792
https://orcid.org/0000-0001-7252-4485
http://crossmark.crossref.org/dialog/?doi=10.1103/PhysRevE.100.033306&domain=pdf&date_stamp=2019-09-11
https://doi.org/10.1103/PhysRevE.100.033306


GSELL, D’ORTONA, AND FAVIER PHYSICAL REVIEW E 100, 033306 (2019)

lattice-Boltzmann solvers, these fluids are usually modeled
by varying the relaxation time according to the local fluid
viscosity [25]. Local variations of the viscosity may thus
impact the local accuracy of the IB method. The simulation
of yield-stress fluids, for instance, may involve very large
relaxation times to model the behavior of solid-like phases.
The viscosity dependence of lattice-Boltzmann methods may
also be critical for the simulation of high Reynolds number
flows, since the decrease of the relaxation time often leads to
stability issues [26]. In these contexts, the development of IB
methods ensuring numerical reliability for any fluid viscosity
is crucial. Seta et al. [22] have shown that the boundary-slip
error can be corrected using an implicit IB method. However,
this approach substantially increases the complexity of the
implementation and the cost of the computations, since it
involves the solving of linear systems at each time step.
As this additional cost drastically increases as a function
of the number of IB markers, this method may be barely
suitable for systems involving a large number of immersed
bodies. Moreover, the high nonlocality of implicit methods
is expected to alter the potential scalability of a parallelized
lattice-Botzmann IB solver. In the following, an alternative
explicit correction of the IB method is proposed.

This work is based on a two-relaxation-time IB lattice-
Boltzmann method, described in Sec. II. In Sec. III a general
mathematical formalism is proposed to describe the influence
of the relaxation time on the boundary slip. An explicit correc-
tion of the IB forcing is then derived in order to achieve the
viscosity independence of the solution. The effective influence
of the relaxation time is analyzed numerically, in Sec. IV,
using the standard and corrected IB methods, for several
two-dimensional physical configurations: the Poiseuille flow,
the flow around a cylinder towed in a periodic channel, and
the flow around an oscillating cylinder. Finally, the principal
conclusions of this work are summarized in Sec. V.

II. NUMERICAL METHOD

The general numerical approach is presented in the fol-
lowing. The two-relaxation-time lattice-Boltzmann method is
presented in Sec. II A. The IB method is detailed in Sec. II B.

A. Lattice-Boltzmann method

At the mesoscopic scale, the flow is described by the
particle distribution function f (x, ξ, t ), which represents the
density of fluid particles with velocity ξ at location x and time
t . The dynamics of the distribution function is governed by the
Boltzmann equation,

∂ f

∂t
+ ξ · ∇ f = �( f ), (1)

where � is the collision operator. The discretization of (1) in
velocity space, physical space, and time leads to the lattice-
Boltzmann equation. The velocity space is discretized on a
set of velocity vectors {cl , l = 0, . . . , Q − 1}, where Q is
the number of discrete velocities. In the present work, which
focuses only on two-dimensional physical configurations, a
D2Q9 velocity set is used, in which the velocity space is

discretized by nine velocities, namely,

cl =

⎧⎪⎪⎨
⎪⎪⎩

(0, 0), l = 0

c
{

cos
[

π (l−1)
2

]
, sin

[
π (l−1)

2

]}
, l ∈ [1, 4]

√
2c

{
cos

[
π (2l−9)

4

]
, sin

[
π (2l−9)

4

]}
, l ∈ [5, 8]

, (2)

where c is the lattice speed, and ex and ey are unit vectors in
the x and y directions. The particle densities at velocities {cl }
are represented by the discrete-velocity distribution functions
{ fl (x, t )}, also called particle populations. The macroscopic
flow quantities are moments of the particle populations in the
velocity space. In particular, the fluid momentum and density
write

ρu =
8∑

l=0

flcl , ρ =
8∑

l=0

fl , (3)

with ρ and u the fluid density and velocity. Time and space are
discretized so that particle populations are transported from
one node to a neighboring one during one time step, namely,
�x/�t = �y/�t = c. The associated grid is thus Cartesian
and uniform. The grid spacing is denoted by �n = �x = �y.
In the following, all quantities are normalized by c and �t ,
so that �n = �t = 1. Using this normalization, the lattice-
Boltzmann equation writes

fl (x + cl , t + 1) − fl (x, t ) = �l (x, t ). (4)

The left-hand side of (4) describes the streaming step; the
right-hand side is the collision step. Equation (4) is explicit,
and the streaming and collision steps can be treated separately,
as summarized in Sec. IV A.

A common modeling of the collision term � is the
Bhatnagar-Gross-Krook (BGK) operator [8],

�BGK
l (x, t ) = − 1

τ

[
fl (x, t ) − f (eq)

l (x, t )
]
, (5)

which relaxes distributions { fl} towards equilibrium functions
{ f (eq)

l } at a rate determined by the relaxation time τ . The latter
relates to the fluid kinematic viscosity, ν = c2

s (τ − 1
2 ), where

cs denotes the sound speed, equal to 1/
√

3 using the present
normalization. The equilibrium populations are given by

f (eq)
l = wlρ

[
1 + u · cl

c2
s

+ (u · cl )2

2c4
s

− u · u
2c2

s

]
. (6)

The weights {wl} are specific to the velocity set. In the present
case (D2Q9 velocity set), w0 = 4/9, w1 = w2 = w3 = w4 =
1/9, and w5 = w6 = w7 = w8 = 1/36.

The main advantage of the BGK model, its simplicity, is
balanced by a critical limitation: while the flow is expected to
be accurately simulated for τ ≈ 1, this accuracy may be sig-
nificantly altered when the relaxation time departs from unity.
The simplest approach to improve the viscosity-independence
of the solver is the two-relaxation-time model, employed in
this work. This model is based on a decomposition of the
populations into symmetric and antisymmetric parts, namely,

f +
l = fl + fl

2
, f −

l = fl − fl

2
, (7a)

f (eq)+
l =

f (eq)
l + f (eq)

l

2
, f (eq)−

l =
f (eq)
l − f (eq)

l

2
, (7b)
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FIG. 1. Schematic view of the IB configuration. A boundary 	

discretized by Lagrangian markers {X k} is immersed in the fluid
domain 
 discretized by the lattice nodes {xi}. The shaded blue area
represents the region where the IB forcing is applied, determined by
the width of the employed kernel function (16).

where the index l is defined such that cl = −cl . The collision
step is then performed by relaxing symmetric and antisym-
metric parts separately,

�T RT
l = − 1

τ

(
f +
l − f (eq)+

l

) − 1

τ̂

(
f −
l − f (eq)−

l

)
, (8)

where τ remains the relaxation time related to the fluid viscos-
ity, and τ̂ is an additional relaxation time that does not relate
directly to macroscopic quantities and can thus be varied as
a numerical parameter. In practice, τ̂ is often set through the
parameter � relating both relaxations times [12],

� =
(

τ − 1

2

)(
τ̂ − 1

2

)
. (9)

The value of � impacts the accuracy and stability properties
of the simulations. Optimal values of � typically lay between
0.05 and 0.5, as reported in Ref. [2]. In the following, it is set
to 1/6.

B. Immersed-boundary method

The principle of the IB method is schematized in Fig. 1.
The no-slip condition on the solid boundaries is enforced
through a body force g applied on the neighboring lattice
nodes. The forcing is introduced in the lattice-Boltzmann
method following the scheme of Guo et al. [27], as commonly
done in prior works [21,22,28]. The TRT collision operator
becomes

�T RT
l = − 1

τ

(
f +
l − f (eq)+

l

) − 1

τ̂

(
f −
l − f (eq)−

l

)
+

(
1 − 1

2τ

)
S+

l +
(

1 − 1

2τ̂

)
S−

l , (10)

where S+
l = (Sl + Sl )/2 and S−

l = (Sl − Sl )/2 are source
terms associated with symmetric and antisymmetric distribu-
tions, and

Sl = wl

[
cl − u

c2
s

+ (cl · u) · cl

c4
s

]
· g. (11)

The modification of the collision operator is accompanied by
a correction of the flow momentum, namely,

ρu =
8∑

l=0

flcl + 1

2
g, ρ =

8∑
l=0

fl . (12)

The flow velocity in the absence of momentum correction is
denoted by u†, i.e., ρu† = ∑

flcl .
The computation of the body force g is based on a correc-

tion of the flow momentum interpolated on the solid boundary.
The boundary is described by a set of Lagrangian markers
{X k} = {(Xk,Yk )}, as indicated in Fig. 1. The lattice nodes,
on the other hand, are denoted by {xi} = {(xi, yi )}. Based on
expression (12), the relation between the body force G and
the prescribed wall velocity U on a boundary marker X k is
expressed as

I[ρ](X k)U (X k) = I[ρu†](X k) + 1
2 G(Xk), (13)

where I denotes the interpolation operator. The momentum
correction thus writes

G = 2(I[ρ]U − I[ρu†]). (14)

The interpolation of a physical quantity φ is performed using
a discrete Dirac function δ, namely,

I[φ](X k ) =
∑
xi∈


φ(xi)δ(xi − X k)�Si, (15)

where 
 denotes the fluid domain, and �Si = �x�y = 1 is
the cell surface. The kernel function is expressed as δ(x) =
δ̂(x)δ̂(y), with [22]

δ̂(r) =
⎧⎨
⎩

1

2d

[
1 + cos

(πr

d

)]
, |r| � d

0, |r| > d
, (16)

and d the radius of the kernel function, set to 3/2 in the
following. This kernel function (16) is chosen for its simplic-
ity, facilitating the integral computation in Sec. III C. More
sophisticated kernel functions may, however, be employed in
specific IB methods (some examples are given in Appendix
B), but this choice does not affect the results presented here-
after.

At each time step, the body force on the immersed bound-
ary is computed on the basis of expression (14). The force is
then spread to the lattice nodes, using the same kernel function
as that employed for the interpolation. The spread force on a
lattice node xi writes

g(xi ) = S[G](xi ) =
∑

X k∈	

G(Xk)δ(xi − X k)�Sk, (17)

where S is the spreading operator, 	 denotes the immersed
boundary, and �Sk is a local surface element; it is generally
expressed as �Sk = �lkε, with �lk the local distance between
two neighboring boundary markers and ε a boundary width
usually set to unity—as done in the present work—or in some
cases computed explicitly [23].
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III. ANALYSIS AND CORRECTION OF
THE VISCOSITY DEPENDENCE

The effect of the fluid viscosity on the macroscopic solu-
tion is analyzed in the following. The general scaling laws
that must be verified by the macroscopic solution are first
introduced in Sec. III A. The above-described IB method is
not able to reproduce these scaling properties, as discussed in
Sec. III B. This analysis leads to a correction of the IB force
that is derived in Sec. III C.

A. Macroscopic scaling laws

Generally, a lattice-Boltzmann problem involves at least
two nondimensional physical parameters, the Reynolds and
Mach numbers,

Re = UrD

ν
, Ma = Ur

cs
, (18)

where Ur and D are the reference velocity and reference length
of the problem, respectively, ν = c2

s (τ − 1/2) is the kinematic
viscosity of the fluid, and cs is the sound speed. Numerical
simulations are usually performed in the limit Ma � 1. Under
this condition, it is expected that variations of Ma do not
impact the numerical solution, Re remaining the only relevant
physical parameter. However, Ma is often varied as a numer-
ical parameter, through variations of the reference velocity
Ur , which alters the nondimensional physical time step and
thus the cost of the computation. If the Reynolds number is
kept constant, variations of Ur are necessarily associated with
variations of the relaxation time τ . In order to be physically
consistent, the numerical solution should thus be independent
of τ , so that it depends only on Re. This aspect is addressed in
the following.

In any physical configuration, the flow solution can be
described by a set of nondimensional physical quantities, as
the nondimensional pressure and velocity,

u∗ = u
Ur

, P∗ = P − Pr

ρrU 2
r

, (19)

where Ur , ρr , and Pr are the reference velocity, density, and
pressure of the considered problem. In a lattice-Boltzmann
framework, the density ρ and pressure P are connected by the
state equation, namely, P = ρc2

s . The second equation of (19)
may thus be replaced by a density equation,

ρ∗ = ρ − ρr

ρrU 2
r

. (20)

In addition, a complete description of an IB problem also
involves the nondimensional IB force,

g∗ = gD

ρrU 2
r

. (21)

In the following, two sets of dimensional quantities, solu-
tions of two distinct computations, are considered: (ρ1, u1, g1)
and (ρ2, u2, g2). Both sets are associated with the same refer-
ence density ρr and length D. However, the reference velocity
differs from one case to the other; these velocities, denoted
by Ur,1 and Ur,2, are connected by the scaling factor defined
as λ = Ur,2/Ur,1. Moreover, it is assumed that sets 1 and 2
result in the same set of nondimensional quantities, (ρ∗

1 =

ρ∗
2, u∗

1 = u∗
2, g∗

1 = g∗
2 ); i.e., they are both solutions of the

same physical problem. In particular, the Reynolds number
is the same in both cases. As a result, λ also designates the
viscosity ratio between configurations 1 and 2, λ = ν2/ν1; in
a lattice-Boltzmann framework, λ thus connects the relaxation
times employed in both computations, λ = (τ2 − 1/2)/(τ1 −
1/2). In order to verify the above-described scaling laws
(19)–(21), the dimensional quantities should verify

u1 = 1

λ
u2, ρ1 =

(
1 − 1

λ2

)
ρr + 1

λ2
ρ2, g1 = 1

λ2
g2. (22)

It is assumed that the Mach number is small enough so
that density variations can be neglected, i.e., ρ1 ≈ ρ2 ≈ ρr ,
as it is generally verified in lattice-Boltzmann simulations.
Using expression (12), the IB forces can be rewritten as
g1 = 2ρr (u1 − u†

1) and g2 = 2ρr (u2 − u†
2). This results in the

following scaling of the noncorrected velocities:

u†
1 =

(
1

λ
− 1

λ2

)
u2 + 1

λ2
u†

2. (23)

While the physical quantities exhibit self-similar scaling prop-
erties (22), expression (23) emphasizes that the numerical
quantity u† cannot be directly rescaled using λ, since u†

1

depends not only on u†
2 but also on u2. This property will lead

to the numerical error analyzed hereafter.

B. Immersed-boundary viscosity error

The scaling of the IB force, previously expressed on the
lattice nodes (22), must also be verified on the boundary
markers, i.e., G2 = λ2G1. If G1 is computed on the basis of
expression (14), this scaling relation becomes

G2 = 2ρrλ
2(U1 − I[u†

1]). (24)

It should be noted that, following the above-mentioned low-
Mach assumption, density variations have been neglected,
leading to I[ρ1] = ρr and I[ρ1u†

1] = ρrI[u†
1]. Using the scal-

ing laws (22) and (23), expression (24) can be rewritten as a
function of U2, u2, and u†

2, namely,

G2 = 2ρrλU2 + 2ρr (1 − λ)I[u2] − 2ρrI[u†
2]. (25)

Moreover, by definition [expression (12)], the velocity u2 on
a lattice node verifies

u2 = u†
2 + 1

2ρr
S[G2]. (26)

Finally, the IB force verifying the scaling properties writes

G2 = 2ρrλ(U2 − I[u†
2]) + (1 − λ)I[S (G2)]. (27)

In the case λ �= 1, expression (27) reduces to the standard
velocity correction (14), G2 = 2ρr (U2 − I[u†

2]), only if the
interpolation and spreading operators verify

I[S (φ)] = φ. (28)

However, this condition is generally not verified when em-
ploying the explicit approach described in Sec. II B, thus
introducing a λ-dependent (i.e., τ -dependent) term in the
computation of the momentum correction. As this term is not
considered in the standard method, the latter cannot reproduce
the scaling properties of the physical solution.
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In practice, it is useful to define λ as the ratio between
the employed relaxation time τ and a reference relaxation
time τr . The reference relaxation time should ensure minimal
boundary error, so that expression (27) describes the evolution
of the IB error as the relaxation time departs from an optimal
value. The accurate optimal value of τr may vary from one
physical configuration to the other. Detailed analysis of the
connections between the optimal τr and the physical and nu-
merical parameters would be beyond the scope of the present
paper. However, the results reported by Le and Zhang [24]
indicate that the velocity error related to the IB method is
minimal for relaxation times close to unity. This is supported
by the results of Seta et al. [22] and also by the present results
detailed in Sec. IV. Therefore, it is assumed here that the
optimal value of τr should remain close to one, and the value
τr = 1 is employed in the following. The expression of the

scaling factor then becomes

λ = 2τ − 1. (29)

Therefore, expression (27) may be seen as a description of
the evolution of the IB-force error as the relaxation time
departs from unity. A correction of this error is proposed in
the following.

C. Correction of the Immersed-boundary force

A first approach in order to achieve viscosity independence
of the momentum correction consists in ensuring the condition
(28) through implicit algorithms, as suggested by Seta et al.
[22]. However, this approach introduces substantial additional
computational costs, as discussed in Sec. I. Here an explicit
approach is proposed, based on an approximation of the
reinterpolated IB force, I[S (G)].

First, a continuous formulation of I[S (G)] is considered,

I[S (G)](X m) =
∫∫

xi∈


∫
Xk∈	

G(Xk)δ(xi − X k)δ(xi − Xm) dX k d2xi. (30)

Then it is assumed that the curvature of the immersed boundary is small, so that it can be approximated by a straight wall. This
simplifies the integral in (30) since xi, X m, and X k can be decomposed in a frame (p, n), where p and n are, respectively, parallel
and normal to the straight boundary. The resulting decompositions are denoted by x = (p, n) (Eulerian frame) or X = (P, N )
(Lagrangian frame). Consequently, the kernel functions in (30) can be decomposed as δ(xi − X k) = δ̂(pi − Pk )δ̂(ni − Nk ) and
δ(xi − Xm) = δ̂(pi − Pm)δ̂(ni − Nm), and the IB force can be expressed as G(Xk) = G(Pk ). Recalling that for a straight boundary
the normal distance between a given lattice node xi and any boundary marker is constant, namely, (ni − Nk ) = (ni − Nm),
expression (30) becomes

I[S (G)](X m) ≈
∫∫

xi∈


δ̂(pi − Pm)δ̂(ni − Nm)2

⎡
⎣ ∫

Xk∈	

G(Pk )δ̂(pi − Pk ) dPk

⎤
⎦dni d pi. (31)

The momentum correction is then linearized in the vicinity of
X m, in the form

G(Pk ) = G(Pm) + (Pk − Pm)
∂G
∂P

(Pm). (32)

After some straightforward developments detailed in Ap-
pendix A, and especially using identities

∫
δ̂(x) dx = 1 and∫

xδ̂(x) dx = 0, expression (31) eventually reduces to

I[S (G)](Xm) ≈ G(Xm)
∫

δ̂(r)2 dr. (33)

This allows us to express the reinterpolated IB force as

I[S (G)] ≈ κG, (34)

where κ = ∫
δ̂(r)2 dr is an error factor that depends on the

employed kernel function. In the case of the kernel function
employed in this work (16), κ is equal to 3/(4d ), i.e., κ =
1/2 using d = 3/2. The values of κ for other commonly used
kernel functions are given in Appendix B.

The approximated term I[S (G)] can be introduced in
expression (27). Finally, the IB force can be rewritten as

G = λ

1 + κ (λ − 1)
2ρr[U − I (u†)]. (35)

Expression (35) is the viscosity-independent IB scheme pro-
posed in this work. As it is a straightforward correction of
the standard IB method, it does not involve any additional
implementation effort or computational cost. Moreover, the
corrected method reduces to the standard one when τ = 1, as
λ is equal to one in this case. As a result, the good properties
of the IB method when τ is close to one (accuracy, stability,
robustness) are conserved; the method is only corrected when
the relaxation time departs from unity. Its accuracy is analyzed
and compared to that of the noncorrected IB method in
Sec. IV.

Even though the above analysis has been performed in a
two-dimensional framework for sake of brevity and clarity, it
should be mentioned that its extension to three-dimensional
configurations is straightforward. Indeed, a three-dimensional
version of expression (30) can be computed similarly through
a plane-wall approximation and a two-dimensional lineariza-
tion of the IB force on the boundary. This development and the
associated validation tests are, however, left for future works.

IV. NUMERICAL RESULTS

The accuracy of the proposed IB method is analyzed in this
section on the basis of several test cases. First, a summary of
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FIG. 2. Sketch of the physical configurations: (a) the inclined
Poiseuille flow and (b) the circular cylinder towed in a periodic
channel. Solid lines represent the boundaries of the computational
domain, and dashed lines indicate the immersed boundaries.

the implemented algorithm and a description of the considered
physical configurations is proposed in Sec. IV A. The first
configuration is the Poiseuille flow; the related computational
results are commented in Sec. IV B. Then the flow around a
cylinder towed in still fluid is considered in Sec. IV C. Finally,
the behavior of the method is investigated in the case of a
cylinder oscillating in still fluid in Sec. IV D.

A. Algorithm and physical setup

In the following, results issued from the noncorrected
and corrected IB methods are considered. In both cases, the
implemented algorithms can be summarized as follows, the
methods differing only at step 6:

(1) Distribution functions { fl} and the macroscopic quan-
tities are known at the beginning of a time step

(2) TRT collision is performed (6)–(8)
(3) Postcollision distributions are streamed (4)
(4) Position and velocity of the IB markers are updated
(5) Interpolation of the noncorrected flow momentum on

boundary markers (15)
(6) Computation of the IB force (35) with (i) λ = 1

(noncorrected method) or (ii) λ = 2τ − 1 (29) and κ = 1/2
(corrected method)

(7) Spreading of the momentum correction (17)
(8) Update of the macroscopic quantities (12)
This algorithm is applied to three physical configurations,

schematized in Fig. 2. The first case is an inclined Poiseuille
flow. Parallel and inclined immersed boundaries are placed in
a periodic computational domain. The distance between both
walls is called Dp. The angle between the walls and the x axis
is denoted by α; it is set to 30◦ in the following. The flow is
driven by the body force gp parallel to the walls. Based on the
characteristic velocity Ur,p = √

gpDp, the Reynolds number is
defined as

Rep =
√

gpDpDp

ν
. (36)

A new frame (x′, y′) is introduced; it is attached to the lower
wall, and the x′ axis is parallel to the flow direction. In this
frame, the analytical flow solution is

ux′ (y′)
Ur,p

= 1

2
Re

y′

Dp

(
1 − y′

Dp

)
, (37)

where ux′ is the fluid velocity in the x′ direction.
The second configuration is a circular cylinder of diameter

Dc immersed in a x-periodic channel and moving at velocity

FIG. 3. Effect of the relaxation time on the Poiseuille flow
solution: (a) standard IBM and (b) corrected IBM. Rep = 0.1 and
Dp = 50�n.

Uc in the x direction. The dimensions of the computational
domain are set by the lengths Lx and Ly, as indicated in
Fig. 2(b). No-slip boundary conditions are set on the upper
and lower boundaries of the computational domain, using
the bounce-back method [2]. Two cases are considered: the
cylinder towed at a constant velocity Uc, and the cylinder os-
cillating in still fluid. In the latter case, the cylinder exhibits a
sinusoidal motion described by xc(t ) = Ac sin(2π fct ), where
xc(t ) is the x position of the cylinder at time t, and Ac and
fc are the motion amplitude and frequency. In both cases, the
Reynolds number is defined as

Rec = Ur,cDc

ν
, (38)

where Ur,c is the typical flow velocity, equal to |Uc| in the
towed-cylinder case, and to 2πAc fc in the oscillating-cylinder
case. The drag coefficient is used to analyze the fluid forces
exerted on the body; it is defined as Cx = 2Fx/ρrU 2

r,cDc, where
Fx in the sectional fluid force in the x direction, computed
by summing the IB momentum corrections on the immersed
boundary, namely,

Fx =
∑

X k∈	

G(Xk) · ex�Sk . (39)

The numerical solutions obtained for these physical con-
figurations and issued from the standard (Sec. II B) and cor-
rected (Sec. III C) IB methods are analyzed hereafter. As the
accuracy of the standard IB method has widely been studied
in prior works [28], this aspect is not directly addressed in the
following. In contrast, the focus is placed on the comparison
between the standard and corrected IB methods, especially
concerning the effect of the relaxation time. Additional vali-
dation results on the flow past a cylinder immersed in a current
are provided in Appendix C.

B. Poiseuille flow

The numerical solutions for the Poiseuille flow are studied
hereafter. The Reynolds number (36) is set to Rep = 0.1, and
the width of the channel is Dp = 50�n. Figure 3 shows the
evolution of the x′ velocity as a function of y′, issued from
both methods and for different values of the relaxation time.
In this figure, the flow velocity is normalized by the maximum
analytical velocity, namely, um

x′ = Ur,pRe/8. For τ = 1, the
numerical solution issued from the standard IB method is
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FIG. 4. Effect of the grid resolution on the Poiseuille flow so-
lution: (a) evolution of the flow rate Q issued from the standard and
corrected IB methods, for τ = 1 and τ = 40, as a function of Dp/�n;
(b) evolution of �, the relative difference between the flow rate errors
of both methods, for different values of the relaxation time, as a
function of Dp/�n.

close to the analytical solution. In particular, the wall velocity
is close to zero, and no clear boundary slip is noted.

The numerical solution substantially departs from the ana-
lytical one as the relaxation time increases. This is the bound-
ary slip error that has been described in prior works [22,24].
This error is expected from the analysis performed in Sec. III:
the standard IB method does not take into account the τ -
dependent term in the computation of the IB forcing, resulting
in a τ -dependent numerical solution. In contrast, the impact
of the relaxation time on the flow solution is very small when
using the present corrected IB method [Fig. 3(b)], supporting
the relevancy of the approach described in Sec. III C. Overall,
the flow solution remains close to that obtained with τ = 1,
which by definition is identical for both methods.

The simulated flow tends to the exact solution as the mesh
size increases. This is illustrated in Fig. 4(a), on the basis
of the flow rate Q = ∫

ux′ dy′. In the figure, Q is normalized
by the analytical flow rate, Qa = Ur,pDpRe/12. Moreover, the
grid resolution is varied together with the Reynolds number,
which ranges from 0.05 to 0.4, so that the relaxation time
and the reference velocity are kept constant. The convergence
of the flow solution is well noted for both the noncorrected
and corrected methods and for the two considered relaxation
times, τ = 1 and 40. Among the four considered cases, three
of them exhibit very similar flow rate values. Indeed, the
standard and corrected methods are expected to be equivalent
for τ = 1. In addition, the corrected method is expected to be

almost unaffected by variations of τ , so the flow rates for τ =
1 and τ = 40 are very close. In contrast, the flow rates issued
from the noncorrected method for τ = 40 greatly depart from
those previously described. For a given grid resolution, the
absolute error on the predicted flow rate, E = Q − Qa, is
greatly increased in this case. Even though this error tends to
decrease as the mesh size increases, it remains significant for
high grid resolutions, as shown by the case Dp = 200�n. De-
spite the apparent convergence of the flow rates predicted by
the corrected and noncorrected methods, denoted by Qc and
Qnc, the relative effect of the IB-forcing correction remains
constant for any grid resolution. This is quantified through the
relative difference between errors issued from both methods,
namely,

� =
∣∣∣∣Enc − Ec

Ec

∣∣∣∣ =
∣∣∣∣Qnc − Qc

Qc − Qa

∣∣∣∣, (40)

where Enc = Qnc − Qa and Ec = Qc − Qa. The evolution of
� as a function of the grid resolution is depicted in Fig. 4(b),
for various values of the relaxation time. As expected, the
effect of the correction increases as a function of τ . Moreover,
� remains close to constant as a function of Dp/�n, indicat-
ing that the relative variation of the numerical error between
the noncorrected and corrected solvers is constant. This is in
agreement with the analysis performed in Sec. III, since the
magnitude of the correction in Eq. (35) is mesh-independent.
This confirms that the proposed correction remains beneficial
for any grid resolution.

The low sensitivity of the flow solution with respect to the
relaxation time, using the proposed correction, is expected
in the Poiseuille flow case since this configuration is fully
consistent with the assumptions made in Sec. III C. Indeed,
the immersed boundary exhibits a straight geometry, and the
momentum correction on the boundary is expected to be close
to uniform since the flow is uniform in the x′ direction. In
order to analyze the accuracy of the method on a more general
geometry, the flow past a circular cylinder is considered
hereafter.

C. Flow around a cylinder towed in still fluid, Rec = 0.01

The flow around a cylinder towed at a constant velocity in a
periodic channel is considered in the following. The Reynolds
number is set to Rec = 0.01, and the cylinder diameter is
Dc = 10�n. The dimensions of the computational domain
are set to Lx = Ly = 16Dc. After a transient period, the flow
reaches a steady state. The resulting drag force Cx exerted on
the cylinder is plotted in Fig. 5, for different values of the
relaxation time. In this plot the drag force is normalized by
the reference drag force Cx,r , chosen as the drag force issued
from the case τ = 1. In order to keep the Reynolds number
constant, the relaxation time is varied together with the typical
flow velocity (i.e., velocity of the towed cylinder); the latter
varies from |Uc| = 1.67 × 10−4 to |Uc| = 1.65 × 10−2 over
the considered range of τ . In the case of the standard IB
method, the computed drag force monotonically decreases
as a function of the relaxation time, leading to a substantial
relative error for τ = 50, of approximately 30% compared
to the reference drag. In contrast, the drag force issued
from the corrected IB method remains close to constant as a
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FIG. 5. Effect of the relaxation time on the drag force on a
cylinder towed in a periodic channel, at Rec = 0.01, for the non-
corrected and corrected IB methods. The cylinder diameter is set to
Dc = 10�n.

function of τ . This supports that the proposed approach re-
mains consistent for curved geometries, despite the straight-
wall approximation made in Sec. III C. It should be noted that
the apparent curvature of the immersed boundary relates to the
mesh resolution. In the present case, a relatively coarse mesh
resolution is employed, namely, Dc = 10�n, corresponding
to a high boundary curvature. A finer mesh resolution would
result in a lower apparent curvature of the boundary, thus
increasing the validity of the straight-wall assumption.

In the absence of correction, the alteration of the drag force
as the relaxation time increases (see Fig. 5) is associated with
a major alteration of the flow in the vicinity of the body.
This is illustrated in Fig. 6, which shows the streamlines
around the cylinder predicted by the standard and corrected IB
methods, for τ = 1 and τ = 30. In the first case, streamlines
issued from both methods are identical. Qualitatively, the
streamlines are consistent with the expected flow solution.
In particular, the fluid appears to flow around the cylinder,
and no fluid penetration is observed through the immersed
boundary. However, an important flow penetration is noted
when the relaxation time is increased to τ = 30. This error
is similar to the boundary slip previously observed in the case
of the Poiseuille flow: for large relaxation times, the method
fails in imposing the wall velocity in the vicinity of the im-
mersed boundary. The resulting decrease of the wall stresses
is expected to be accompanied by a substantial decrease of the
drag force on the cylinder, as already confirmed in Fig. 5. This
defect is well corrected by the present method. Indeed, no flow
penetration is noted on the solution issued from the corrected
method, whose streamlines are close to that associated with
the reference case τ = 1.

D. Flow around a cylinder oscillating in still fluid, Rec = 3

In Sec. IV C, the IB method has been analyzed for a low
value of the Reynolds number Rec, associated with large
values of the relaxation time τ . In the following, the focus
is placed on relaxation times lower than unity. Moreover, an
unsteady configuration is considered, namely, the flow past
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FIG. 6. Effect of the relaxation time on the streamlines around a
cylinder towed in a periodic channel, at Rec = 0.01, for the standard
and corrected IB methods: (a) τ = 1 and (b) τ = 30. The cylinder
diameter is set to Dc = 10�n. The streamlines are plotted in the
frame attached to the cylinder axis, and the relative flow is from left
to right.

an oscillating cylinder. The Reynolds number based on the
peak displacement velocity (see Sec. IV A) is set to 3, and
the amplitude of the oscillations is Ac = Dc/2. The cylinder
diameter and the computational-domain dimensions remain
unchanged, i.e., Dc = 10�n and Lx = Ly = 16Dc.

The sinusoidal motion of the cylinder is accompanied by
an oscillating drag force exerted on the body, as depicted
in Fig. 7(a). In this figure, the numerical solution is issued
from the noncorrected IB method for τ = 1. The force signal
is sinusoidal, and its frequency is equal to the displace-
ment frequency. The associated flow pattern is visualized
in Fig. 7(b), which shows isocontours of the vorticity ω =
∂ux/∂y − ∂uy/∂x at two different instants.

The effect of the relaxation time on the drag force is
investigated in Fig. 8. First, selected time histories of Cx are
shown in Fig. 8(a), for three different values of τ � 1. While
the solution issued from the corrected IB method is hardly
altered by variations of the relaxation time, a substantial effect
of τ is noted in the case of the standard IB method. Indeed,
the time history of Cx for τ = 0.5001 exhibits high-frequency
fluctuations that are not present in the case τ = 1. In addition,
this effect seems to be accompanied by a slight increase of the
amplitude of the low-frequency component of the drag-force
signal. In order to quantify the amplitude of these spurious os-
cillations, the drag-force signals have been high-pass filtered,
using a Butterworth filter with a cutoff frequency equal to 4 fc

(it is recalled that fc is the body motion frequency). The root-
mean-square (RMS) of the resulting high-pass filtered force
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signals is plotted in Fig. 8(b) as functions of the relaxation
time. For both methods, the spurious oscillations remain small
in the range τ ∈ [0.6, 1]. However, for values lower than 0.6,
their amplitude rapidly increases as the relaxation time de-
creases, when using the noncorrected IB method. This error is
well corrected by the present method: the spurious-oscillation
amplitude for τ = 0.5001 is very close to that observed for
τ = 1.

The lattice-Boltzmann method is often expected to become
less stable for low relaxation times. In the present case, the
oscillations observed in Fig. 8 can be analyzed on the basis
of the corrected IB-forcing scheme (35). When τ < 1, the
correction tends to decrease the magnitude of the IB forcing.
As shown in Fig. 8(a), this decrease does not affect the low-
frequency evolution of the fluid forces, but it results in the
damping of the high-frequency fluctuations. Similarly, these
high-frequency fluctuations, in the absence of correction,
may thus be attributed to an excessively strong IB forcing,
i.e., a too stiff forcing of the flow close to the immersed
boundary.

The present correction method is based on the approx-
imation of the reinterpolated IB force, I[S (G)] ≈ κG, as
described by expression (34). This assumption is examined
in Fig. 9, which shows the evolution of I[S (Gx )] and κGx
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FIG. 8. Effect of the relaxation time on the drag force exerted on
a cylinder oscillating in still fluid, at Rec = 3, for the noncorrected
and corrected IB methods: (a) selected time histories of the drag
coefficient and (b) evolution of the RMS of the high-pass filtered
drag force C̃x as a function of the relaxation time.

on the immersed boundary at different phases of the body-
motion period, where Gx is the IB force in the x direction,
i.e., the direction of body motion. The values of I[S (Gx )]
are determined by implementing an additional routine that
reinterpolates the IB force after the spreading step (step 7 in
the algorithm described in Sec. IV A). The figure emphasizes
the variability of I[S (Gx )], as it exhibits important variations
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FIG. 9. Examination of approximation (34), for the oscillating-
cylinder case: evolution of the reinterpolated momentum correction
in the x direction I[S (Gx )] on the immersed boundary as a function
of the polar angle θ , at times (a) t1 and (b) t2 indicated in Fig. 7(a),
and comparison with the approximation κGx . The data are issued
from the same simulation as in Fig. 7.
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along the cylinder surface and also strongly differs from one
instant to the other. Despite this variability, the approximation
κGx appears to be generally close to the reinterpolated force,
even though small discrepancies are noted locally, especially
at time t2 [Fig. 9(b)]. The reasonable validity of the approx-
imation (34) corroborates the above results and supports the
relevancy of the present method.

V. SUMMARY

In this work, the viscosity error of the standard IB method
has been analyzed, and a viscosity-dependent correction has
been proposed. The proposed method is straightforward and
does not involve any additional implementation effort or
computational time. The validity of the method has been
examined for several physical configurations involving steady
and unsteady shear flows. The viscosity independence of the
solver is achieved over a large range of investigated relaxation
times, from τ = 0.5001 to τ = 50. For τ > 1, the previously
reported boundary-slip error is well corrected. In the case of
the flow around a cylinder towed in a channel, this allows us
to avoid flow penetration and related errors on the computed
drag force exerted on the body. For τ < 1, the present method
suppresses the spurious oscillations emerging when using the
standard method.

This correction of the viscosity error of the lattice-
Boltzmann IB method may substantially extend the range of
application of the method. Indeed, using the noncorrected
method, the boundary-slip error tends to drastically limit the
possible range of relaxation times employed in the simula-
tions. In particular, high values of τ are generally prohibited,
making this method hardly suitable for the simulations of low
Reynolds number flows. In contrast, the corrected method
proposed in this work may provide an accurate and efficient
tool for the simulation of such flows. Moreover, the present
method may be relevant for the simulation of flows involving
complex fluids with varying viscosities, since these config-
urations require a viscosity-independent accuracy which is
generally difficult to achieve with lattice-Boltzmann methods.
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APPENDIX A: DETAILS ON THE COMPUTATION
OF THE IB-FORCE CORRECTION

The integral into brackets in (31) is denoted by A in the
following, namely,

A =
∫

X k∈	

G(Pk )δ̂(pi − Pk ) dPk . (A1)

As indicated by expression (32), and recalled hereafter, the IB
force is then linearized in the vicinity of Pm:

G(Pk ) = G(Pm) + (Pk − Pm)
∂G
∂P

(Pm). (A2)

Combining (A1) and (A2) leads to

A = G(Pm)
∫

X k∈	

δ̂(pi − Pk ) dPk

+ ∂G
∂P

(Pm)
∫

Xk∈	

(Pk − Pm)δ̂(pi − Pk ) dPk . (A3)

Using the variable r = Pk − pi, and recalling the identities∫
rδ̂(r) dr = 0 and

∫
δ̂(r) dr = 1, A becomes

A = G(Pm) + ∂G
∂P

(Pm)(pi − Pm). (A4)

Substituting A in expression (31), I[S (G)] can be expressed
as

I[S (G)](X m) = G(Pm)
∫

δ̂(pi − Pm)d pi

∫
δ̂(ni − Nm)2 dni + ∂G

∂P
(Pm)

∫
(pi − Pm)δ̂(pi − Pm) d pi

∫
(ni − Nm)2 dni. (A5)

Using variables r′ = ni − Nm and r′′ = pi − Pm and the
above-mentioned identities, this reduces to

I[S (G)](X m) = G(Xm)
∫

δ̂(r′)2 dr′, (A6)

which corresponds to expression (33).

APPENDIX B: MOMENTUM CORRECTION FOR
VARIOUS KERNEL FUNCTIONS

As described by expressions (34), (35), and (33), the IB-
forcing correction proposed in this work is based on the
computation of κ = ∫

δ̂(r)2 dr. Thus, the correction can be
computed analytically for any kernel function δ̂. In the present
work, the correction associated with the employed kernel
function (16) is κ = 3

4d .

Two other kernel functions, called δ̂′ and δ̂′′, have been
widely used in prior works. They are defined as

δ̂′(r)=

⎧⎪⎪⎨
⎪⎪⎩

1
3 [1 + √

(1 − 3r2)], |r| � 1
2

1
6 (5 − 3|r| −

√
−2 + 6|r| − 3r2), 1

2 < |r| < 3
2

0, |r| � 3
2

,

(B1)

δ̂′′(r)=

⎧⎪⎪⎨
⎪⎪⎩

1
8 (3 − 2|r| +

√
1 + 4|r| − 4|r|2), |r| � 1

1
8 (5 − 2|r| −

√
−7 + 12|r| − 4|r|2), 1 < |r| < 2

0, |r| � 2

.

(B2)
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FIG. 10. Evolution of the drag force exerted on a cylinder im-
mersed in a cross flow, as a function of the Reynolds number. The
results issued from the present corrected IB method are compared to
those reported in prior works of Sen et al. [30] and Tritton [31]. The
cylinder diameter is Dc = 10�n.

The first function δ̂′ has been proposed by Roma et al.
[29]. It is very similar to the kernel function employed in
this work (16), with d = 3/2; the value of κ is the same,
namely, κ = 1/2. In some cases, a broader kernel function is
recommended. This can be achieved using the second function
δ̂′′, proposed by Peskin [17]. Using this function, the value
κ = 3/8 should be used for the IB-forcing correction.

APPENDIX C: DRAG FORCE ON A CYLINDER
IMMERSED IN A CROSS FLOW

The flow past a fixed cylinder immersed in a cross flow
has been extensively studied during the last decades. This

configuration is similar to the towed-cylinder system analyzed
in Sec. IV C, as both systems are related by a Galilean trans-
formation. However, the towed-cylinder system is subjected to
boundary effects related to the streamwise periodicity of the
computational domain. These effects are particularly impor-
tant for low Reynolds numbers, as the flow is highly elliptic
in these cases. Even though these effects are physically con-
sistent, they limit the possible comparison with prior works on
fixed cylinders.

In order to provide additional validation results on the
flow over a cylinder, simulations have been performed in
the fixed-cylinder case. The cylinder of diameter Dc = 10�n
is immersed in a square computational domain of dimen-
sions Lx = Ly = 100Dc. The position of the body is fixed to
(xc, yc) = (Lx/4, Ly/2). A velocity Dirichlet condition is set
on the left boundary of the domain, and a pressure Dirichlet
condition is set on the right boundary. Periodic boundary
conditions are set on the upper and lower boundaries.

Figure 10 shows the evolution of the drag force coefficient
Cx as a function of the Reynolds number based on the cylinder
diameter and oncoming flow velocity. The value of Rec is
varied by changing the value of the relaxation time, which
ranges from 0.5375 to 2. Based on their accurate body-fitted
simulations of the flow past a cylinder at low Reynolds
numbers, Sen et al. [30] proposed an empirical function for
the evolution of the viscous and pressure parts of Cx, called
Cxv and Cxp (Cx = Cxv + Cxp), in the range Re ∈ [6, 40]:

Cxv = −0.016 + 4.938Re−0.60, (C1a)

Cxp = 0.583 + 4.311Re−0.64. (C1b)

The drag coefficient computed with Eq. (C1), as well as
that issued from the experimental work of Tritton [31], are
shown in Fig. 10. A good agreement is found with the drag
coefficient predicted by the corrected IB method, supporting
the reliability of the present method.
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