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# PERCOLATION OF THE EXCURSION SETS OF PLANAR SYMMETRIC SHOT NOISE FIELDS 

RAPHAEL LACHIEZE-REY ${ }^{1}$ AND STEPHEN MUIRHEAD ${ }^{2}$


#### Abstract

We prove the existence of a sharp phase transition in the global connectivity of the excursion sets of planar symmetric shot noise fields, with the zero level critical. Our results hold for a wide class of mark distributions, including the Gaussian, Uniform, and Rademacher cases. Our main assumption on the shot noise kernel is that it is positive, symmetric, and has sufficient tail decay (depending on the mark distribution); for example, for Gaussian and Uniform marks we require polynomial decay with exponent at least three, whereas for Rademacher marks we require super-polynomial decay.
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## 1. Introduction

Let $g(x) \in L^{1}\left(\mathbb{R}^{2}\right)$ be a continuous function, and let $\mu$ be a distribution on $\mathbb{R}$ with finite mean. The planar shot noise field with kernel $g$ and mark distribution $\mu$ is defined as

$$
\begin{equation*}
f(x)=\sum_{i \in \mathcal{P}} Y_{i}^{\mu} g(x-i) \tag{1.1}
\end{equation*}
$$

where $\mathcal{P}$ is a Poisson point process on $\mathbb{R}^{2}$ with unit intensity, and $\left\{Y_{i}^{\mu}\right\}$ are i.i.d. random variables drawn from the distribution $\mu$; the sum in (1.1) is well-defined almost surely by the integrability of $g$ and $\mu$. For example, one could take $g(x)=(1+|x|)^{-\alpha}, \alpha>2$, and the mark $\mu$ to be a normal distribution ('Gaussian shot noise'), a uniform distribution ('Uniform shot noise'), or the Rademacher distribution $1 / 2\left(\delta_{-1}+\delta_{1}\right)$ ('Rademacher shot noise'). If $\mu$ is a symmetric distribution then we say that $f$ is a planar symmetric shot noise field.

Equation (1.1) is the Euclidean separable form of a general abstract class of infinitely divisible fields obtained by convoluting a kernel over a Poisson random measure. Shot noise fields were introduced by Campbell Cam09 to model thermionic noise, and since then have been used, under several different names, in diverse fields such as image analysis BD16b, BD16a and telecommunications networks [BB10, BB15]. In the latter case, the points of the underlying Poisson process can be seen as emitters of an electromagnetic signal, while the field itself represents the total signal at every location of the space; see [BB10 for a detailed mathematical study of theory and applications of such models. At high frequency, i.e. when the density of points is high compared to the scale of the kernel $g$, shot noise fields are also a good approximation of Gaussian fields with the same covariance structure.

In this paper we are interested in the global connectivity of the (upper-)excursion sets

$$
\mathcal{E}_{\ell}=\left\{x \in \mathbb{R}^{2}: f(x) \geq-\ell\right\}, \quad \ell \in \mathbb{R},
$$

of planar symmetric shot noise fields. In the analysis of telecommunications networks, the percolation properties of $\mathcal{E}_{\ell}$ are of high importance in determining the global connectivity of the network [BB15]. More generally, the geometric properties of $\mathcal{E}_{\ell}$ have been the focus of many other studies BD16a, LR19, BST12.

By analogy with other planar percolation models (e.g. Bernoulli edge percolation on the square lattice Har60, Kes80, level set percolation of planar stationary Gaussian fields

[^0][Ale96, BG17, RV19a, MV19]), it is natural to expect that the global connectivity of the excursion sets of a planar symmetric shot noise field undergoes a sharp phase transition at the zero level, from a sub-critical phase in which all the excursion set components are bounded, to a super-critical phase in which the excursion set has a unique unbounded connected component. Our main result establishes the existence of such a phase transition at the zero level under general conditions on the kernel $g$ and mark distribution $\mu$.

Let us introduce the necessary assumptions on the model; in fact, we will distinguish two alternative conditions, which trade off greater generality of the mark distribution for more restrictions on the kernel. Recall that, for a continuous random variable, the Mills ratio is defined as the ratio of the survival function to the density. Similarly, for a symmetric mark distribution $\mu$ with an absolutely continuous component $\mu_{\text {a.c. }}$, we define

$$
c_{\mathrm{Mills}}(\mu)=\underset{x \geq 0}{\operatorname{ess} \sup _{x}} \frac{\bar{F}_{\mu}(x)}{f_{\mu_{\text {a.c. }}}(x)}
$$

where $\bar{F}_{\mu}(x)=\int_{s \geq x} d \mu(s), f_{\mu_{\text {a.c. }}}(x)$ is the density function of the absolutely continuous component of $\mu$, and where we use the conventions $1 / 0=\infty$ and $0 / 0=0$. In particular, these conventions ensure that $c_{\text {Mills }}(\mu)$ is finite whenever $\mu$ has an absolutely continuous component with density bounded away from zero on its support. Moreover, for a set $D \subseteq \mathbb{R}$, we define

$$
c_{\text {Mills }}(\mu ; D)=\underset{x \geq 0, x \in D}{\operatorname{ess} \sup } \frac{\bar{F}_{\mu}(x)}{f_{\mu_{\text {a.c. }}}(x)} ;
$$

clearly $c_{\text {Mills }}(\mu ; D) \leq c_{\text {Mills }}(\mu)$ for all $D \subseteq \mathbb{R}$.
Our two alternative conditions are as follows:
Condition 1.1 ('Bounded Mills ratio' case).

- (Mark) The mark distribution $\mu$ is symmetric and has bounded Mills ratio, i.e., there exists a $c>0$ such that $c_{\text {Mills }}(\mu)<c$.
- (Kernel) The kernel $g$ is $C^{2}$-smooth and symmetric with respect to reflection in the $x$-axis and rotation by $\pi / 2$. Moreover, there exist $\alpha>3$ and $c>0$ such that, for every multi-index $k$ such that $|k| \leq 2$,

$$
\left|\partial^{k} g(x)\right|<c(1+|x|)^{-\alpha-|k|} .
$$

Condition 1.2 ('Bounded Mills ratio in the tails' case).

- (Mark) The mark distribution $\mu$ is symmetric and has bounded Mills ratio in the tails, i.e., there exists a $c>0$ and a compact set $D \subset \mathbb{R}$ such that $c_{\text {Mills }}\left(\mu ; D^{c}\right)<c$.
- (Kernel) The kernel $g$ is $C^{2}$-smooth and symmetric with respect to reflection in the $x$-axis and rotation by $\pi / 2$. Moreover, for every multi-index $k$ such that $|k| \leq 2$, as $|x| \rightarrow \infty$,

$$
\frac{\log \left|\partial^{k} g(x)\right|}{\log |x|} \rightarrow-\infty .
$$

Remark 1.3. Examples of mark distributions satisfying Condition 1.1 are centred normal distributions, centred uniform distributions, or more generally, any symmetric distribution whose density function is $C^{1}$-smooth and log-concave on its support (see BB05, Corollary 2]). Examples of mark distributions satisfying Condition 1.2 include all of the above, and also any symmetric distribution with compact support (in particular, the Radermacher distribution), and any symmetric distribution whose tail has a $C^{1}$-smooth density that is asymptotically equivalent to a log-concave function.

Notice that, although the assumption on the mark distribution in Condition 1.1 is stronger than that in Condition 1.2, the assumption on the kernel decay is much weaker, requiring only polynomial decay with exponent three rather than super-polynomial decay.

Conditions 1.1 and 1.2 imply certain regularity properties of the shot noise field $f$. In particular, since $g$ is $C^{2}$-smooth, $f$ can be viewed as an (almost surely) absolutely convergent series in the Sobolev space $W^{2,1}\left(\mathbb{R}^{2}\right)$, which ensures that the sample paths of $f$ are almost surely almost everywhere twice differentiable. Then, since $x \mapsto \sup _{y:|y-x| \leq 1}\left|\partial^{k} g(y)\right|$ is integrable for $|k| \leq 2, f$ is actually $C^{2}$-smooth [BB09, Proposition 2.2.3].

On the other hand, these conditions do not on their own guarantee that $f$ and its derivatives have bounded density. We shall impose this as an additional condition:
Condition 1.4 (Bounded density). The random vector $(f(0), \nabla f(0))$ has a continuous bounded density.

While the above condition will be sufficient in the case of bounded Mills ratio (Condition (1.1), in the case that the Mills ratio is only bounded in the tails (Condition 1.2 ) we shall require a slightly stronger version.

For $\lambda>0$, define $f^{(\lambda)}$ to be the shot noise field obtained by replacing the kernel $g$ in the definition of $f$ by the kernel $g(\lambda \cdot)$ (this is equivalent in distribution, up to a spatial rescaling by $x \mapsto x / \lambda$, to modifying the unit intensity Poisson point process $\mathcal{P}$ that defines $f$ to have intensity $\lambda$ ).

Condition 1.5 (Bounded density, strong version). There exists a $\lambda \in(0,1)$ such that the random vector $\left(f^{(\lambda)}(0), \nabla f^{(\lambda)}(0)\right)$ has a continuous bounded density.
Remark 1.6. We give examples of shot noise fields satisfying Conditions 1.4 and 1.5 in Section A.2 an obvious necessary condition is that $g$ has unbounded support (see Remark 1.9.

Let us make some comments regarding the relationship between Conditions 1.4 and 1.5 . By the Riemann-Lebesgue lemma, the density of $\left(f^{(\lambda)}(0), \nabla f^{(\lambda)}(0)\right)$ being continuous and bounded is implied by the integrability of its characteristic function

$$
\varphi^{(\lambda)}(u, v):=\mathbb{E}\left(\exp \left(i\left(u f^{(\lambda)}(0)+\left\langle v, \nabla f^{(\lambda)}(0)\right\rangle\right)\right)\right), \quad u \in \mathbb{R}, v \in \mathbb{R}^{2}
$$

In fact, since the mark distribution $\mu$ is symmetric and so $\varphi^{(\lambda)}$ takes values in $[0,1]$, these are actually equivalent. Moreover, by the Poisson structure of the shot noise, the characteristic function can be expressed as

$$
\varphi^{(\lambda)}(u, v)=\exp \left(\lambda \int_{\mathbb{R} \times \mathbb{R}^{2}}(\exp (i m[u g(x)+\langle v, \nabla g(x)\rangle])-1) \mu(d m) d x\right)=\varphi^{(1)}(u, v)^{\lambda}
$$

which implies that if $\varphi^{\left(\lambda_{0}\right)}$ is integrable for some $\lambda_{0}>0$, then it is integrable for all $\lambda \geq \lambda_{0}$. Hence, if Condition 1.5 is satisfied for some $\lambda_{0} \in(0,1)$, the density of $\left(f^{(\lambda)}(0), \nabla f^{(\overline{\lambda)}}(0)\right)$ is uniformly bounded for all $\lambda \geq \lambda_{0}$, and in particular Condition 1.4 is also satisfied.

Note that the above argument actually shows that the maximum of the density of $\left(f^{(\lambda)}(0), \nabla f^{(\lambda)}(0)\right)$, which is proportional to $\left\|\varphi^{(\lambda)}\right\|_{L^{1}}$, is non-increasing in $\lambda$. Another way to see this is by viewing $f^{(\lambda)}, \lambda<1$, as (a spatial rescaling of) the shot noise generated by a $\lambda$-thinning of the unit intensity Poisson point process $\mathcal{P}$ (since the maximum density of a random variable is non-increasing under summation with a second independent random variable). We shall use this observation later (see the proof of Lemma 2.2.

We are now ready to state our main result, establishing the existence of a phase transition in the connectivity of the excursion sets at the level $\ell=0$ :

Theorem 1.7. Suppose that a planar symmetric shot noise satisfies either Conditions 1.1 and 1.4 or Conditions 1.2 and 1.5 . Then:
(1) If $\ell \leq 0$, the excursion set $\mathcal{E}_{\ell}$ contains only bounded connected components almost surely.
(2) If $\ell>0$, the excursion set $\mathcal{E}_{\ell}$ contains a unique infinite connected component almost surely.
An immediate consequence is that, for all $\ell \in \mathbb{R}$, the $\ell$-level lines (i.e. the connected components of $\left\{x \in \mathbb{R}^{2}: f(x)=\ell\right\}$ ) are almost surely bounded.

We furthermore have the following quantitative estimates for the connectivity of excursion sets at the zero level (more formal statements are given in Section 3):
(1) For all $\rho>0$ there are $0<c_{-} \leq c_{+}<\infty$ such that, for all $R \geq 1$,

$$
c_{-} \leq \mathbb{P}\left(\mathcal{E}_{0} \text { crosses horizontally the rectangle }[0, R] \times[0, \rho R]\right) \leq c_{+}
$$

(2) There are $c, c_{\text {Arm }}>0$ such that, for all $1 \leq r \leq R$,

$$
\mathbb{P}\left(\mathcal{E}_{0} \text { connects } \partial B(0, r) \text { to } \partial B(0, R)\right) \leq c\left(\frac{r}{R}\right)^{c_{\mathrm{Arm}}}
$$

Remark 1.8. Although we provide a self-contained proof, the fact that $\mathcal{E}_{\ell}$ has only bounded connected components at levels $\ell \leq 0$ could, with a bit of work, be deduced from general results of Alexander Ale96. The fact that $\mathcal{E}_{\ell}$ has unbounded connected components at sufficiently high levels $\ell \gg 1$ can be deduced using the arguments of MS83, BM17] in the slightly different setting of non-negative shot noise fields (our results are for symmetric shot noise fields). The main novelty of Theorem 1.7 is (i) the statement that $\mathcal{E}_{\ell}$ has an infinite connected component for every $\ell>0$, and (ii) the quantitative estimates on $\mathcal{E}_{0}$.
Remark 1.9. As we mentioned, Conditions 1.4 and 1.5 require that $g$ have unbounded support. In fact, it is known that Theorem 1.7, and more precisely its statements about $\mathcal{E}_{0}$, can fail in general if this assumption is removed. Indeed, the theory of Poisson Boolean percolation (see [BR06, Chapter 8] or [MR96, Chapter 3]) demonstrates that $\mathcal{E}_{0}$ contains an unbounded connected component almost surely whenever the support of $g$ is contained within a ball of sufficiently small radius. On the other hand, it is plausible that $\mathcal{E}_{0}$ does not contain an unbounded connected component as soon as the support of $g$ contains a sufficiently large compact set.

Remark 1.10. Although Condition 1.2 states that the kernel $g$ decays super-polynomially, our proof of Theorem 1.7 in the case of Conditions 1.2 and 1.5 actually only requires polynomial decay with some very large exponent $\alpha>0$ (see Remark 5.3). Rather than attempt to quantify this exponent, we have stated the condition as super-polynomial decay for simplicity.
Remark 1.11. Let us give some examples of shot noise fields to which Theorem 1.7 applies. First, we could take $\mu$ as either a centred Gaussian or uniform distribution, and

$$
g(x)=(1+|x|)^{-\alpha}, \quad \alpha>3,
$$

since Conditions 1.1 and 1.4 apply to such fields. Second, we could take $\mu$ as the Rademacher distribution, and

$$
g(x)=\exp \left(-\left(1+|x|^{2}\right)^{\alpha / 2}\right), \quad \alpha \in(0,1),
$$

since Conditions 1.2 and 1.5 apply to such fields. See Section A.2 for the proof that Conditions 1.4 and 1.5 are satisfied in these cases.

The conclusion of Theorem 1.7 is a qualitative description of the phase transition, and in fact our proof gives detailed information on the quantitative sharpness of the transition, analogous to in Bernoulli percolation Gri99, BR06. In particular, in the super-critical phase $\ell>0$ we prove that the excursion set $\mathcal{E}_{\ell}$ crosses large domains outside an event of probability that is exponentially small in the scale of the domain (see Theorem 4.1). Finally, as well as the 'box-crossing' estimates and polynomial 'one-arm' decay we prove at the zero level (see Theorems 3.9 and 3.10), our techniques can also be used to establish that the 'near-critical window' (see, e.g., [MV19, Theorem 1.15]) is polynomially small in the scale, as it is for Bernoulli percolation, although we have chosen not to state this result precisely.

Our proof of Theorem 1.7 is largely inspired by MV19] (which proved an analogous result for planar Gaussian fields, following [BG17, RV19a]). Nevertheless, shot noise fields marginals are essentially accessible through their characteristic function, and in general no expression is available for the density. As a result, a lot of Gaussian techniques fail in the Poisson shot noise set up, and there are some notable differences in the shot noise case compared to the Gaussian case. Most significantly, our emphasis on the role played by the bounded Mills ratio is entirely novel (although, of course, the Gaussian distribution has bounded Mills ratio), and deducing the phase transition at this level of generality requires more care (see Section 4). Our extension of the proof to cover marks with bounded Mills ratio in the tails is also new (see Section 5).

## 2. Preliminary results

In this section we collect preliminary results on the shot noise field $f$, and various perturbations of this field.
2.1. Exponential decay of the marks. We first note that our assumption on the mark distribution $\mu$ implies that it has exponentially decaying tails. This will be useful for deriving large deviation bounds.

Lemma 2.1. Suppose there exists $c>0$ and a compact $D \subset \mathbb{R}$ such that $c_{\text {Mills }}\left(\mu ; D^{c}\right)<c$. Then there exists a $c_{1}>0$ such that

$$
\bar{F}_{\mu}(x)<c_{1} e^{-c x}, \quad x \geq 0
$$

Proof. If $\mu$ is compactly supported the conclusion of the lemma is immediate. So suppose that $\bar{F}_{\mu}(x)>0$ for all $x \geq 0$. The assumption of the lemma implies the existence of $x_{0}, c>0$ such that

$$
\begin{equation*}
\frac{f_{\mu_{a . c .}}(x)}{\bar{F}_{\mu}(x)} \geq c, \quad x \geq x_{0} . \tag{2.1}
\end{equation*}
$$

Since $\log \bar{F}_{\mu}(x)$ is non-increasing, and since the left-hand side of (2.1) equals $-\left(\log \bar{F}_{\mu}(x)\right)^{\prime}$ whenever this derivative is defined, for $x \geq x_{0}$,

$$
\log \bar{F}_{\mu}(x) \leq \log \bar{F}_{\mu}\left(x_{0}\right)-\int_{x_{0}}^{x} \frac{f_{\mu_{\text {a.c. }}}(s)}{\bar{F}_{\mu}(s)} d s \leq \log \bar{F}_{\mu}\left(x_{0}\right)-c\left(x-x_{0}\right)
$$

Hence, for $x \geq x_{0}$,

$$
\bar{F}_{\mu}(x) \leq \bar{F}_{\mu}\left(x_{0}\right) e^{-c x_{0}} e^{-c x}
$$

which implies the result.
2.2. Perturbations of the shot noise field. We next introduce various perturbations of the shot noise field $f$ based on (i) smoothing of the mark distribution, (ii) truncation of the kernel, (iii) spatial discretisation, and (iv) adding a constant to the mark.
2.2.1. Smoothing of the mark distribution. In the case of marks with bounded Mills ratio in the tails (Condition 1.2), a certain 'smoothing' operation on the mark distribution will enable us to approximate $f$ with a version having marks with globally bounded Mills ratio.

Lemma 2.2. Suppose Condition 1.2 holds. Then there exists $\eta_{0}, c>0$ such that, for all $\eta \in\left(0, \eta_{0}\right]$, there exists a symmetric distribution $\mu_{\eta}$ such that
(1) $c_{\text {Mills }}\left(\mu_{\eta}\right) \leq 1 / \eta$;
(2) $d_{T V}\left(\mu, \mu_{\eta}\right) \leq c \eta$;
(3) $\bar{F}_{\mu_{\eta}}(x) \leq c e^{-x / c}$, for all $x \geq 0$.

Suppose in addition that Condition 1.5 holds. Then $\eta_{0}, c$ and $\left(\mu_{\eta}\right)_{\eta \in\left(0, \eta_{0}\right]}$ can be chosen so that, in addition,
(4) The random vector $\left(f_{\eta}(0), \nabla f_{\eta}(0)\right)$ has density bounded by $c$, where

$$
\begin{equation*}
f_{\eta}(x)=\sum_{y \in \mathcal{P}} Y_{i}^{\mu_{\eta}} g(x-y) \tag{2.2}
\end{equation*}
$$

and $\left\{Y_{i}^{\mu_{\eta}}\right\}$ are i.i.d. random variables drawn from $\mu_{\eta}$.
Proof. Since Condition 1.2 holds, we can find $c_{1}, c_{2}>0$ such that $c_{\text {Mills }}\left(\mu ;\left[-c_{1}, c_{1}\right]^{c}\right)<c_{2}$. We temporarily set

$$
\eta_{0}=\min \left\{1 / c_{1}, 1 / c_{2}\right\}
$$

and, for each $\eta \in\left(0, \eta_{0}\right]$, define the symmetric probability measure

$$
\mu_{\eta}(d x)=\mu(d x)\left(1-c_{1} \eta\right)+(\eta / 2) \mathbb{1}_{\left[-c_{1}, c_{1}\right]} d x
$$

i.e. we first rescale $\mu$ by the constant factor $\left(1-c_{1} \eta\right) \in[0,1)$, and then we reassign the excess probability mass $c_{1} \eta$ evenly within $\left[-c_{1}, c_{1}\right]$.

The first three points of the lemma are immediate from the construction of $\mu_{\eta}$. More precisely, we have

$$
c_{\text {Mills }}\left(\mu_{\eta} ;\left[-c_{1}, c_{1}\right]^{c}\right)=c_{\text {Mills }}\left(\mu ;\left[-c_{1}, c_{1}\right]^{c}\right)<c_{2},
$$

and

$$
c_{\mathrm{Mills}}\left(\mu_{\eta} ;\left[-c_{1}, c_{1}\right]\right) \leq \frac{\bar{F}_{\eta}(0)}{\eta / 2}=1 / \eta
$$

which, since $\eta \leq \eta_{0} \leq 1 / c_{2}$, implies that $c_{\text {Mills }}\left(\mu_{\eta}\right) \leq \max \left\{c_{2}, 1 / \eta\right\}=1 / \eta$. Moreover, since $\mu_{\eta}$ has been constructed from $\mu$ by moving $c_{1} \eta$ amount of probability mass,

$$
d_{\mathrm{TV}}\left(\mu, \mu_{\eta}\right) \leq c_{1} \eta
$$

Finally, $\bar{F}_{\mu_{\eta}}(x) \leq \bar{F}_{\mu}(x)$ for all $x>c_{1}$, and so the uniform exponential decay of $\bar{F}_{\mu_{\eta}}$ follows from the exponential decay of $\bar{F}_{\mu}$ (established in Lemma 2.1).

To prove the last point of the lemma, we use the fact that if $d_{T V}\left(\mu, \mu_{\eta}\right) \leq c_{1} \eta \leq 1$, then $f_{\eta}$ can be constructed from $f$ by first thinning the Poisson point process used to define $f$ to have intensity $1-c_{1} \eta$, and then adding an independent shot noise field. Recall that the thinned version of the shot noise field is a spatial rescaling of $f^{\left(1-c_{1} \eta\right)}$, and moreover adding an independent field acts as a convolution on the density. Therefore, by Condition 1.5 it follows that $\left(f_{\eta}(0), \nabla f_{\eta}(0)\right)$ has a density that is uniformly bounded for all sufficiently small $\eta$. Redefining $\eta_{0}$ to be sufficiently small, we have proved the lemma.

For the remainder of the paper we shall define $\left(f_{\eta}\right)_{\eta>0}$ in the following way: in the case that Condition 1.2 holds, we fix $\eta_{0}>0$ and $\left(\mu_{\eta}\right)_{\eta \in\left(0, \eta_{0}\right]}$ satisfying Lemma 2.2 and define $\left(f_{\eta}\right)_{\eta \in\left(0, \eta_{0}\right]}$ as in (2.2), with $f_{\eta}=f_{\eta_{0}}$ for all $\eta>\eta_{0}$; in the case that Condition 1.1 holds, we simply define $f_{\eta}=f$ for all $\eta>0$.

By the construction of $f_{\eta}$, it is not hard to see that $f_{\eta}$ converges to $f$ in the $C^{0}$-topology on compact sets (we will not formally prove this since we do not require it), so it is natural to include $f$ in the set $\left(f_{\eta}\right)_{\eta \geq 0}$ by defining $f_{0}=f$.
2.2.2. Truncation of the kernel. Fix $\chi: \mathbb{R}^{2} \rightarrow[0,1]$ to be a smooth approximation of the indicator function of $B(1)$, where $B(r)$ denotes the closed ball of radius $r$ centred at the origin. More precisely, we define $\chi$ to take the value 1 on $B(1 / 2)$, the value 0 on $B(1)^{c}$, and to be radially non-increasing with uniformly bounded derivatives. For $r \in \mathbb{R}_{+} \cup\{\infty\}$, define the truncated kernel

$$
g_{r}(x)= \begin{cases}g(x) \chi(r|x|), & r>0 \\ g(x), & r=\infty\end{cases}
$$

and define the $r$-truncated shot noise field

$$
f_{r}=\sum_{i \in \mathcal{P}} Y_{i}^{\mu} g_{r}(x-i)
$$

Similarly, for $\eta \geq 0$ let $f_{\eta, r}$ be defined analogously with $Y_{i}^{\mu}$ replaced by $Y_{i}^{\mu_{\eta}}$.
Note that we have formally included $f_{\eta}$ in the set $\left(f_{\eta, r}\right)_{r>0}$ by identifying $f_{\eta}$ with the limiting case $r=\infty$. This is natural, since $f_{\eta, r}$ converges to $f_{\eta}$ as $r \rightarrow \infty$ in the $C^{0}$ topology on compact sets (we quantify the speed of convergence in Lemma 2.3 below).
2.2.3. Spatial discretisation. For $\varepsilon>0$, define the $\varepsilon$-discretised shot noise field

$$
f^{\varepsilon}(x)=\sum_{i \in \mathbb{Z} \mathbb{Z}^{2}} B_{i} Y_{i}^{\mu} g(x-i)
$$

where $\left\{B_{i}\right\}$ are i.i.d. Bernoulli random variables with parameter $\varepsilon^{2}$, and $\left\{Y_{i}^{\mu}\right\}$ are, as before, i.i.d. random variables drawn from $\mu$. For $\eta \geq 0$ and $r>0$ define $f_{\eta, r}^{\varepsilon}$ analogously by replacing $Y_{i}^{\mu}$ with $Y_{i}^{\mu_{\eta}}$ and $g$ with $g_{r}$.

Again, it is not hard to see that $f_{\eta, r}^{\epsilon}$ converges to $f_{\eta, r}$ as $\epsilon \rightarrow 0$ in the $C^{0}$-topology on compact sets (we verify this in Lemma 2.4 below). Hence it is natural to include $f_{\eta, r}$ in the set $\left(f_{\eta, r}^{\epsilon}\right)_{\epsilon \geq 0}$ by identifying $f_{\eta, r}$ with the limiting case $f_{\eta, r}^{0}$.
2.2.4. Adding a constant to the mark. For $\varepsilon>0$ and $h=\left(h_{i}\right)_{i \in \in \mathbb{Z}^{2}}$, we construct $f^{\epsilon, h}$ from $f^{\epsilon}$ by adding the constant $h_{i}$ to the mark distribution $Y_{i}^{\mu}$ at each site $i \in \mathbb{Z}^{2}$, i.e.

$$
f^{\epsilon, h}=\sum_{i \in \varepsilon \mathbb{Z}^{2}} B_{i}\left(Y_{i}^{\mu}+h_{i}\right) g(x-i),
$$

with $f_{\eta, r}^{\epsilon, h}$ defined analogously. When $h \in \mathbb{R}$, we understand this as setting $h_{i} \equiv h$, and in this case we also define

$$
f_{\eta, r}^{0, h}=\sum_{i \in \mathcal{P}} B_{i}\left(Y_{i}^{\mu_{\eta}}+h\right) g_{r}(x-i)
$$

2.3. Analysis of the perturbations. We first give bounds on the distance between the (smoothed) shot noise field $f_{\eta}$ and its perturbation $f_{\eta, r}^{\epsilon, h}$. We begin by analysing the truncation.

Lemma 2.3. Suppose Condition 1.1 holds, or Condition 1.2 holds and $\alpha>0$ is an arbitrary constant. Then there exist $c_{1}, c_{2}>0$ such that, for all $\eta \geq 0$ and $r, s, t \geq 2$,

$$
\mathbb{P}\left(\left\|f_{\eta}-f_{\eta, r}\right\|_{B(s), \infty}>c_{1} t^{2} r^{1-\alpha}(\log r)^{2}\right)<c_{1} s^{2} e^{-c_{2} t}
$$

Proof. The random field $f_{\eta}-f_{\eta, r}$ is a symmetric shot noise field with kernel

$$
h(x)=g(x)-g_{r}(x)=g(x)(1-\chi(r|x|)) \leq g(x) \mathbb{1}_{|x| \geq r / 2}
$$

and mark distribution $\mu_{\eta}$. Define the auxiliary kernel

$$
j(x)=\sup _{y \in[-1 / 2,1 / 2]^{2}}\left|(1+|\log (|x+y|)|)^{2}\right|\|\nabla h(x+y)\| .
$$

According to equation A.5 of Proposition A.1 (since Lemmas 2.1 and 2.2 guarantee the uniform exponential decay of the mark distribution $\mu_{\eta}$, we may take $\gamma=1$ in this proposition), for all $r, s, t \geq 2$,

$$
\mathbb{P}\left(\left\|f_{\eta}-f_{\eta, r}\right\|_{B(s)} \geq 2 t\left(\sqrt{2 t}\|h\|_{L^{2}}+\frac{t}{3}\|h\|_{\infty}+\|j\|_{L^{1}}+\sqrt{2 t}\|j\|_{L^{2}}+\frac{t}{3}\|j\|_{\infty}\right)\right) \leq c_{1} s^{2} e^{-c_{2} t}
$$

for some $c_{1}, c_{2}>0$. By Condition 1.1 (or Condition 1.2 with $\alpha>0$ arbitrary), and since the derivatives of $\chi(r|x|)$ are uniformly bounded for $r \geq 1$, there is a $c_{3}>0$ such that

$$
h(x) \leq c_{3}|x|^{-\alpha} \mathbb{1}_{|x| \geq r / 2}
$$

and

$$
j(x) \leq c_{3}|x|^{-\alpha-1}(\log |x|)^{2} \mathbb{1}_{|x| \geq r / 2}
$$

Hence there exists a $c_{4}>0$ such that

$$
\begin{gathered}
\|h\|_{L^{2}} \leq c_{4} r^{1-\alpha}, \quad\|j\|_{L^{1}} \leq c_{4} r^{1-\alpha}(\log r)^{2} \\
\|j\|_{L^{2}} \leq c_{4} r^{-\alpha}(\log r)^{2} \quad \text { and } \quad\|j\|_{\infty} \leq c_{4} r^{-1-\alpha}(\log r)^{2}
\end{gathered}
$$

and so the bound reduces to

$$
\begin{equation*}
\mathbb{P}\left(\left\|f_{\eta}-f_{\eta, r}\right\|_{B(s)} \geq c_{5} t^{2} r^{1-\alpha}(\log r)^{2}\right) \leq c_{1} s^{2} e^{-c_{2} t} \tag{2.3}
\end{equation*}
$$

for some $c_{5}>0$, which gives the result.
For the discretisation, we verify that $f$ and $f_{\varepsilon}$ can be coupled so that they converge in probability in the $C^{0}$-topology on compact sets. Note that this coupling naturally induces a coupling of $f_{\eta, r}^{0, h}$ and $f_{\eta, r}^{\varepsilon, h}$ for all $\eta \geq 0, r>0$ and $h \in \mathbb{R}$.

Lemma 2.4. Suppose that either Condition 1.1 or Condition 1.2 holds. Fix a compact set $D \subset \mathbb{R}^{2}$ and a compact interval $I \subset \mathbb{R}$. Then there exists a sequence $g_{\varepsilon} \rightarrow 0$ of positive numbers and a coupling of $\left(f, f^{\varepsilon}\right)$ such that, for every $\eta \geq 0, r>0$ and $h \in I$,

$$
\mathbb{P}\left(\left\|f_{\eta, r}^{0, h}-f_{\eta, r}^{\varepsilon, h}\right\|_{D, \infty}>g_{\varepsilon}\right)<g_{\varepsilon}
$$

eventually as $\varepsilon \rightarrow 0$. In particular, for every $\eta \geq 0, r>0$ and $h \in \mathbb{R}$

$$
f_{\eta, r}^{\varepsilon, h} \Rightarrow f_{\eta, r}^{0, h}
$$

in law in the $C^{0}$-topology on compact sets.

Proof. Fix $c>0$ and define

$$
\tilde{f}_{\eta, r}^{0, h}=\sum_{i \in \mathcal{P} \cap[-c, c]^{2}}\left(Y_{i}^{\mu_{\eta}}+h\right) g_{r}(x-i) \quad \text { and } \quad \tilde{f}_{\eta, r}^{\varepsilon, h}=\sum_{i \in \varepsilon \mathbb{Z}^{2} \cap[-c, c]^{2}} B_{i}\left(Y_{i}^{\mu_{\eta}}+h\right) g_{r}(x-i)
$$

to be the contributions to $f_{\eta, r}$ (resp. $f_{\eta, r}^{\varepsilon}$ ) from the Poisson points (resp. Bernoulli points) inside $[-c, c]^{2}$. Since $g(x)$ decreases at most like an integrable power of $\|x\|$ (Conditions 1.1 and 1.2), the discrepancies

$$
\left\|f_{\eta, r}-\tilde{f}_{\eta, r}\right\|_{D, \infty} \quad \text { and } \quad\left\|f_{\eta, r}^{\varepsilon}-\tilde{f}_{\eta, r}^{\varepsilon}\right\|_{D, \infty}
$$

can be made arbitrarily small (uniformly in $\eta \geq 0, r>0$ and $h \in I$ ) with arbitrarily high probability by taking $c>0$ large enough. Hence it is sufficient to show that

$$
\left\|\tilde{f}_{\eta, r}^{0, h}-\tilde{f}_{\eta, r}^{\varepsilon, h}\right\|_{D, \infty} \rightarrow 0
$$

in probability, uniformly over $\eta \geq 0, r>0$ and $h \in I$. Notice that, due to the continuity of $g$, the fields $\left.\tilde{f}_{\eta, r}^{\varepsilon, h}\right|_{D},\left.\tilde{f}_{\eta, r}^{\varepsilon, h}\right|_{D},\left.\tilde{f}_{\eta, r}^{0, h}\right|_{D}$ and $\left.\tilde{f}_{\eta, r}^{\varepsilon, h}\right|_{D}$ can all be viewed as continuous functionals (in the $C_{0}$-topology) of the respective point sets $P=\left\{\left(i, Y_{i}^{\mu_{\eta}}\right): i \in \mathcal{P} \cap[-c, c]^{2}\right\}$ and $P^{\varepsilon}=\left\{\left(i, Y_{i}^{\mu_{\eta}}\right): i \in \varepsilon \mathbb{Z}^{2} \cap[-c, c]^{2}, B_{i}=1\right\}$. Note also that, by the standard binomial approximation of a Poisson point process, the point process $P^{\varepsilon}$ converges vaguely to $P$ as $\varepsilon \rightarrow 0$. Since the support of a point process on a compact set is continuous in the topology induced by vague convergence Res07, Proposition 3.3], the result follows.

We next state basic regularity properties for the fields $\left(f_{\eta}\right)_{\eta \geq 0}$ :
Lemma 2.5 (Regularity of level lines). Suppose that either Conditions 1.1 and 1.4 or Conditions 1.2 and 1.5 hold. Then for every $\eta \geq 0$ and $\ell \in \mathbb{R}$, the level set $\mathcal{L}_{\ell}=\{x$ : $\left.f_{\eta}(x)=\ell\right\}$ consists of a collection of simple closed curves. Moreover, for every linesegment $L$, the intersections of $\mathcal{L}_{\ell}$ with $L$ are transverse almost surely.

Proof. Since $f_{\eta}$ is almost surely $C^{2}$-smooth and the density of $\left(f_{\eta}(0), \nabla f_{\eta}(0)\right)$ is bounded, Bulinskaya's lemma AT07, Lemma 11.2.10] states that $f_{\eta}$ almost surely has no critical points at level $\ell$, and hence the level sets are simple closed curves by the implicit function theorem. Similarly, $\left.f_{\eta}\right|_{L}$ almost surely has no critical points at level $\ell$, which ensures that $\mathcal{L}_{\ell}$ intersects $L$ transversally almost surely.

Finally we give an estimate on the number of critical points inside a narrow window of critical values:

Proposition 2.6 (Critical points in a narrow window). Suppose that either Condition 1.1 and 1.4 or Conditions 1.2 and 1.5 hold. Then there exist $c, \varepsilon_{0}>0$ such that, for every $\eta \geq 0, \ell \in \mathbb{R}, \varepsilon<\varepsilon_{0}$ and $s \geq 1$,

$$
\mathbb{P}\left(\exists x \in B(s): \nabla f_{\eta}(x)=0,\left|f_{\eta}(x)-\ell\right|<\varepsilon\right)<c s^{2} \varepsilon|\log \varepsilon|^{2},
$$

and moreover, for every direction $v \in \mathbb{S}^{1}$,

$$
\mathbb{P}\left(\exists x \in s L_{v}: \partial_{v} f_{\eta}(x)=0,\left|f_{\eta}(x)-\ell\right|<\varepsilon\right)<c s \varepsilon|\log \varepsilon|,
$$

where $L_{v}$ denotes a unit line segment in direction $v$.
Proof. For each multi-index $k$ such that $|k| \leq 2$, the random field $\partial^{k} f_{\eta}$ is a symmetric shot noise field with kernel $\partial^{k} g$ and mark distribution $\mu_{\eta}$. Hence, applying equation (A.3) of Proposition A. 1 (since Lemmas 2.1 and 2.2 guarantee the uniform exponential decay of the mark distribution $\mu_{\eta}$, we may take $\gamma=1$ in this proposition), there exist constants $c_{1}, c_{2}>0$ such that, for all $\eta \geq 0,|k| \leq 2$ and $t \geq 1$,

$$
\begin{equation*}
\mathbb{P}\left(\left\|\partial^{k} f_{\eta}\right\|_{[0,1]^{2}, \infty} \geq c_{1} t^{2}\right) \leq c_{1} e^{-c_{2} t} \tag{2.4}
\end{equation*}
$$

Now define $t_{\varepsilon}=|\log \varepsilon|^{1 / 2}$, and let $\Omega_{\varepsilon}$ be the event that

$$
\max _{|k|=1,2}\left\|\partial^{k} f_{\eta}\right\|_{[0,1]^{2}, \infty} \leq t_{\varepsilon}^{2}
$$

which, by (2.4), has probability greater than $1-c_{1} \exp \left(-c_{3} t_{\varepsilon}\right)$ for some $c_{3}>0$ and all sufficiently small $\varepsilon>0$. Choose an integer $n \geq t_{\varepsilon}^{2} / \varepsilon$, and tile $B(s)$ with $\lceil s\rceil^{2} n^{2}$ squares
$S_{1}, \ldots, S_{\lceil s\rceil^{2} n^{2}}$ of side-length $1 / n$. Let $x_{k}$ be the center of the square $C_{k}$. Then we have, for some $c_{4}, c_{5}>0$,

$$
\begin{aligned}
& \mathbb{P}\left(\exists x \in B(s): \nabla f_{\eta}(x)=0,\left|f_{\eta}(x)-\ell\right| \leq \varepsilon\right) \\
& \quad \leq \sum_{k=1}^{\lceil s\rceil^{2} n^{2}} \mathbb{P}\left(\Omega_{\varepsilon}, \exists x \in S_{k}: \nabla f_{\eta}(x)=0,\left|f_{\eta}(x)-\ell\right| \leq \varepsilon\right)+\mathbb{P}\left(\Omega_{\varepsilon}^{c}\right) \\
& \quad \leq \sum_{k=1}^{\lceil s\rceil^{2} n^{2}} \mathbb{P}\left(\left|\nabla f_{\eta}\left(x_{k}\right)\right| \leq t_{\varepsilon}^{2} / n,\left|f_{\eta}\left(x_{k}\right)-\ell\right| \leq \varepsilon+t_{\varepsilon}^{2} / n\right)+\mathbb{P}\left(\Omega_{\varepsilon}^{c}\right) \\
& \quad \leq c_{4} s^{2} n^{2} \times\left(t_{\varepsilon}^{2} / n\right)^{2} \times\left(\varepsilon+t_{\varepsilon}^{2} / n\right)+\mathbb{P}\left(\Omega_{\varepsilon}^{c}\right) \\
& \quad \leq 2 c_{4} s^{2} \varepsilon t_{\varepsilon}^{4}+c_{1} \exp \left(-c_{3} t_{\varepsilon}\right) \leq c_{5} s^{2} \varepsilon t_{\varepsilon}^{4},
\end{aligned}
$$

with the third inequality following from the uniform bound on the density of $\left(f_{\eta}, \nabla f_{\eta}\right)$, and the final inequality holding for all sufficiently small $\varepsilon>0$. The proof of the first statement is complete.

The proof of the second statement is analogous, except we choose an $n \geq t_{\varepsilon} / \varepsilon$ and tile $s L_{v}$ with $\lceil s\rceil n$ line-segments of length $1 / n$.

## 3. Criticality of the zero level

In this section we study the 'critical' properties of the excursion set $\mathcal{E}_{0}$ at the zero level. In particular, we establish (i) positive association for crossing events, (ii) quasiindependence for crossing events, (iii) the 'box-crossing' estimates, and finally (iv) the absence of percolation (i.e. the first statement of Theorem 1.7). Since many of the arguments are standard in percolation theory, we emphasise only on the aspects that differ in the shot noise case.

Throughout this section we shall suppose that either Conditions 1.1 and 1.4 or Conditions 1.2 and 1.5 hold; in the latter case we fix $\alpha>0$ to be an arbitrary constant. Note that only the first two perturbations from Section 2.2 will play a role in this section; i.e. we will only consider the fields $f_{\eta, r}$.
3.1. Crossing events. We begin by introducing 'crossing events' for rectangles and annuli. Let $g$ be a continuous planar function let $\ell \in \mathbb{R}$ be a level. For $\rho_{1}, \rho_{2}>0$, define $R\left[\rho_{1}, \rho_{2}\right]=\left[0, \rho_{1}\right] \times\left[0, \rho_{2}\right]$, and let $\left\{g \in \operatorname{Cross}_{\ell}\left(\rho_{1}, \rho_{2}\right)\right\}$ denote the event that there exists a connected component of $\{g \geq-\ell\} \cap R\left[\rho_{1}, \rho_{2}\right]$ that intersects both the 'left' and 'right' sides of $R$, i.e. intersects both $\{0\} \times\left[0, \rho_{2}\right]$ and $\left\{\rho_{1}\right\} \times\left[0, \rho_{2}\right]$. Moreover, let $\left\{g \in \operatorname{Cross}_{\ell}^{*}\left(\rho_{1}, \rho_{2}\right)\right\}$ denote the event that there exists a connected component of $\{g \leq-\ell\} \cap R\left[\rho_{1}, \rho_{2}\right]$ that intersects both the 'top' and 'bottom' sides of $R\left[\rho_{1}, \rho_{2}\right]$.

Similarly, for $0<\rho_{1}<\rho_{2}$ define $A\left[\rho_{1}, \rho_{2}\right]=\left\{\left[-\rho_{2}, \rho_{2}\right]^{2} \backslash\left[-\rho_{1}, \rho_{1}\right]^{2}\right\}$, and let $\{g \in$ $\left.\operatorname{Arm}_{\ell}\left(\rho_{1}, \rho_{2}\right)\right\}$ denote the event that there exists a connected component of $\{g \geq-\ell\} \cap$ $A\left[\rho_{1}, \rho_{2}\right]$ that intersects both $\partial\left[-\rho_{1}, \rho_{1}\right]^{2}$ and $\partial\left[-\rho_{2}, \rho_{2}\right]^{2}$.

Collectively we shall refer to the events Cross $\ell$, Cross $_{\ell}^{*}$ and Arm $_{\ell}$ as 'crossing events'. To each crossing event we will associate its level $\ell$, and also its supporting domain, being the compact domain $D \subset \mathbb{R}^{2}$ on which the event is defined (i.e. either the rectangle $R\left[\rho_{1}, \rho_{2}\right]$ or the annulus $A\left[\rho_{1}, \rho_{2}\right]$ ). Notice that the crossing events Cross $\ell$ and Arm $_{\ell}$ are increasing in both the function $g$ and the level $\ell$ (i.e. $\left\{g \in \operatorname{Cross}_{\ell}\right\}$ implies that $\left\{g^{\prime} \in \operatorname{Cross}_{\ell^{\prime}}\right\}$ for any $g^{\prime} \geq g$ and $\ell^{\prime} \geq \ell$ ), whereas the event Cross ${ }_{\ell}^{*}$ is decreasing in both the field and the level.

Let us state some basic properties of these events:
Lemma 3.1. For each $\eta \geq 0$, the crossing events for $f_{\eta}$ are almost surely continuity events in the $C^{0}$-topology on their supporting domains. Moreover,

$$
\left\{f_{\eta} \in \operatorname{Cross}_{\ell}\left(\rho_{1}, \rho_{2}\right)\right\} \quad \text { and } \quad\left\{f_{\eta} \in \operatorname{Cross}_{\ell}^{*}\left(\rho_{1}, \rho_{2}\right)\right\}
$$

form a partition of the probability space up to a null set.

Proof. The first property is a consequence of the regularity of the level lines in Lemma 2.5 . Indeed, outside a null set (namely, the event that the regularity properties in Lemma 2.5 do not hold) the crossing events $\operatorname{Cross}_{\ell}\left(\rho_{1}, \rho_{2}\right)$ and $f_{\eta} \in \operatorname{Cross}_{\ell}^{*}\left(\rho_{1}, \rho_{2}\right)$ can each be expressed as a countable disjoint union of sets that are open in the $C^{0}$-topology. Moreover, these open sets are contained in exactly one of $\operatorname{Cross}_{\ell}\left(\rho_{1}, \rho_{2}\right)$ or $\operatorname{Cross}_{\ell}^{*}\left(\rho_{1}, \rho_{2}\right)$, yielding the second statement.

Remark 3.2. Note that Lemma 3.1 fails for the truncated fields $f_{\eta, r}$; for such fields there is a positive probability that the zero-level set $\left\{x \in \mathbb{R}^{2}: f_{\eta, r}=0\right\}$ covers $R\left[\rho_{1}, \rho_{2}\right]$, which means that the crossing events are discontinuous in the $C^{0}$-topology, and moreover,

$$
\mathbb{P}\left[f_{\eta, r} \in \operatorname{Cross}_{\ell}\left(\rho_{1}, \rho_{2}\right)\right]+\mathbb{P}\left[f_{\eta, r} \in \operatorname{Cross}_{\ell}^{*}\left(\rho_{1}, \rho_{2}\right)\right]>1
$$

We observe a simple consequence of the 'self-duality' of the zero level:
Proposition 3.3 (Square crossings). Let $\rho>0$ and $\eta \geq 0$. Then

$$
\mathbb{P}\left[f_{\eta} \in \operatorname{Cross}_{0}(\rho, \rho)\right]=1 / 2
$$

Proof. By Lemma 3.1.

$$
\left\{f_{\eta} \in \operatorname{Cross}_{0}(\rho, \rho)\right\} \quad \text { and } \quad\left\{f_{\eta} \in \operatorname{Cross}_{0}^{*}(\rho, \rho)\right\}
$$

form a partition of the probability space. On the other hand, by the symmetry of the mark $\mu$ and the symmetry of the kernel $g$ under reflection in the line $\{y=x\}$, the events $\operatorname{Cross}_{0}(\rho, \rho)$ and $\operatorname{Cross}_{0}^{*}(\rho, \rho)$ are of equal probability, and so this probability is $1 / 2$.
3.2. Positive associations. We next verify the crucial 'positive-association' property for crossing events (which is the only reason we insist that $g \geq 0$ in Conditions 1.1 and 1.2):

Proposition 3.4 (Positive associations). Let $\eta \geq 0$, and let $E_{1}$ and $E_{2}$ be two crossing events that are either both increasing or both decreasing. Then

$$
\mathbb{P}\left[\left\{f_{\eta} \in E_{1}\right\} \cap\left\{f_{\eta} \in E_{2}\right\}\right] \geq \mathbb{P}\left[f_{\eta} \in E_{1}\right] \mathbb{P}\left[f_{\eta} \in E_{2}\right]
$$

Proof. Without loss of generality suppose that $E_{1}$ and $E_{2}$ are both increasing. Recall the definition of the $\varepsilon$-discretised field $f_{\eta}^{\varepsilon}$, and notice that the crossing events

$$
\left\{f_{\eta}^{\varepsilon} \in E_{1}\right\} \quad \text { and } \quad\left\{f_{\eta}^{\varepsilon} \in E_{2}\right\}
$$

can be viewed as increasing functions on the (countable) product spaces that generate $f_{\eta}^{\varepsilon}$. Hence by the classical Harris/FKG inequality for product spaces (see [Gri99, Section 2.2]),

$$
\mathbb{P}\left[\left\{f_{\eta}^{\varepsilon} \in E_{1}\right\} \cap\left\{f_{\eta}^{\varepsilon} \in E_{2}\right\}\right] \geq \mathbb{P}\left[f_{\eta}^{\varepsilon} \in E_{1}\right] \mathbb{P}\left[f_{\eta}^{\varepsilon} \in E_{2}\right] .
$$

Since $f_{\eta}^{\varepsilon} \rightarrow f_{\eta}$ in the $C^{0}$-topology on compact sets (Lemma 2.4), and since crossing events are continuity events for the limit $f_{\eta}$ in this topology (Lemma 3.1), sending $\varepsilon \rightarrow 0$ yields the result.

Remark 3.5. We do not claim positive associations for the truncated field $f_{\eta, r}$ because it does not follow from our proof (see Remark 3.2), and we do not need it.
3.3. Quasi-independence. We next show that crossing events that are supported on well-separated domains are approximately independent.

As a preliminary, we have a general comparison result that bounds the effect of truncation on the probability of crossing events. Recall that crossing events are either increasing or decreasing; we call a collection of crossing events monotonic if they are either all increasing or all decreasing.

Proposition 3.6. There exist $c_{0}, c_{1}, c_{2}>0$ such that, for every $\eta \geq 0, r, R, t \geq c_{0}$, every compact set $D \subset \mathbb{R}^{2}$ of diameter at most $R$, and every monotonic collection $\left\{A_{i}\right\}_{i \leq n}$ of crossing events whose supports are contained in $D$,

$$
\begin{equation*}
\left|\mathbb{P}\left(f_{\eta} \in A\right)-\mathbb{P}\left(f_{\eta, r} \in A\right)\right|<c_{1} n R^{2} t^{2} r^{1-\alpha}(\log r)^{2}\left((\log r)^{2}+(\log t)^{2}\right)+c_{1} R^{2} e^{-c_{2} t} \tag{3.1}
\end{equation*}
$$

where $A=\cap_{i \leq n} A_{i}$.

Proof. For each crossing event $A_{i}$, let $\ell_{i}$ and $S_{i} \subset D$ denote its associated level and support respectively. Recall that each $S_{i}$ has a piece-wise linear boundary (with one or two connected components, depending on the crossing event). For a $c>0$, define the event $\Omega_{c}^{1}$ that, for each $S_{i}$ :

- There is no critical point $x \in S_{i}$ of $f_{\eta}$ such that $\left|f_{\eta}(x)-\ell_{i}\right|<c$;
- For each boundary line-segment $L \subset \partial S_{i},\left.f_{\eta}\right|_{L}$ has no critical point $x \in L$ such that $\left|f_{\eta}(x)-\ell_{i}\right|<c$;
- None of the corners of $\partial S_{i}$ have $\left|f_{\eta}(x)-\ell_{i}\right|<c$.

By the Morse lemma (see, e.g., Han02, Theorem 7]), on the event $\Omega_{c}^{1}$ the level set $\left\{f_{\eta}=\ell\right\}$ inside $S_{i}$ (considered as a set stratified by its boundary line-segments and corners) has the same topology for all levels $\ell \in\left[\ell_{i}-c, \ell_{i}+c\right]$. In particular, the events

$$
\left\{f_{\eta} \in A\right\} \cap \Omega_{c}^{1}, \quad\left\{f_{\eta}+c \in A\right\} \cap \Omega_{c}^{1} \quad \text { and } \quad\left\{f_{\eta}-c \in A\right\} \cap \Omega_{c}^{1}
$$

all agree up to a null set. Define now the event $\Omega_{c}^{2}$ that

$$
\left\|f_{\eta}-f_{\eta, r}\right\|_{\infty, D} \leq c
$$

By the monotonicity of the collection of crossing events,

$$
\left\{f_{\eta} \in A\right\} \cap \Omega_{c}^{1} \cap \Omega_{c}^{2} \quad \text { and } \quad\left\{f_{\eta, r} \in A\right\} \cap \Omega_{c}^{1} \cap \Omega_{c}^{2}
$$

also agree up to a null set. To finish the proof, recall that by Lemma 2.3 , there exist $c_{1}, c_{2}>0$ such that $\mathbb{P}\left(\Omega_{c}^{2}\right)>1-c_{1} R^{2} e^{-c_{2} t}$ for the choice

$$
\begin{equation*}
c=c_{1} t^{2} r^{1-\alpha}(\log r)^{2} \tag{3.2}
\end{equation*}
$$

Moreover, by Proposition 2.6 and the union bound, there is a $c_{3}>0$ such that, for all small enough $c>0$,

$$
\mathbb{P}\left(\Omega_{c}^{1}\right)>1-c_{3} n R^{2} c|\log c|^{2}
$$

Hence, setting $c$ as 3.2 , there is a $c_{4}>0$ such that

$$
\mathbb{P}\left(\Omega_{c}^{1} \cap \Omega_{c}^{2}\right)>1-c_{4} n R^{2} t^{2} r^{1-\alpha}(\log r)^{2}\left((\log r)^{2}+(\log t)^{2}\right)-c_{1} R^{2} e^{-c_{2} t}
$$

which gives the result.
Our main quasi-independence result is a corollary of the previous proposition.
Theorem 3.7 (Quasi-independence). There exist $c_{0}, c_{1}, c_{2}>0$ such that, for every $\eta \geq 0$ and $r, R, t \geq c_{0}$, every pair of compact sets $D_{1} \subset \mathbb{R}^{2}$ (resp. $D_{2}$ ) of diameter at most $R$ and such that $r=\operatorname{dist}\left(D_{1}, D_{2}\right)$, and every pair of monotonic collections of $n_{1}$ (resp. $n_{2}$ ) crossing events $\left(E_{i}^{1}\right)_{i \leq n_{1}}$ (resp. $\left.\left(E_{i}^{2}\right)_{i \leq n_{2}}\right)$ that are supported on $D_{1}$ (resp. $D_{2}$ ),

$$
\begin{align*}
\mid \mathbb{P}\left(f_{\eta}\right. & \left.\in E^{1} \cap E^{2}\right)-\mathbb{P}\left(f_{\eta} \in E^{1}\right) \mathbb{P}\left(f_{\eta} \in E^{2}\right) \mid  \tag{3.3}\\
& <c_{1} \max \left\{n_{1}, n_{2}\right\} R^{2} t^{2} r^{1-\alpha}(\log r)^{2}\left((\log r)^{2}+(\log t)^{2}\right)+c_{1} R^{2} e^{-c_{2} t}
\end{align*}
$$

where $E^{j}=\cap_{i \leq n_{j}} E_{i}^{j}$ for $j \in\{1,2\}$.
Proof. This follows immediately from Proposition 3.6 by replacing $f_{\eta}$ with its truncated version $f_{\eta, r}$, and noticing that the events $\left\{f_{\eta, r} \in E_{1}\right\}$ and $\left\{f_{\eta, r} \in E_{2}\right\}$ are independent (see the proof of [MV19, Theorem 4.2] for details).

Remark 3.8. Equation (3.3) (with the setting $\left.t=(\log R)^{2}\right)$ implies that two crossing events that are supported on domains of diameter at most $R$ and separated by a distance greater than $r>c_{1} R$ are approximately independent in the sense that, as $R \rightarrow \infty$,

$$
\begin{equation*}
\left|\mathbb{P}\left(f_{\eta} \in E_{1} \cap E_{2}\right)-\mathbb{P}\left(f_{\eta} \in E_{1}\right) \mathbb{P}\left(f_{\eta} \in E_{2}\right)\right|<c_{2} R^{3-\alpha}(\log R)^{6} \rightarrow 0 \tag{3.4}
\end{equation*}
$$

In fact, this is precisely the origin of the assumption $\alpha>3$ in Condition 1.1.
3.3.1. Box-crossing estimates. We next establish the 'box-crossing' estimates (also known as the Russo-Seymour-Welsh estimates), which state that the probability of crossing events for rectangles are bound away from zero and one uniformly in the scale.
Theorem 3.9 (Box-crossing estimates). For each $\eta \geq 0$ and $\rho_{1}, \rho_{2}>0$,

$$
\inf _{R \geq 1} \mathbb{P}\left(f_{\eta} \in \operatorname{Cross}_{0}\left(R \rho_{1}, R \rho_{2}\right)\right)>0 \quad \text { and } \quad \sup _{R \geq 1} \mathbb{P}\left(f_{\eta} \in \operatorname{Cross}_{0}\left(R \rho_{1}, R \rho_{2}\right)\right)<1 .
$$

Proof. In Tas16, Tassion gave general conditions for a translation invariant colouring of the plane to satisfy the box-crossing estimates. In our setting, Tassion's argument is valid since the following four conditions are satisfied for the fields $f_{\eta}$ (see RV19b, Section 4] and [BG17, Section 4.2] for details):
(1) The square-crossing property in Proposition 3.3 .
(2) The positive association in Proposition 3.4
(3) The symmetry guaranteed by Conditions 1.1 and 1.2 and
(4) The quasi-independence guaranteed by Theorem 3.7.
3.3.2. Absence of percolation at the zero level. Finally, we deduce that the connected components of $\mathcal{E}_{\ell}$ are finite for all $\ell \leq 0$, completing the proof of the first statement of Theorem 1.7
Theorem 3.10 (One-arm decay). There exist $c, c_{A r m}>0$ such that, for every $\eta \geq 0$ and $1 \leq r \leq R$,

$$
\mathbb{P}\left(f_{\eta} \in \operatorname{Arm}_{0}(r, R)\right)<c\left(\frac{r}{R}\right)^{c_{A r m}}
$$

Hence almost surely $\mathcal{E}_{0}$ has bounded connected components.
Proof. This follows from the positive association in Proposition 3.4 , the quasi-independence in Theorem 3.7, and the box-crossing estimates in Theorem 3.9 (see the proof of RV19b, Proposition 4.5] for details). Note that the constant $c_{\text {Arm }}$ depends on the mark $\mu$ and the kernel $g$, but can be chosen uniformly over a collection of kernels $g_{i}$ whose derivatives $\left|\partial^{k} g_{i}\right|,|k| \leq 2$, decay more and more rapidly.
Remark 3.11. As shown in BG17, Section 4.2], given the quasi-independence in Theorem 3.7, the properties established for the excursion set $\mathcal{E}_{0}$ in Theorems 3.9 and 3.10 hold equally for the zero level set $\left\{x \in \mathbb{R}^{2}: f_{\eta}(x)=0\right\}$.

## 4. The phase transition in the case of bounded Mills ratio

We now study the phase transition that occurs when the level passes through zero. The main result will be the following description of the phase transition for crossings of $2 R \times R$ rectangles:

Theorem 4.1. For every $\ell>0$ there exists a $c>0$ such that, for every $R \geq 1$,

$$
\mathbb{P}\left(f \in \operatorname{Cross}_{\ell}(2 R, R)\right) \geq 1-e^{-c R} .
$$

Theorem 1.7 can be deduced from Theorem 4.1 (along with the previously stated Theorems 3.9 and 3.10) in a straightforward way:
Proof of Theorem 1.7. The boundedness of excursion sets components at levels $\ell \leq 0$ follows from the fact that, by Theorem 3.10, $\mathbb{P}\left(f \in \operatorname{Arm}_{0}(1, R)\right) \rightarrow 0$ as $R \rightarrow \infty$. More precisely, suppose that $\mathcal{E}_{0}$ had an unbounded component with positive probability. Then trivial regularity considerations imply that it would have a positive Lebesgue measure, and hence by stationarity 0 would be in this component with positive probability, which we just proved was impossible.

The existence of a unique unbounded excursion sets component in the case $\ell>0$ is a consequence of Theorem 4.1 by standard gluing arguments. Indeed, by Theorem 4.1 we have

$$
\sum_{k \geq 1}\left(1-\mathbb{P}\left(\operatorname{Cross}_{\ell}\left(2^{k+1}, 2^{k}\right)\right)\right)<\infty
$$

and so, by the Borel-Cantelli lemma, there exists a $k_{0} \geq 1$ such that

$$
\left\{f \in \operatorname{Cross}_{\ell}\left(2^{k+1}, 2^{k}\right)\right\}
$$

occurs for each $k \geq k_{0}$. Arranging the $2^{k+1} \times 2^{k}$ rectangles (and rotated versions) so that the resulting crossings overlap, this implies the existence of a unique unbounded connected component in $\{f \geq-\ell\}$.

The fact that $\ell$-level sets are almost surely bounded is an immediately consequence of the above, since an unbounded $\ell$-level line would lie at the interface between unbounded components of $\mathcal{E}_{\ell}$ and $\mathcal{E}_{\ell}^{c}$, and by the above (and the symmetric $f \stackrel{d}{=}-f$ ) at least one of these sets has only bounded components almost surely.

The remainder of the claims in Theorem 1.7 are proven in Theorems 3.9 and 3.10.
In this section we will prove Theorem 4.1 in the case of bounded Mills ratio (Conditions 1.1 and 1.4); the case of bounded Mills ratio in the tails (Condition 1.2 ) will be the focus of the next section. In particular, in this section we set the smoothing parameter $\eta$ to zero.
4.1. A differential inequality. The first step is to establish a differential inequality, with respect to the level $\ell$, for the probability of $\left\{f_{r}^{\epsilon} \in \operatorname{Cross}_{\ell}(2 R, R)\right\}$. Our method makes use of the OSSS inequality (described below).

In fact, instead of differentiating with respect to the level $\ell$, it will initially be more natural to differentiate with respect to a change in the mean of the mark distribution, i.e. the variables $h=\left(h_{i}\right)$ in the definition of the field $f_{r}^{\epsilon, h}$ (see Section 2.2). The differential inequality is the following:

Proposition 4.2. There exists a $h_{0}>0$ such that, for all $r \geq 1, R>4 r, \ell \in \mathbb{R}, \epsilon>0$ and $h \in\left[0, h_{0}\right]$,

$$
\begin{aligned}
& -\frac{\partial}{\partial h} \log \left(1-\mathbb{P}\left(f_{r}^{\epsilon, h} \in \operatorname{Cross}_{\ell}(2 R, R)\right)\right) \\
& \quad \geq\left(c_{M i l l_{s}}^{-1} / 4\right) \times \frac{\mathbb{P}\left(f_{r}^{\epsilon, h} \in \operatorname{Cross}_{\ell}(2 R, R)\right)}{\inf _{\bar{r} \in(2 r, R / 2)}\left(2 \bar{r} / R+\mathbb{P}\left(f_{r}^{\epsilon} \in \operatorname{Arm}_{-\ell}(2 r, \bar{r})\right)\right)} .
\end{aligned}
$$

Before proving Proposition 4.2, let us recall the OSSS inequality. Let $\Lambda$ be a finite set, and let $\left(E^{\Lambda}, \mathcal{E}^{\otimes \Lambda}, \mu^{\otimes \Lambda}\right)$ be a product probability space. Given an event $A \in \mathcal{E}^{\otimes \Lambda}$ and coordinate $i \in \Lambda$, the influence $I_{i}^{\mu}(A)$ of the $i^{\text {th }}$ coordinate on $A$ is defined as the probability that resampling the $i^{\text {th }}$ coordinate modifies $\mathbb{1}_{A}$, i.e.,

$$
I_{i}^{\mu}(A)=\mathbb{P}\left(\mathbb{1}_{A}(\omega) \neq \mathbb{1}_{A}(\widetilde{\omega})\right)
$$

where $\omega \stackrel{d}{=} \mu^{\otimes \Lambda}$ and where $\widetilde{\omega}=\omega$ except that $\omega_{i}$ is resampled independently.
Now, let $\mathcal{A}$ be a random algorithm that determines $A$, i.e. a procedure that reveals step-by-step the coordinates of $\omega$ and stops once the value of $\mathbb{1}_{A}(\omega)$ is known (the algorithm should also be adapted, i.e. the next coordinate to be revealed should be measurable with respect to the coordinates already revealed and auxiliary randomness). The revealment $\delta_{i}^{\mu}(\mathcal{A})$ of the $i^{\text {th }}$ coordinate for the algorithm $\mathcal{A}$ is the probability that $\omega_{i}$ is revealed by the algorithm.

The OSSS inequality gives an upper bound on the variance of an event $A$ (in a product space) in terms of the influences and revealments of a random algorithm determining $A$ :
Theorem 4.3 (OSSS inequality (see [OSSS05] or [MV19, Theorem 2.1])). For every $A \in \mathcal{E}^{\otimes \Lambda}$ and random algorithm $\mathcal{A}$ determining $A$,

$$
\operatorname{Var}_{\mu}\left(\mathbb{1}_{A}(\omega)\right) \leq \sum_{i \in \Lambda} \delta_{i}^{\mu}(\mathcal{A}) I_{i}^{\mu}(A) .
$$

Let us now describe how we apply the OSSS inequality. Recall the field $f_{r}^{\epsilon, h}$, and notice that the event $\left\{f_{r}^{\epsilon, h} \in \operatorname{Cross}_{\ell}(2 R, R)\right\}$ is measurable with respect to the (finitedimensional) product space indexed by $\Lambda=\epsilon \mathbb{Z}^{2} \cap[-2 R-r, 2 R+r]^{2}$, where each coordinate
consists of the pair $\left(B_{i}, Y_{i}^{\mu}\right)$, and where $B_{i}$ is a Bernoulli random variable with parameter $\epsilon^{2}$ and $Y_{i}^{\mu}$ is an independent random variable drawn from the mark distribution $\mu$.

The algorithm $\mathcal{A}$ that we use to determine the crossing event $\left\{f_{r}^{\epsilon, h} \in \operatorname{Cross}_{\ell}(2 R, R)\right\}$ is the same as that used in MV19 (and inspired by AB18, BKS99, SS10]). More precisely, we first fix a random horizontal line $L=\{y=\mathcal{U}\}$ where $\mathcal{U}$ is uniform in $[0, R]$. Then we reveal all the coordinates $i \in \Lambda$ that are within a distance $2 r$ from the line $L$, which determines the values of the field up to a distance at least $r$ from $L$. Finally, we iteratively reveal all coordinates that are within a distance $2 r$ from a component of $\left\{f_{r}^{\epsilon, h} \leq-\ell\right\}$ that intersects $L$, terminating with value 0 if a connected component is found to intersect both the top and bottom sides of the $2 R \times R$ rectangle, and terminating with value 1 if no such component is found.

The key properties of this algorithm are that it:

- almost surely terminates with value $\mathbb{1}_{\left\{f_{r}^{\epsilon, h} \in \operatorname{Cross}_{\ell}(2 R, R)\right\}}$; and
- reveals a coordinate $i \in \Lambda$ if and only if there exists a connected component of $\left\{f_{r}^{\epsilon, h} \leq-\ell\right\}$ that connects the ball $B_{i}(2 r)$ to the line $L$.
Let us give a simple upper bound for the revealments $\delta_{i}(\mathcal{A})$ of this algorithm. Suppose that $h \geq 0$. By symmetry, and since arm events are increasing, $\delta_{i}(\mathcal{A})$ is bound above by the probability that a connected component of $\left\{f_{r}^{\epsilon} \geq \ell\right\}$ connects $B_{i}(2 r)$ to $L$. Since for any $\bar{r}<R / 2$ the distance between $i$ and $L$ is larger than $\bar{r}$ with probability greater than $1-2 \bar{r} / R$, by averaging over $L$ we have

$$
\delta_{i}(\mathcal{A}) \leq 2 \bar{r} / R+\mathbb{P}\left(f_{r}^{\epsilon, h} \in \operatorname{Arm}_{-\ell}(2 r, \bar{r})\right),
$$

valid for any $\bar{r} \in(2 r, R / 2)$.
Now suppose that $R>4 r$ and let $I_{i}$ be the influence of coordinate $i \in \Lambda$ on the event $\left\{f_{r}^{\epsilon, h} \in \operatorname{Cross}_{\ell}(2 R, R)\right\}$, that is, the probability that resampling the pair $\left(B_{i}, Y_{i}^{\mu}\right)$ modifies (the indicator function of) the event. Then applying the OSSS equality to the algorithm described above and rearranging,

$$
\begin{equation*}
\frac{\sum_{i \in \Lambda} I_{i}}{1-\mathbb{P}\left(f_{r}^{\epsilon, h} \in \operatorname{Cross}_{\ell}(2 R, R)\right)} \geq \frac{\mathbb{P}\left(f_{r}^{\epsilon, h} \in \operatorname{Cross}_{\ell}(2 R, R)\right)}{\inf _{\bar{r} \in(2 r, R / 2)}\left(2 \bar{r} / R+\mathbb{P}\left(f_{r}^{\epsilon} \in \operatorname{Arm}_{-\ell}(2 r, \bar{r})\right)\right)} \tag{4.1}
\end{equation*}
$$

We can now complete the proof of the differential inequality:
Proof of Proposition 4.2. First, we fix $h_{0}>0$ sufficiently small so that

$$
\frac{\mathbb{P}\left[Y_{i}^{\mu} \geq h_{0}\right]}{\mathbb{P}\left[Y_{i}^{\mu} \leq h_{0}\right]}>1 / 2
$$

such an $h_{0}$ exists since $\mu$ is symmetric and not supported on $\{0\}$. It is sufficient to prove that, for each $i \in \Lambda$ and $h \in\left[0, h_{0}\right]$,

$$
\begin{equation*}
\frac{\partial}{\partial h_{i}} \mathbb{P}\left(f_{r}^{\epsilon, h} \in \operatorname{Cross}_{\ell}(2 R, R)\right) \geq\left(c_{\text {Mills }}^{-1} / 4\right) I_{i}, \tag{4.2}
\end{equation*}
$$

where $I_{i}$ is defined above 4.1), since then we have

$$
\begin{aligned}
-\frac{\partial}{\partial h} \log \left(1-\mathbb{P}\left(f_{r}^{\epsilon, h} \in \operatorname{Cross}_{\ell}(2 R, R)\right)\right) & \geq \frac{\sum_{i} \frac{\partial}{\partial h_{i}} \mathbb{P}\left(f_{r}^{\epsilon, h} \in \operatorname{Cross}_{\ell}(2 R, R)\right)}{1-\mathbb{P}\left(f_{r}^{\epsilon, h} \in \operatorname{Cross}_{\ell}(2 R, R)\right)} \\
& \geq\left(c_{\text {Mills }}^{-1} / 4\right) \frac{\sum_{i} I_{i}}{1-\mathbb{P}\left(f_{r}^{\epsilon, h} \in \operatorname{Cross}_{\ell}(2 R, R)\right)}
\end{aligned}
$$

and so (4.1) gives the result.
We shall establish (4.2) conditional on $\left(B_{i}\right)_{j \in \Lambda \backslash\{i\}}$ and $\left(Y_{j}^{\mu}\right)_{j \in \Lambda \backslash\{i\}}$ (note that if $\mu$ has an atom the derivative may be infinite for some values of the conditioning, but that only helps us).

First, let us bound the influence $I_{i}$ from above. Since the event $\operatorname{Cross}_{\ell}(2 R, R)$ is increasing, there exists a threshold $\omega \in[-\infty, \infty]$, measurable with respect to the conditioning on $\left(B_{i}\right)_{j \in \Lambda \backslash\{i\}}$ and $\left(Y_{j}^{\mu}\right)_{j \in \Lambda \backslash\{i\}}$, such that $f_{r}^{\epsilon, h} \in \operatorname{Cross}_{\ell}(2 R, R)$ if $B_{i}\left(Y_{i}^{\mu}+h_{i}\right)>\omega$ and
$f_{r}^{\epsilon, h} \notin \operatorname{Cross}_{\ell}(2 R, R)$ if $B_{i}\left(Y_{i}^{\mu}+h_{i}\right)<\omega$. Hence the influence $I_{i}$ is at most the probability that $B_{i}\left(Y_{i}^{\mu}+h_{i}\right) \geq \omega$ but $B_{i}\left(Y_{i}^{\mu}+h_{i}\right) \leq \omega$ after resampling ( $B_{i}, Y_{i}^{\mu}$ ), or vice versa.

If $\omega>0$, this event implies that $B_{i}=1, Y_{i}^{\mu}+h_{i} \geq \omega$, and after resampling either $B_{i}=1, Y_{i}^{\mu}-h_{i} \leq \omega$ or $B_{i}=0$ (or vice versa), and hence the probability of this event is at most

$$
2 \epsilon^{2} \mathbb{P}\left(Y_{i}^{\mu} \geq \omega-h_{i}\right)\left(\epsilon^{2} \mathbb{P}\left(Y_{i} \leq \omega-h_{i}\right)+\left(1-\epsilon^{2}\right)\right) \leq 2 \epsilon^{2} \mathbb{P}\left(Y_{i}^{\mu} \geq \omega-h_{i}\right) .
$$

If $\omega \leq 0$, this event implies that either $B_{i}=1, Y_{i}^{\mu}-h_{i} \geq \omega$ or $B_{i}=0$, and after resampling $B_{i}=1, Y_{i}^{\mu}-h_{i} \leq \omega$ (or vice versa), and hence the probability of this event is at most

$$
2 \epsilon^{2} \mathbb{P}\left(Y_{i}^{\mu}<\omega-h_{i}\right)\left(\epsilon^{2} \mathbb{P}\left(Y_{i} \geq \omega-h_{i}\right)+\left(1-\epsilon^{2}\right)\right) \leq 2 \epsilon^{2} \mathbb{P}\left(Y_{i}^{\mu} \leq \omega-h_{i}\right) .
$$

Putting this together, we have shown that

$$
I_{i} \leq 2 \epsilon^{2} \begin{cases}\mathbb{P}\left(Y_{i}^{\mu} \geq \omega-h_{i}\right) & \text { if } \omega>0  \tag{4.3}\\ \mathbb{P}\left(Y_{i}^{\mu} \leq \omega-h_{i}\right) & \text { if } \omega \leq 0\end{cases}
$$

Turning to the derivative, we see that

$$
\frac{\partial}{\partial h_{i}} \mathbb{P}\left(f_{r}^{\epsilon, h} \in \operatorname{Cross}_{\ell}(2 R, R)\right) \geq \varepsilon^{2} f_{\mu_{\text {a.c. }}}\left(\omega-h_{i}\right) .
$$

If $\omega-h_{i} \geq 0$, then by the definition of the Mill's ratio

$$
f_{\mu_{\text {a.c. }}}\left(\omega-h_{i}\right) \geq c_{\text {Mills }}^{-1} \mathbb{P}\left(Y_{i}^{\mu} \geq \omega-h_{i}\right) .
$$

Similarly, if $\omega-h_{i} \leq 0$ then by symmetry

$$
f_{\mu_{\text {a.c. }}}\left(\omega-h_{i}\right) \geq c_{\text {Mills }}^{-1} \mathbb{P}\left(Y_{i}^{\mu} \leq \omega-h_{i}\right) .
$$

Altogether we have shown that

$$
\frac{\partial}{\partial h_{i}} \mathbb{P}\left(f_{r}^{\epsilon, h} \in \operatorname{Cross}_{\ell}(2 R, R)\right) \geq c_{\text {Mills }}^{-1} \varepsilon^{2}\left\{\begin{array}{ll}
\mathbb{P}\left(Y_{i}^{\mu} \geq \omega-h_{i}\right) & \text { if } \omega \geq h_{i}  \tag{4.4}\\
\mathbb{P}\left(Y_{i}^{\mu} \leq \omega-h_{i}\right) & \text { if } \omega \leq h_{i}
\end{array} .\right.
$$

Combining (4.3) and (4.4), we see that

$$
\frac{\partial}{\partial h_{i}} \mathbb{P}\left(f_{r}^{\epsilon, h} \in \operatorname{Cross}_{\ell}(2 R, R)\right) \geq\left(c_{\text {Mills }}^{-1} / 2\right) \epsilon^{2} I_{i}
$$

whenever $\omega \leq 0$ or $\omega \geq h_{i}$. On the other hand, if $\omega \in\left[0, h_{i}\right]$ then we still have

$$
\frac{\partial}{\partial h_{i}} \mathbb{P}\left(f_{r}^{\epsilon, h} \in \operatorname{Cross}_{\ell}(2 R, R)\right) \geq\left(c_{\text {Mills }}^{-1} / 2\right) I_{i} \times \frac{\mathbb{P}\left(Y_{i}^{\mu} \leq \omega-h_{i}\right)}{\mathbb{P}\left(Y_{i}^{\mu} \geq \omega-h_{i}\right)} .
$$

Moreover, since this implies $h_{i}-\omega \leq h_{i} \leq h_{0}$, we have

$$
\frac{\mathbb{P}\left(Y_{i}^{\mu} \leq \omega-h_{i}\right)}{\mathbb{P}\left(Y_{i}^{\mu} \geq \omega-h_{i}\right)}=\frac{\mathbb{P}\left(Y_{i}^{\mu} \geq h_{i}-\omega\right)}{\mathbb{P}\left(Y_{i}^{\mu} \leq h_{i}-\omega\right)} \geq \frac{\mathbb{P}\left(Y_{i}^{\mu} \geq h_{0}\right)}{\mathbb{P}\left(Y_{i}^{\mu} \leq h_{0}\right)}>1 / 2
$$

by the symmetry of $\mu$ and our definition of $h_{0}$. Hence we have established (4.2) in all cases, which completes the proof.
4.2. A first description of the phase transition. We next use the differential inequality in Proposition 4.2 to establish a 'qualitative' description of the phase transition. The main result of this section is the following:
Theorem 4.4. For every $\ell>0$, as $R \rightarrow \infty$,

$$
\mathbb{P}\left(f \in \operatorname{Cross}_{\ell}(2 R, R)\right) \rightarrow 1 .
$$

Let us fix $\ell>0$. We also define positive exponents

$$
\begin{equation*}
\gamma \in(0,1), \quad \zeta=\frac{\gamma c_{\mathrm{Arm}}+1}{c_{\mathrm{Arm}}+1} \in(\gamma, 1) \quad \text { and } \quad \xi \in(0,1-\zeta) \tag{4.5}
\end{equation*}
$$

where $c_{\text {Arm }}>0$ is the constant appearing in Theorem 3.10. For the remainder of the section we fix the scales

$$
r=r_{R}=R^{\gamma} \rightarrow \infty \quad \text { and } \quad h=h_{R}=R^{-\xi} \rightarrow 0 .
$$

We first state an auxiliary result that shows that, if $\varepsilon=\varepsilon_{R} \rightarrow 0$ decays sufficiently quickly, the fields $f, f_{R}^{\varepsilon}$ and $f_{r}^{\varepsilon, h}$ are all close with overwhelming probability.

Lemma 4.5. There exists a scale $\varepsilon=\varepsilon_{R} \rightarrow 0$, constants $c_{1}, c_{2}>0$, and a coupling of $\left(f, f^{\varepsilon}\right)$ such that, for all $R \geq 1$,

$$
\begin{equation*}
\mathbb{P}\left(\left\|f-f_{r}^{\varepsilon}\right\|_{B(2 R), \infty} \geq \ell / 2\right)<c_{1} e^{-c_{2}(\log R)^{2}} \tag{4.6}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbb{P}\left(\left\|f-f_{r}^{\varepsilon, h}\right\|_{B(2 R), \infty} \geq \ell / 2\right)<c_{1} e^{-c_{2}(\log R)^{2}} \tag{4.7}
\end{equation*}
$$

Proof. By Lemma 2.4. one can find a scale $\varepsilon_{R} \rightarrow 0$ and a coupling of $\left(f, f^{\varepsilon}\right)$ such that

$$
\left\|f_{r}^{0, h}-f_{r}^{\varepsilon, h}\right\|_{B(2 R), \infty} \geq \ell / 2
$$

has probability converging to zero as rapidly as desired. Moreover, by Lemma 2.3 ( $t=R^{\gamma^{\prime}}$ for some $\left.\gamma^{\prime} \in(0,(\alpha-1) \gamma / 2)\right)$, there are $c_{1}, c_{2}>0$ such that

$$
\mathbb{P}\left(\left\|f-f_{r}\right\|_{B(2 R), \infty} \geq c_{1} R^{2 \gamma^{\prime}} r^{1-\alpha}(\log r)^{2}\right)<c_{1} R^{2} e^{-c_{2} R^{\gamma^{\prime}}}
$$

Since

$$
R^{2 \gamma^{\prime}} r^{1-\alpha}(\log r)^{2}=R^{2 \gamma^{\prime}-\gamma(\alpha-1)}\left(\log R^{\gamma}\right)^{2} \rightarrow 0
$$

by the definition of $\gamma^{\prime}$, we deduce that $\left\|f-f_{r}\right\|_{B(2 R), \infty}$ is also larger than $\ell / 2$ with probability decaying faster than any polynomial. Finally, applying equation A.3 of Proposition A. 1 (and taking $\gamma=\infty$ ) there are $c_{1}, c_{2}>0$ such that

$$
\mathbb{P}\left(\left\|f_{r}-f_{r}^{0, h}\right\|_{B(2 R), \infty}>h(\log R)^{2}\right) \leq c_{1} R^{2} e^{-c_{2} \log (R)^{2}}
$$

Since $h_{r}=R^{-\xi}$ for $\xi>0$, this shows that $\left\|f_{r}-f_{r}^{0, h}\right\|_{B(2 R), \infty}$ is also larger than $\ell / 2$ with probability decaying faster than any polynomial. Putting this together gives the result.

We can now prove Theorem 4.4.
Proof. Define $\varepsilon_{R} \rightarrow 0$ as in Lemma 4.5. We first make use of the simple fact that if $f$ and $g$ are fields such that $\mathbb{P}[\|f-g\| \geq t]<s$, and $A$ is an increasing event, then

$$
\begin{equation*}
\mathbb{P}(f+t \in A) \geq \mathbb{P}(g \in A)-s \tag{4.8}
\end{equation*}
$$

In particular, by (4.6) and 4.7) this implies the existence of $c_{1}, c_{2}>0$ such that, for sufficiently large $R$,

$$
\mathbb{P}\left(f_{r}^{\varepsilon} \in \operatorname{Arm}_{-\ell / 2}(2 r, \bar{r})\right) \leq \mathbb{P}\left(f \in \operatorname{Arm}_{0}(2 r, \bar{r})\right)+c_{1} e^{-c_{2}(\log R)^{2}}
$$

and

$$
\mathbb{P}\left(f_{r}^{\varepsilon, h} \in \operatorname{Cross}_{\ell / 2}(2 R, R)\right) \geq \mathbb{P}\left(f \in \operatorname{Cross}_{0}(2 R, R)\right)-c_{1} e^{-c_{2}(\log R)^{2}}
$$

Setting $\bar{r}=R^{\zeta} \in(2 r, R / 2)$ (where $\zeta>0$ is defined in 4.5), by Theorems 3.9 and 3.10 we deduce the existence of a $c>0$ such that

$$
\mathbb{P}\left(f_{r}^{\varepsilon} \in \operatorname{Arm}_{-\ell / 2}(2 r, \bar{r})\right) \leq \mathbb{P}\left(f \in \operatorname{Arm}_{0}(2 r, \bar{r})\right)+c_{1} e^{-c_{2}(\log R)^{2}} \leq c_{3} R^{-(\zeta-\gamma) c_{\mathrm{Arm}}}
$$

and

$$
\begin{equation*}
\mathbb{P}\left(f_{r}^{\varepsilon, h} \in \operatorname{Cross}_{\ell / 2}(2 R, R)\right) \geq \mathbb{P}\left(f \in \operatorname{Cross}_{0}(2 R, R)\right)-c_{1} e^{-c_{2}(\log R)^{2}} \geq c_{4} \tag{4.9}
\end{equation*}
$$

eventually as $R \rightarrow \infty$, for some $c_{3}, c_{4}>0$. Applying Proposition 4.2 we have, for some $c_{5}, c_{6}>0$,

$$
\begin{aligned}
& -\frac{\partial}{\partial h} \log \left(1-\mathbb{P}\left(f_{r}^{\epsilon, h} \in \operatorname{Cross}_{\ell / 2}(2 R, R)\right)\right) \\
& \quad \geq c_{5} c_{\text {Mills }}^{-1} \times \frac{\mathbb{P}\left(f_{r}^{\epsilon, h} \in \operatorname{Cross}_{\ell}(2 R, R)\right)}{2 \bar{r} / R+\mathbb{P}\left(f_{r}^{\epsilon} \in \operatorname{Arm}_{-\ell}(2 r, \bar{r})\right)} \\
& \quad \geq c_{6} c_{\text {Mills }}^{-1} R^{1-\zeta},
\end{aligned}
$$

where we used the fact $1-\zeta=(\zeta-\gamma) c_{\text {Arm }}$ by definition. Integrating both sides of this inequality from 0 to $h$, and using (4.9) to bound the evaluation at $h=0$, we have

$$
\mathbb{P}\left(f_{r}^{\epsilon, h} \in \operatorname{Cross}_{\ell / 2}(2 R, R)\right) \geq 1-\left(1-c_{4}\right) e^{-c_{6} c_{\mathrm{Mills}}^{-1} R^{1-\zeta_{h}}}
$$

By our choice of $h=h_{R}$, the latter quantity converges to 1 , and so applying (4.7) and 4.8) one more time gives the result.
4.3. Sharpness of the phase transition. The proof of Theorem 4.1 follows from Theorem 4.4 from a classical bootstrapping argument that is borrowed from [MV19].

We shall need two auxiliary results. The first result is a kind of 'sprinkled' version of the quasi-independence statement in Theorem 3.7 that we deduce from Lemma 2.3 .

Proposition 4.6. Let $\gamma^{\prime}>0$. There exist $c_{1}, c_{2}>0$ such that, for every $R \geq 1$, every pair of compact sets $D_{1} \subset \mathbb{R}^{2}$ (resp. $D_{2}$ ) of diameter at most $5 R$ and such that dist $\left(D_{1}, D_{2}\right) \geq$ $R^{\gamma^{\prime}}$, and every pair of every decreasing collections of $n_{1}$ (resp. $n_{2}$ ) crossing events $\left(E_{i}^{1}\right)_{i \leq n_{1}}$ (resp. $\left.\left(E_{i}^{2}\right)_{i \leq n_{2}}\right)$ that are supported on $D_{1}\left(\right.$ resp. $\left.D_{2}\right)$,

$$
\mathbb{P}\left(f+c_{1} R^{2+\gamma^{\prime}(1-\alpha)}(\log R)^{2} \in E^{1} \cap E^{2}\right) \leq \mathbb{P}\left(f \in E^{1}\right) \mathbb{P}\left(f \in E^{2}\right)+c_{1} e^{-c_{2} R}
$$

where $E^{j}=\cap_{i \leq n_{j}} E_{i}^{j}$ for $j \in\{1,2\}$.
Proof. This follows by applying Lemma 2.3 with the settings $r=R^{\gamma^{\prime}}$ and $t=R$ (see MV19, Proposition 6.2] for details, although note that in MV19, Proposition 6.2] it was possible to get an improved bound by taking $t=\sqrt{R}$ since the relevant error probabilities decayed square-exponentially).

The second is a functional inequality which we take from [MV19, Lemma 6.3]:
Lemma 4.7. Let $\gamma^{\prime} \in(0,1)$ and let $\left(a_{R}\right)_{R>0}$ be a positive function such that $a_{R} \rightarrow 0$ and for which there exist $c_{1}, c_{2}, R_{0}>0$ such that, for all $R \geq R_{0}$,

$$
a_{2 R+R^{\gamma^{\prime}}} \leq c_{1} a_{R}^{2}+e^{-c_{2} R} .
$$

Then there exist $c_{3}, c_{4}>0$ and a positive sequence $\left(m_{n}\right)_{n \geq 1}$ such that, for all $n \geq 1$,

$$
2^{n} \leq m_{n} \leq c_{3} 2^{n} \quad \text { and } \quad a_{m_{n}} \leq e^{-c_{4} m_{n}}
$$

Proof. The proof is identical to the proof of Lemma [MV19, Lemma 6.3] after replacing $a_{2 R+\sqrt{R}}$ with $a_{2 R+R^{\gamma^{\prime}}}$. Indeed the only properties of the function $f(x)=\sqrt{R}$ used in that proof are that (i) $f(x) / x$ decreases monotonically to 0 as $x \rightarrow \infty$, and (ii) $f\left(2^{n}\right) / 2^{n}$ is summable over $n$. Since these are satisfied also for $f(x)=x^{\gamma^{\prime}}$, the proof goes through.

We can now complete the proof of Theorem 4.1 (in the bounded Mills ratio case):
Proof of Theorem 4.1 (under Conditions 1.1 and 1.4). Define the exponents

$$
\gamma^{\prime} \in\left(\frac{2}{\alpha-1}, 1\right) \quad \text { and } \quad \gamma^{\prime \prime} \in\left(0,(\alpha-1) \gamma^{\prime}-2\right),
$$

which is possible since $\alpha>3$. Fix $\ell=0$, and define the increasing sequence of levels $\ell_{R}=\ell-R^{-\gamma^{\prime \prime}}$. Note that

$$
\begin{equation*}
\ell_{2 R+R^{\gamma^{\prime}}}-\ell_{R} \geq \ell_{2 R}-\ell_{R}=\left(1-2^{-\gamma^{\prime \prime}}\right) R^{-\gamma^{\prime \prime}} \geq c_{1} R^{2+\gamma^{\prime}(1-\alpha)}(\log R)^{2} \tag{4.10}
\end{equation*}
$$

eventually for sufficiently large $R$. Since $\operatorname{Cross}_{\ell}(2 R, R)$ is increasing in $\ell$ and since $\ell_{R}<\ell$, defining

$$
a_{R}=\mathbb{P}\left(f \notin \operatorname{Cross}_{\ell_{R}}(2 R, R)\right),
$$

it is sufficient to prove the existence of a $c_{1}>0$ such that, for sufficiently large $R$,

$$
\begin{equation*}
a_{R} \leq e^{-c_{1} R} \tag{4.11}
\end{equation*}
$$

We deduce (4.11) from the following functional inequality for $a_{R}$, whose proof is as in MV19, Lemma 6.3] (with Proposition 4.6 and 4.10 the crucial inputs): There exists a $c_{2}>0$ such that, for sufficiently large $R \geq 1$,

$$
\begin{equation*}
a_{2 R+R^{\alpha^{\prime}}} \leq 49 a_{R}^{2}+e^{-c_{2} R} . \tag{4.12}
\end{equation*}
$$

Recalling that Theorem 4.4 implies that $a_{R} \rightarrow 0$, an application of Lemma 4.7 then yields the existence of constants $c_{3}, c_{4}>0$ and a positive subsequence $\left(m_{n}\right)_{n \geq 1}$ such that, for all $n \geq 1$,

$$
2^{n} \leq m_{n} \leq c_{3} 2^{n} \quad \text { and } \quad a_{m_{n}} \leq e^{-c_{4} m_{n}}
$$

This implies 4.11 for $R \in\left\{m_{n}\right\}_{n \geq 1}$, which can be extended to all $R \geq 0$ by standard gluing arguments.

## 5. The phase transition in the general case

We now turn to the proof of Theorem 4.1 in the general case of bounded Mills ratio in the tails (Conditions 1.2 and 1.5 ).

Recall the family of smoothed fields $f_{\eta}$ introduced in Section 2.2. The first step is to adapt the argument we used to establish Theorem 4.1 in the bounded Mills ratio case to the field $f_{\eta}$ for a carefully chosen sequence $\eta=\eta_{R} \rightarrow 0$.

Recall the exponents $\gamma, \zeta, \xi>0$ defined in 4.5). For this section we shall redefine these exponents, and introduce a new exponent $\kappa>0$, as follows:

$$
\begin{equation*}
\gamma \in\left(0, \frac{c_{\mathrm{Arm}}}{2+3 c_{\mathrm{Arm}}}\right), \quad \zeta=\frac{\gamma c_{\mathrm{Arm}}+1}{c_{\mathrm{Arm}}+1} \in(\gamma, 1), \quad \kappa \in(2 \gamma, 1-\zeta), \quad \eta \in(0,1-\zeta-\kappa) \tag{5.1}
\end{equation*}
$$

It is easy to check that such a choice is possible; indeed the condition

$$
\begin{equation*}
\gamma<\frac{c_{\mathrm{Arm}}}{2+3 c_{\mathrm{Arm}}} \tag{5.2}
\end{equation*}
$$

has been defined so as to be equivalent to

$$
2 \gamma<1-\frac{\gamma c_{\mathrm{Arm}}+1}{c_{\mathrm{Arm}}+1}=1-\zeta
$$

which ensures that $\kappa$ is well-defined. Define also the scales $r=r_{R}=R^{\gamma} \rightarrow \infty$ and $h=h_{R}=R^{-\xi} \rightarrow 0$ as before, and introduce the scale $\eta=\eta(R)=R^{-\kappa} \rightarrow 0$.
Theorem 5.1. For every $\ell>0$ there exists a $c>0$ such that, for every $R \geq 1$,

$$
\mathbb{P}\left(f_{\eta} \in \operatorname{Cross}_{\ell}(2 R, R)\right) \geq 1-e^{-c R}
$$

Proof. It is straightforward to check that the proof of Theorem 4.1 in the case of bounded Mills ratio (in Section (4) goes through replacing $f$ with $f_{\eta}$. Indeed, all of the estimates used are uniform in $\eta \geq 0$, with the single exception of the final step of the proof of Theorem 4.4, in which we need to verify that

$$
\begin{equation*}
\mathbb{P}\left(f_{\eta, r}^{\varepsilon, h} \in \operatorname{Cross}_{\ell / 2}(2 R, R)\right) \geq 1-\left(1-c_{4}\right) e^{-c_{6} c_{\mathrm{Mills}}^{-1}\left(\mu_{\eta}\right) R^{1-\zeta} h} \tag{5.3}
\end{equation*}
$$

tends to 1 as $R \rightarrow \infty$. Since $c_{\text {Mills }}\left(\mu_{\eta}\right) \leq 1 / \eta$ by construction (Lemma 2.2 ), we have

$$
c_{\text {Mills }}^{-1}\left(\mu_{\eta}\right) R^{1-\zeta} h \geq R^{-\kappa} R^{1-\zeta} R^{-\xi} \rightarrow \infty
$$

where the convergence holds by the choice of the parameters in 5.1. Hence we verify that the probability in (5.3) converges to 1 , as required.

The result will now follow by exploiting a natural coupling of $f_{\eta}$ and $f$ (or rather their truncations) such that they agree outside a small set.
Lemma 5.2. Let $c_{1}>0$ be as in Lemma 2.2, and for every $t>0$ let $\mathcal{P}_{t}$ be a Poisson point process on $\mathbb{R}^{2}$ with intensity $t$. Then there exists a coupling of $f_{\eta, r}, f_{r}$ and $\mathcal{P}_{c_{1} \eta}$ such that $f_{\eta, r}$ and $f_{r}$ are equal outside the set

$$
\bigcup_{i \in \mathcal{P}_{c_{1} \eta}}(\{i\}+B(r))
$$

Proof. Recall that $d_{\mathrm{TV}}\left(\mu, \mu_{\eta}\right) \leq c_{1} \eta$ by construction (Lemma 2.2). By the definition of total variation distance, there exists a probability distribution $\mu^{\prime}$ such that that $f_{r, \eta}$ can be constructed from $f_{r}$ by thinning the Poisson point process $\mathcal{P}$ used to define $f_{r}$ to have intensity $1-c_{1} \eta$, and adding the field

$$
\sum_{i \in \mathcal{P}_{\text {thin }}} Y_{i}^{\mu^{\prime}} g_{r}(x-i)
$$

where $\mathcal{P}_{\text {thin }}$ denotes the set of thinned points, and $Y_{i}^{\mu}$ are independent draws from $\mu^{\prime}$. Since $\mathcal{P}_{\text {thin }} \stackrel{d}{=} \mathcal{P}_{c_{1} \eta}$ by the thinning property of the Poisson point process, and the support of $g_{r}$ lies in $B(r)$, we have the result.

Let us now finish the proof of Theorem 4.1 in the general case:
Proof of Theorem 4.1 (under Conditions 1.2 and 1.5 ). We first claim that, as a consequence of Theorem 5.1

$$
\begin{equation*}
\mathbb{P}\left(f_{\eta, r} \in \operatorname{Cross}_{\ell}(2 r, r)\right) \geq 1-r^{2} / R^{2}(\log r)^{-1} . \tag{5.4}
\end{equation*}
$$

Indeed, by Proposition 3.6 ,

$$
\left|\mathbb{P}\left(f_{\eta} \in \operatorname{Cross}_{\ell}(2 r, r)\right)-\mathbb{P}\left(f_{\eta, r} \in \operatorname{Cross}_{\ell}(2 r, r)\right)\right|
$$

is at most

$$
c_{1} t^{2} r^{3-\alpha}(\log r)^{2}\left((\log r)^{2}+(\log t)^{2}\right)+c_{1} r^{2} e^{-c_{2} t}
$$

for all large enough $t>0$, where $\alpha>0$ is a constant we can set arbitrarily large. Setting $t=(\log r)^{2}$ and $\alpha>1+2 / \gamma$, the above tends to zero, and so the claim follows from Theorem 5.1.

The next step is to show that

$$
\begin{equation*}
\mathbb{P}\left(f_{r} \in \operatorname{Cross}_{\ell}(2 R, R)\right) \rightarrow 1 \tag{5.5}
\end{equation*}
$$

as $R \rightarrow \infty$. For this we will introduce a discrete percolation model on the edges of (a translated copy of) the lattice $r \mathbb{Z}^{2}$, as follows.

Define the index sets

$$
I^{h}=\{1, \ldots,\lceil 2 R / r\rceil\} \quad \text { and } \quad I^{v}=\{1, \ldots,\lfloor R / r\rfloor\},
$$

and let $L^{h}$ and $L^{v}$ be respectively a unit line-segment in the horizontal and vertical directions from the origin. Then define a set of horizontal edges $\mathcal{T}^{h}=\left\{e_{i, j}^{h}\right\}_{i \in I^{h}, j \in I^{v}}$ where

$$
e_{i, j}^{h}=r(i-1 / 2, j-1 / 2)+L^{h},
$$

and similarly a set of vertical edges $\mathcal{T}^{v}=\left\{e_{i, j}^{v}\right\}_{i \in I^{h}, j \in I^{v}}$ where

$$
e_{i, j}^{v}=r(i-1 / 2, j-1 / 2)+L^{v} .
$$

Notice that $\mathcal{T}=\mathcal{T}_{h} \cup \mathcal{T}_{v}$ is then a translation of the grid

$$
r \mathbb{Z}^{2} \cap[r\lceil 2 R / r\rceil, r\lfloor R / r\rfloor] .
$$

We then define a percolation model on $\mathcal{T}$ by declaring a horizontal edge $e_{(i, j)}^{h} \in \mathcal{T}_{h}$ to be open for the field $g \in\left\{f_{r}, f_{\eta, r}\right\}$ if and only if

$$
\left\{g(\cdot-r(i, j)) \in \operatorname{Cross}_{\ell}(2 r, r)\right\}
$$

and, similarly, a vertical edge $e_{(i, j)}^{h} \in \mathcal{T}_{h}$ to be open for the field $g \in\left\{f_{r}, f_{\eta, r}\right\}$ if and only if

$$
\left\{g(\cdot-r(i, j)) \in \operatorname{Cross}_{\ell}(r, 2 r)\right\} .
$$

Let $\mathcal{C}$ be the event that the percolation model on $\mathcal{T}$ has a left-right crossing. The key property that the construction offers is that

$$
\begin{equation*}
\{g \in \mathcal{C}\} \subset\left\{g \in \operatorname{Cross}_{\ell}(2 R, R)\right\} . \tag{5.6}
\end{equation*}
$$

Now, by (5.4) and the symmetry of the shot noise field, each edge in $\mathcal{T}$ is open for $f_{\eta, r}$ with probability exceeding $1-R^{-(2-2 \gamma)}(\log R)^{-1}$. Since there are $O\left((R / r)^{2}\right)=O\left(R^{2-2 \gamma}\right)$ edges in $\mathcal{T}$, by the union bound the probability that all edges are open for $f_{\eta, r}$ tends to one. Moreover, by Lemma 5.2, there is a coupling of $f_{r}, f_{\eta, r}$, and a Poisson point process $\mathcal{P}_{c_{1} \eta}$ of intensity $c_{1} \eta$, such that each edge in $\mathcal{T}$ is open for $f_{\eta, r}$ if and only if it is open for $f_{r}$ except for the edges intersecting the set

$$
\begin{equation*}
\bigcup_{i \in \mathcal{P}_{c_{1} \eta}}(\{i\}+B(r)) . \tag{5.7}
\end{equation*}
$$

Since

$$
\eta r^{2}=R^{-\kappa} R^{2 \gamma} \rightarrow 0,
$$

an edge $e \in \mathcal{T}$ intersects (5.7) with probability tending to zero. Hence by standard properties of sub-critical percolation, if edges of $\mathcal{T}$ are closed if and only if they intersect (5.7) then the event $\mathcal{C}$ occurs with probability tending to one. Thus $\mathcal{C}$ occurs for $f_{r}$ with probability tending to one, and hence we deduce (5.5) from (5.6).

Finally we show that

$$
\begin{equation*}
\mathbb{P}\left(f \in \operatorname{Cross}_{\ell}(2 R, R)\right) \rightarrow 1 \tag{5.8}
\end{equation*}
$$

Again, by Proposition 3.6,

$$
\left|\mathbb{P}\left(f \in \operatorname{Cross}_{\ell}(2 R, R)\right)-\mathbb{P}\left(f_{r} \in \operatorname{Cross}_{\ell}(2 R, R)\right)\right|
$$

is at most

$$
c_{1} t^{2} R^{2} r^{1-\alpha}(\log r)^{2}\left((\log r)^{2}+(\log t)^{2}\right)+c_{1} R^{2} e^{-c_{2} t}
$$

Setting $t=(\log r)^{2}$ and $\alpha>1+2 / \gamma$, the above tends to zero, and so the claim follows from (5.5).

Since (5.8) is the analogue of Theorem 4.4, the conclusion of Theorem 4.1 then follows by the same bootstrap argument as we used in the bounded Mills ratio case.
Remark 5.3. A careful analysis of this proof shows that, rather than requiring the superpolynomial decay of $g$ (and its first two derivatives), it is sufficient that the kernel decays polynomially with exponent $\alpha>1+\frac{2}{\gamma}$. On the other hand, the constraint on $\gamma$ in (5.2) is also fixed by the proof (in particular, by the need to fix $\kappa \in(2 \gamma, 1-\zeta)$ ), and combining these we have

$$
\alpha>7+\frac{4}{c_{\mathrm{Arm}}}
$$

i.e. the required exponent $\alpha$ depends on the arm decay exponent at the zero level.

Since the value of $c_{\text {Arm }}$ that comes out of the proof of Theorem 3.10 is difficult to quantify (although in principle it could be made explicit), it is difficult to extract an explicit polynomial decay condition that we could substitute in Condition 1.2 in place of super-polynomial decay. Nevertheless, even under the most optimistic assumption that $c_{\text {Arm }}$ takes its predicted value from critical percolation theory ( $c_{\text {Arm }}=5 / 48$ ), the required decay exponent would need to be large $(\alpha>227 / 5 \approx 45)$.

## Appendix A.

A.1. Concentration inequalities. In this section we prove concentration inequalities for shot noise fields with unbounded marks, based on the work of Reynaud-Bouret [RB03] on Poisson stochastic integrals.

Our result concerns shot noise fields in arbitrary dimension, i.e. we consider the field

$$
f(x)=\sum_{i \in \mathcal{P}} Y_{i}^{\mu} g(x-i)
$$

where $g(x) \in L^{1}\left(\mathbb{R}^{d}\right)$ is a kernel, $\mathcal{P}$ is a Poisson point process on $\mathbb{R}^{d}$ with unit intensity, and $\left\{Y_{i}^{\mu}\right\}$ are i.i.d. random variables drawn from a mark distribution $\mu$ with finite mean. We assume that the kernel $g$ decays polynomially with exponent $\alpha>d$, i.e., there exists a $c_{1}>0$ such that

$$
\begin{equation*}
g(x) \leq c_{1}(1+|x|)^{-\alpha} \tag{A.1}
\end{equation*}
$$

We also assume that the mark distribution decays stretched-exponentially with exponent $\gamma$, i.e., there are constants $\gamma>0$ and $c_{2}, u_{0} \geq 0$ such that

$$
\begin{equation*}
\mu((u, \infty)) \leq c_{2} \exp \left(-u^{\gamma}\right), \quad u \geq u_{0} \tag{A.2}
\end{equation*}
$$

To state our result we define the auxiliary function

$$
[x]= \begin{cases}(1+\log |x|)^{\frac{2}{\gamma}}, & |x| \geq 1 \\ 1, & |x|<1\end{cases}
$$

Moreover, for a function $h: \mathbb{R}^{d} \rightarrow \mathbb{R}$, we introduce the auxiliary functions

$$
\tilde{h}(x)=[x] h(x) \quad \text { and } \quad \hat{h}(x)=\sup _{y \in B}|\tilde{h}(x+y)|
$$

where $B=[-1 / 2,1 / 2]^{d}$. Finally we define the positive constant

$$
\left.\kappa=2+c_{2} \int_{\mathbb{R}^{d}} \exp \left(-(1+\log |x|)^{2}\right) / 2\right) d x
$$

Proposition A. 1 (Concentration with unbounded marks). Suppose that $g$ and $\mu$ satisfy (A.1) and A.2). Then the following hold:
(1) For all $t, s \geq 1$,

$$
\begin{equation*}
\mathbb{P}\left(\|f\|_{\infty, s B} \geq t^{\frac{1}{\gamma}}\left(\|\hat{g}\|_{L^{1}}+\sqrt{2 t}\|\hat{g}\|_{L^{2}}+\frac{t}{3}\|\hat{g}\|_{\infty}\right)\right) \leq s^{2} \kappa e^{-t / 2} \tag{A.3}
\end{equation*}
$$

(2) Assume that $\mu$ is symmetric. Then, for all $t \geq 1$,

$$
\begin{equation*}
\mathbb{P}\left(|f(0)| \geq t^{\frac{1}{\gamma}}\left(\sqrt{2 t}\|\tilde{g}\|_{L^{2}}+\frac{t}{3}\|\tilde{g}\|_{\infty}\right)\right) \leq \kappa e^{-t / 2} \tag{A.4}
\end{equation*}
$$

Suppose furthermore that $g$ is $C^{1}$-smooth, and there exists a $c_{3}>0$ such that, for all $i=1, \ldots, d$,

$$
\partial_{i} g(x) \leq c_{3}(1+|x|)^{-\alpha-1}
$$

Then for all $t, s \geq 1$,

$$
\begin{align*}
\mathbb{P}\left(\|f\|_{\infty, s B}\right. & \left.\geq d t^{\frac{1}{\gamma}}\left(\sqrt{2 t}\|\tilde{g}\|_{L^{2}}+\frac{t}{3}\|\tilde{g}\|_{\infty}+\|\widehat{\nabla g}\|_{L^{1}}+\sqrt{2 t}\|\widehat{\nabla g}\|_{L^{2}}+\frac{t}{3}\|\widehat{\nabla g}\|_{\infty}\right)\right)  \tag{A.5}\\
\leq & s^{2}(d+1) \kappa e^{-t / 2}
\end{align*}
$$

To illustrate these bounds, we present the following family of examples:
Example A.2. Fix $\alpha>0$ and consider the family of kernels

$$
g(x)=g_{R}(x)=|x|^{-\alpha} \mathbb{1}_{\{|x|>R\}}, \quad R>1
$$

Note that, as $R \rightarrow \infty$,

$$
\begin{gathered}
\|g\|_{\infty} \sim R^{-\alpha}, \quad\|g\|_{L^{1}} \sim R^{d-\alpha}, \quad\|g\|_{L^{2}} \sim R^{d / 2-\alpha} \\
\|\nabla g\|_{\infty} \sim R^{-\alpha-1}, \quad\|\nabla g\|_{L^{1}} \sim R^{d-\alpha-1} \quad \text { and } \quad\|\nabla g\|_{L^{2}} \sim R^{d / 2-\alpha-1}
\end{gathered}
$$

and the corresponding norms of $\tilde{g}, \hat{g}$ and $\widehat{\nabla g}$ also decay with the same respective powers (up to logarithmic factors). In particular, the dominating terms among the norms in A.5) are of order $R^{d-\alpha-1}$ and $R^{d / 2-\alpha}$ (up to logarithmic factors).

Now suppose that A.2) holds, and set $t=(\log R)^{2}$ and $s=R^{\beta}$ for some $\beta>0$. Then there exist constants $c_{1}, c_{2}, c_{3}>0$ such that, for all $R \geq 1$,

$$
\mathbb{P}\left(\|f\|_{\infty, s B} \geq c_{1}\left(R^{d-\alpha-1}+R^{\frac{d}{2}-\alpha}\right)(\log R)^{c_{2}}\right) \leq c_{3} R^{2 \beta} \exp \left(-(\log R)^{2} / 2\right)
$$

In particular, this probability decays faster than any polynomial as $R \rightarrow \infty$.
Remark A.3. If the mark distribution $\mu$ is bounded rather than decaying stretchedexponentially, then A.3-A.5 hold with $g$ replacing $\tilde{g}$ (with $\hat{h}$ defined in terms of $h$ instead of $\tilde{h})$, and 1 replacing $t^{1 / \gamma}$.

Proof of Proposition A.1. Let $t \geq 1$. We begin by defining a suitable event that allows to truncate the mark distribution. Denote by $\left(x_{i}\right)_{i \geq 1}$ some enumeration of the points of $\mathcal{P}$, and remark that $\left(x_{i}, Y_{i}\right)_{i \geq 1}$ has the law of a Poisson point process $\mathcal{P}^{\prime}$ with intensity measure $d x \mu(d m)$ on $\mathbb{R}^{d}$, called the marked point process. Define $\tilde{Y}_{i}=Y_{i} /\left(\left[x_{i}\right] t^{1 / \gamma}\right)$ and $Z=\left\{(x, m):|m| \leq[x] t^{1 / \gamma}\right\}$, and define the truncation event

$$
\Omega=\left\{\left|\tilde{Y}_{i}\right| \leq 1 \text { for all } i \geq 1\right\}=\left\{\mathcal{P}^{\prime} \cap Z^{c}=\emptyset\right\}
$$

The Campbell-Mecke formula bounds the probability of the complement as

$$
\begin{align*}
\mathbb{P}\left(\Omega^{c}\right) & \leq \sum_{i} \mathbb{P}\left(\left|\tilde{Y}_{i}\right|>1\right)=\int_{\mathbb{R}^{d}} \mathbb{P}\left(Y_{1}>[x] t^{1 / \gamma}\right) d x \leq c_{2} \int_{\mathbb{R}^{d}} \exp \left(-[x]^{\gamma} t\right) d x  \tag{A.6}\\
& \leq c_{2} \int_{\mathbb{R}^{d}} \exp \left(-\frac{t}{2}\left(1+[x]^{\gamma}\right)\right) d x \leq c_{2} e^{-t / 2} \int_{\mathbb{R}^{d}} \exp \left(-[x]^{\gamma} / 2\right) d x \leq c_{2} \bar{c} e^{-t / 2} \tag{A.7}
\end{align*}
$$

We next recall the results of Reynaud-Bouret [RB03] on Poisson stochastic integrals. Let $\mathcal{P}^{\prime \prime}$ be a Poisson point process with intensity $d x \mu(d m) \mathbb{1}_{\{(x, m) \in Z\}}$ on $\mathbb{R}^{d} \times \mathbb{R}$. For $h: \mathbb{R}^{d} \rightarrow \mathbb{R}$ measurable bounded, introduce the auxiliary function

$$
\bar{h}(x, m)=m h(x)\left([x] t^{1 / \gamma}\right)^{-1}, \quad(x, m) \in \mathbb{R}^{d} \times \mathbb{R}
$$

and define

$$
I_{h}=\sum_{(x, m) \in \mathcal{P}^{\prime \prime}} \bar{h}(x, m) .
$$

Using the abbreviations $\|h\|_{p}=\|h\|_{L^{p}\left(\mathbb{R}^{d}\right)}$ and $\|\bar{h}\|_{p}=\|\bar{h}\|_{L^{p}\left(\mathbb{R}^{d} \times \mathbb{R}\right)}$ for $p \in[1, \infty]$, RB03, Proposition 7] states that

$$
\begin{equation*}
\mathbb{P}\left(I_{h} \geq \mathbb{E}\left(I_{h}\right)+\sqrt{2 t}\|\bar{h}\|_{2}+\frac{t}{3}\|\bar{h}\|_{\infty}\right) \leq e^{-t} . \tag{A.8}
\end{equation*}
$$

Since $\|\bar{h}\|_{2} \leq\|h\|_{2}$ and $\|\bar{h}\|_{\infty} \leq\|h\|_{\infty}$, it yields

$$
\begin{equation*}
\mathbb{P}\left(I_{h} \geq \mathbb{E}\left(I_{h}\right)+\sqrt{2 t}\|h\|_{2}+\frac{t}{3}\|h\|_{\infty}\right) \leq e^{-t} . \tag{A.9}
\end{equation*}
$$

We are now ready to prove the claims (A.3)-(A.5), beginning with A.4). First note that, for all $u \geq 0$,

$$
\begin{aligned}
\mathbb{P}\left(f(0) \geq t^{1 / \gamma} u\right) & =\mathbb{P}\left(\sum_{\left(x_{i}, Y_{i}\right) \in \mathcal{P}^{\prime}} Y_{i} t^{-1 / \gamma} g\left(x_{i}\right) \geq u\right)=\mathbb{P}\left(\sum_{\left(x_{i}, Y_{i}\right) \in \mathcal{P}^{\prime}} \tilde{Y}_{i} \tilde{g}\left(x_{i}\right) \geq u\right) \\
& \leq \mathbb{P}\left(\left\{\sum_{\left(x_{i}, Y_{i}\right) \in \mathcal{P}^{\prime}} \tilde{Y}_{i} \tilde{g}\left(x_{i}\right) \geq u\right\} \cap \Omega\right)+\mathbb{P}\left(\Omega^{c}\right) \\
& \leq \mathbb{P}\left(\sum_{\left(x_{i}, Y_{i}\right) \in \mathcal{P}^{\prime \prime}} \tilde{Y}_{i} \tilde{g}\left(x_{i}\right) \geq u\right)+\mathbb{P}\left(\Omega^{c}\right) \\
& =\mathbb{P}\left(I_{\tilde{g}} \geq u\right)+\mathbb{P}\left(\Omega^{c}\right),
\end{aligned}
$$

the last inequality can be proved by discretising $\mathcal{P}$. Note also that $\mathbb{E}\left(I_{\tilde{g}}\right)=0$ if the mark distribution $\mu$ is symmetric. Abbreviating $u_{1}=\sqrt{2 t}\|\tilde{g}\|_{2}+\frac{t}{3}\|\tilde{g}\|_{\infty}$ and applying A.9) gives that

$$
\mathbb{P}\left(I_{\tilde{g}} \geq u_{1}\right) \leq e^{-t} .
$$

Hence, doing the same with $h=-\tilde{g}$,

$$
\mathbb{P}\left(|f(0)| \geq t^{\frac{1}{\gamma}} u_{1}\right) \leq \mathbb{P}\left(f(0) \geq t^{\frac{1}{\gamma}} u_{1}\right)+\mathbb{P}\left(-f(0) \geq t^{\frac{1}{\gamma}} u_{1}\right) \leq 2 e^{-t}+\mathbb{P}\left(\Omega^{c}\right) .
$$

Combining with (A.6) yields (A.4).
We turn to A.3). Similarly to above, for all $u \geq 0$,

$$
\begin{aligned}
\mathbb{P}\left(\sup _{x \in B}|f(x)| \geq t^{1 / \gamma} u\right) & =\mathbb{P}\left(\sup _{x \in B}\left|\sum_{\left(x_{i}, Y_{i}\right) \in \mathcal{P}^{\prime}} \tilde{Y}_{i} \tilde{g}\left(x+x_{i}\right)\right| \geq u\right) \\
& \leq \mathbb{P}\left(\sum_{\left(x_{i}, Y_{i}\right) \in \mathcal{P}^{\prime}}\left|\tilde{Y}_{i}\right| \sup _{x \in B}|\tilde{g}(x+B)| \geq u\right) \\
& =\mathbb{P}\left(\sum_{\left(x_{i}, Y_{i}\right) \in \mathcal{P}^{\prime}}\left|\tilde{Y}_{i}\right| \hat{g}(x) \geq u\right) \\
& \leq \mathbb{P}\left(I_{\hat{g}} \geq u\right)+\mathbb{P}\left(\Omega^{c}\right)
\end{aligned}
$$

Abbreviating $u_{2}=\|\hat{g}\|_{1}+\sqrt{2 t}\|\hat{g}\|_{2}+\frac{t}{3}\|\hat{g}\|_{\infty}$ and applying (A.8) gives that

$$
\mathbb{P}\left(I_{\hat{g}} \geq u_{2}\right) \leq e^{-t} .
$$

Combining with (A.6) yields (A.3) for $s=1$. For larger $s$, cut $s B$ in $\left[s^{2}\right]$ cubes $B_{k}$ homothetic to a subset of $B$. We have, for $u \geq 0$,

$$
\mathbb{P}\left(\|f\|_{\infty, s B} \geq u\right) \leq \sum_{k=1}^{\left[s^{2}\right]} \mathbb{P}\left(\|f\|_{\infty, B_{k}} \geq u\right) \leq s^{2} \mathbb{P}\left(\|f\|_{\infty, B} \geq u\right)
$$

by translational invariance. This yields A.3) for general $s \geq 1$.

Finally, let us prove A.5). For $x \in s B,|f(x)| \leq|f(0)|+\frac{\sqrt{d}}{2} \sup _{x \in s B}|\nabla f(x)|$. Hence we have, for $u \geq 0$,

$$
\begin{aligned}
\mathbb{P}\left(\|f\|_{\infty, s B} \geq u\right) & \leq \mathbb{P}\left(|f(0)| \geq \frac{u}{2} \text { or } \exists 1 \leq i \leq d: \sup _{s B}\left|\partial_{i} f\right| \geq \frac{u}{d}\right) \\
& \leq \mathbb{P}\left(|f(0)|>\frac{u}{2}\right)+\sum_{i=1}^{d} \mathbb{P}\left(\left\|\partial_{i} f\right\|_{\infty, s B} \geq \frac{u}{d}\right)
\end{aligned}
$$

Setting

$$
u=d t^{\frac{1}{\gamma}}\left(\sqrt{2 t}\|\tilde{g}\|_{L^{2}}+\frac{t}{3}\|\tilde{g}\|_{\infty}+\|\widehat{\nabla g}\|_{L^{1}}+\sqrt{2 t}\|\widehat{\nabla g}\|_{L^{2}}+\frac{t}{3}\|\widehat{\nabla g}\|_{\infty}\right)
$$

and applying A. 4 to the field $f$ and A.3 to the field $\partial_{i} f$ (which is a shot noise field with kernel $\partial_{i} g$ ) we get the result.
A.2. Bounded density of shot noise fields. In this section we give examples of shot noise fields (1.1) which satisfy the bounded density assumption in Condition 1.5 (which implies the weaker Condition 1.4).

Proposition A.4. Consider the shot noise field (1.1) with arbitrary mark distribution $\mu$ and kernel either

$$
\begin{equation*}
g(x)=(1+|x|)^{-\alpha} \tag{A.10}
\end{equation*}
$$

for some $\alpha>2$, or

$$
\begin{equation*}
g(x)=\exp \left(-|x|^{\alpha}\right) \quad \text { or } \quad g(x)=\exp \left(-\left(1+|x|^{2}\right)^{\alpha / 2}\right) \tag{A.11}
\end{equation*}
$$

for some $\alpha \in(0,1)$. Then Condition 1.5 is satisfied.
Remark A.5. In the case of the kernel A.10, the hypothesis $\alpha>2$ is only used to ensure that $g$ is integrable (and hence $f(0)$ is well defined), but is not used elsewhere in the proof.

Proof. Recall from Remark 1.6 that the characteristic function of $(f(0), \nabla f(0))$ is

$$
\varphi(u, v)=\exp \left(\int(\exp (i m[u g(x)+\langle v, \nabla g(x)\rangle])-1) d x \mu(d m)\right)
$$

By the discussion in Remark 1.6, it is sufficient to prove that $|\varphi(u, v)|^{\lambda}$ is integrable on $\mathbb{R} \times \mathbb{R}^{2}$ for some $\lambda \in(0,1)$.

We first find suitable bounds on $|\varphi(u, v)|$ for $|u| \vee|v|>1$. Introduce a positive constant $\rho=\rho_{u, v}$ (to be defined later) and $u_{\theta}=(\cos (\theta), \sin (\theta))$. Assume that there is $m_{0}>0$ such that $\mu\left(\left[m_{0}, m_{0}+1\right)\right)>0$ (the reasoning is the same if $\mu$ is concentrated on $\left.(-\infty, 0)\right)$. Then we have

$$
|\varphi(u, v)|=\exp \left(\int_{\mathbb{R}} \int_{\mathbb{R}^{2}}(\cos (u m g(x)+\langle v, m \nabla g(x)\rangle)-1) d x \mu(d m)\right)
$$

$$
\begin{equation*}
\leq \exp \left(\int_{m_{0}}^{m_{0}+1} \int_{\rho}^{\infty} \int_{0}^{2 \pi}\left(\cos \left(u m h(r)+\left\langle v, m u_{\theta} h^{\prime}(r)\right\rangle\right)-1\right) r d r d \theta \mu(d m)\right) \tag{A.12}
\end{equation*}
$$

where $h(|x|)=g(x)$ (well-defined since $g$ is isotropic in all the cases we consider). Recall the zeroth Bessel function, defined for $s \geq 0$ by

$$
J_{0}(s)=\int_{0}^{2 \pi} \cos (s \cos (\theta)) d \theta=\int_{0}^{2 \pi} \exp \left(i\left\langle v, u_{\theta}\right\rangle\right) d \theta \text { for any } v \in \mathbb{R}^{2} \text { with }|v|=s
$$

Then A.12 equals

$$
\begin{aligned}
\exp ( & \left.\int_{m_{0}}^{m_{0}+1} \int_{\rho}^{\infty}\left(\cos (u m h(r)) J_{0}\left(m|v|\left|h^{\prime}(r)\right|\right)-2 \pi\right) r d r \mu(d m)\right) \\
=\exp (2 \pi & \underbrace{\int_{m_{0}}^{m_{0}+1} \int_{\rho}^{\infty}(\cos (u m h(r))-1) r d r}_{I_{1}} \\
& +\underbrace{\int_{m_{0}}^{m_{0}+1} \int_{\rho}^{\infty} \cos (u m h(r))\left(J_{0}\left(m|v|\left|h^{\prime}(r)\right|\right)-J_{0}(0)\right) r d r \mu(d m)}_{I_{2}})
\end{aligned}
$$

Let us bound $I_{1}$ and $I_{2}$ separately. In the rest of the proof, $c$ denotes a positive constant (depending only on $\alpha, m_{0}, \lambda$ ) whose value might change from line to line.

For $I_{1}$, recall that $\cos (s)-1 \leq-s^{2} / 3$ and $\cos (s)>1 / 2$ for $0<s \leq s_{0}$, where $s_{0}$ is some positive constant. Defining

$$
\rho_{u}:=\inf \left\{\rho:|u|\left(m_{0}+1\right) h(r) \leq s_{0}, r \geq \rho\right\},
$$

we deduce that, for $\rho \geq \rho_{u}$,

$$
I_{1} \leq-c|u|^{2} \int_{\rho}^{\infty} h(r)^{2} r d r
$$

For $I_{2}$, we first recall that $J_{0}(t)-J_{0}(0) \leq-c t^{2}$ for $0 \leq t \leq t_{0}$, where $t_{0}$ is some positive constant. Consider now

$$
\rho_{v}:=\inf \left\{\rho:|v|\left(m_{0}+1\right) h^{\prime}(r) \leq t_{0} ; r \geq \rho\right\} .
$$

Then we have for $\rho=\rho_{u, v}:=\max \left\{\rho_{u}, \rho_{v}\right\} \geq c \max \left\{|u|^{1 / \alpha},|v|^{\frac{1}{\alpha+1}}\right\}$

$$
I_{2} \leq-c|v|^{2} \int_{\rho}^{\infty} h^{\prime}(r)^{2} r d r
$$

Recall that it is sufficient to prove that $|\varphi(u, v)|^{\lambda}$ is integrable on $\mathbb{R} \times \mathbb{R}^{2}$ for some $\lambda \in(0,1)$. We will actually prove that $B_{i}:=\int_{D_{i}}|\varphi(u, v)|^{\lambda}<\infty$ for $i=1,2$, where

$$
\begin{aligned}
& D_{1}:=\left\{u \in \mathbb{R}, v \in \mathbb{R}^{2}: 1<|v|, 0<|u|: \rho_{u} \leq \rho_{v}\right\} \\
& D_{2}
\end{aligned}:=\left\{u \in \mathbb{R}, v \in \mathbb{R}^{2}: 1<|u|, 0<|v|: \rho_{v} \leq \rho_{u}\right\}, ~ \$
$$

which is also sufficient since $|\varphi(u, v)| \leq 1$.
Let us now specialise to the kernels A.10 and A.11). In the case A.10 we have $h(r)=(1+r)^{-\alpha}$, which yields

$$
I_{1} \leq-c u^{2} \rho^{2-2 \alpha} \quad \text { and } \quad I_{2} \leq-c|v|^{2} \rho^{-2 \alpha}
$$

Hence

$$
|\varphi(u, v)| \leq \exp \left(-c u^{2} \rho^{2-2 \alpha}-c|v|^{2} \rho^{-2 \alpha}\right)
$$

for any $|u| \vee|v|>1$ and $\rho$ satisfying

$$
\rho \geq c \max \left\{|u|^{1 / \alpha},|v|^{\frac{1}{\alpha+1}}\right\} .
$$

Therefore we have

$$
\begin{aligned}
B_{1} & \leq \int_{D_{1}} \exp \left(-c \lambda|u|^{2} \rho^{2-2 \alpha}-c \lambda|v|^{2} \rho^{-2 \alpha}\right) \mathbb{1}_{\left\{\rho \geq c|v|^{\left.\frac{1}{1+\alpha}\right\}}\right.} d u d v \\
& \leq \int_{D_{1}} \exp \left(-c \lambda|u|^{2}|v|^{\frac{2-2 \alpha}{1+\alpha}}-c \lambda|v|^{2-2} \frac{\alpha}{1+\alpha}\right) d u d v \\
B_{2} & \leq \int_{D_{2}} \exp \left(-c \lambda|u|^{2} \rho^{2-2 \alpha}-c \lambda|v|^{2} \rho^{-2 \alpha}\right) \mathbb{1}_{\left\{\rho \geq c|u|^{\left.\frac{1}{\alpha}\right\}}\right.} d u d v \\
& \leq \int_{D_{2}} \exp \left(-c \lambda|u|^{2 / \alpha}-c \lambda|v|^{2}|u|^{-2}\right) d u d v .
\end{aligned}
$$

Since it is easy to check that these integrals are finite for every $\lambda>0$, the proof is complete in the case A.10.

In the case A.11) we will only give the full argument for $h(r)=e^{-r^{\alpha}}$, since the decay of $h(r)$ and $h^{\prime}(r)$ as $r \rightarrow \infty$ are similar for both kernels. In this case we have

$$
\begin{aligned}
& I_{1} \leq-c u^{2} \int_{\rho}^{\infty} r e^{-2 r^{\alpha}} d r \leq-c u^{2} \rho^{2-\alpha} e^{-2 \rho^{\alpha}} \\
& I_{2} \leq-c|v|^{2} \int_{\rho}^{\infty} r^{2 \alpha-1} e^{-2 r^{\alpha}} d r \leq-c|v|^{2} \rho^{\alpha} e^{-2 \rho^{\alpha}}
\end{aligned}
$$

for any $|u| \vee|v|>1$ and $\rho$ satisfying

$$
e^{-\rho^{\alpha}} \leq c /|u| \quad \text { and } \quad \rho^{\alpha-1} e^{-\rho^{\alpha}} \leq c /|v| .
$$

On $D_{2}, e^{-\rho^{\alpha}} \geq c /|u|$, and so

$$
\begin{aligned}
B_{2} & \leq \int_{D_{1}} \exp \left(-c u^{2} \rho^{2-\alpha} u^{-2}-c|v|^{2} \rho^{\alpha} u^{-2}\right) d u d v \\
& \leq \int_{1}^{\infty} \exp \left(-c \rho^{2-\alpha}\right)\left(\int_{0}^{\infty} \exp \left(-c\left(\frac{|v|}{u \rho^{-\alpha / 2}}\right)^{2}\right) d v\right) d u \\
& \leq c \int_{1}^{\infty} \exp \left(-c \rho^{2-\alpha}\right) u^{2} \rho^{-\alpha} d u .
\end{aligned}
$$

For $2-\alpha>\alpha$ (i.e. $\alpha<1$ ),

$$
\exp \left(-c \rho^{2-\alpha}\right) u^{2}=\exp \left(-c \rho^{2-\alpha}+c \rho^{\alpha}\right) \leq c \exp \left(-2 \rho^{\alpha}\right)=c u^{-2}
$$

hence $B_{2}<\infty$. On $D_{1}, e^{-\rho^{\alpha}}=c \rho^{1-\alpha} /|v|$, and so

$$
B_{1} \leq \int_{D_{2}} \exp \left(-c u^{2} \rho^{4-3 \alpha}|v|^{-2}-c \rho^{2-\alpha}\right) d u d v \leq \int_{1}^{\infty} \exp \left(-c \rho^{2-\alpha}\right)|v| \rho^{-2+\frac{3 \alpha}{2}} d v
$$

As before, $\exp \left(-c \rho^{2-\alpha}\right)$ is dominated by $\exp \left(c \rho^{\alpha}\right)$, and hence by any power of $|v|$, and the integral is finite, hence $(f(0) ; \nabla f(0))$ has a bounded joint density.
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