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ABSTRACT: The control of quantum coupling between nano-objects is essential to quantum 

technologies. Confined nanostructures, such as cavities, resonators or quantum dots, are designed 

to enhance interactions between electrons, photons or phonons, giving rise to new properties on 

which devices are developed. The nature and strength of these interactions are often measured 

indirectly on an assembly of dissimilar objects. Here, we adopt an innovative point of view by 

directly mapping the coupling of single nanostructures using Scanning Tunneling Microscopy and 

Spectroscopy (STM and STS). We take advantage of the unique capabilities of STM/STS to map 

simultaneously the nano-object’s morphology and electronic density in order to observe in real 

space the electronic coupling of pairs of In(Ga)As/GaAs self-assembled Quantum Dots (QDs) 

forming Quantum Dots Molecules (QDMs). Differential conductance maps dI/dV(E, x, y) 

demonstrate the presence of an effective electronic coupling leading to bonding and antibonding 

states, even for dissymmetric QDMs. The experimental results are supported by numerical 
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simulations. Actual geometry of the QDMs is taken into account to determine the strength of the 

coupling, showing the crucial role of quantum dot size and pair separation for devices growth 

optimization. 

KEYWORDS: quantum dots molecules, quantum information, scanning tunneling microscopy 

and spectroscopy, electronic properties 

 

Introduction 

Semiconductor Quantum Dots (QDs) have been extensively studied because of their 

attractive atom-like electronic properties. In the context of quantum computing and quantum 

information, chains of coupled QDs, i.e. quantum dots molecules (QDMs), could realize the key 

building block of a quantum device, the qubit.1, 2 One main requirement for such an application is 

that the QDs be electronically coupled. Self-assembled In(Ga)As/GaAs QDs grown by molecular 

beam epitaxy have appeared as interesting objects to implement these blocks.1, 3-6 Indeed, stacks 

of vertically coupled QDs can be grown thanks to the strain field which drives the growth of the 

upper dot on the top of the lower QDs.7 The electronic coupling has already been demonstrated by 

optical means and by several teams 4, 8-10 in case of double dots. However, inherently to self-

assembled growth mode, the QDs forming the molecule are usually asymmetric, with non-

equivalent sizes, which strongly affect the coupling strength.11 To get a better knowledge of this 

coupling, one needs to relate the structural characteristics to the QDM electronic structure. 

Scanning Tunneling Microscopy and Spectroscopy (STM and STS) have greatly contributed to 

the characterization of single QD morphology and electronic structure,12-17 as well as coupled 

quantum well and QDM structures.18-20 In order to study the electronic coupling between QD pairs, 
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controlling simultaneously their morphology at the atomic level, Fölsch and al. have proposed an 

attractive strategy by measuring QDMs formed by chains of atoms created by STM atomic 

manipulation.21 Here, we present a complementary approach where accurate structure and 

electronic coupling between QDs are studied concurrently by cross-sectional STM (X-STM) in a 

realistic system, i.e. pairs of non-identical self-assembled epitaxial QDs embedded in a 

semiconductor heterostructure, as they are used in QDs based device. Different coupling regimes 

are identified depending on the QD pair specific morphology (size, shape and interdots separation). 

 

Sample and experimental system 

QD pairs were grown at 500°C by molecular beam epitaxy on a (001) oriented GaAs 

substrate. The sample consists of a set of double In(Ga)As QD layers separated by GaAs spacers. 

The whole structure is highly p-type doped ([Be] = 2.10-19 cm-3) to ensure electrical conductivity. 

The interdot separation and the nominal thickness of the InAs QD layer were chosen to investigate 

different QDM structures by X-STM: the nominal GaAs thickness between two InAs layers varies 

from 4 monolayer (ML) to 9 ML; the nominal thickness of the first InAs layer is 2ML while the 

second layer varies from 1.4ML to 1.7ML. Samples are cleaved in situ under ultra-high vacuum 

(<8.10-11mbar) and transferred rapidly into the STM chamber to be measured at 4.2 K. The 

cleaving procedure gives access by X-STM to the sample cross-section, i.e. the GaAs(110) surface 

perpendicular to the growth direction.15 See Methods section for additional information on 

experimental details. 

Figure 1 shows a STM constant current image of a large area including four QD pair layers. The 

pairs appear as red areas embedded in yellow lines corresponding to the QD wetting layers. A 
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zoom on a QD pair surrounding by the GaAs matrix and the In(Ga)As wetting layer is presented 

in the inset of Fig.1 where atomic pattern is resolved. 

 

Figure 1. STM image of quantum dots pairs. STM constant current large scale image of a 225 nm x 190 nm area 

where four double QD layer are observed. Blue background corresponds to GaAs matrix, yellow lines correspond to 

InGaAs QD wetting layers and red protusions to double In(Ga)As QDs. Bright vertical lines on the left hand are 

markers allowing a quick reconnaissance of the sample area. (Image parameter: 1.55 V, 300 pA, z-range of the whole 

color bar: 667 pm). Inset: zoom on a QD pair with atomic resolution. Yellow triangles around the QD are Be dopants. 

The red atomic scale dots observed in the In(Ga)As layer are ascribed to In atoms present in the QD and in the wetting 

layer (30 nm x30 nm, 1.65 V, 300 pA, z-range: 565 pm). 
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Electronic coupling between quantum dots 

We explored the electronic properties of QD pairs of several sizes and interdot distances 

(from center to center) by measuring the density of state by STS, i.e. the differential conductance 

dI/dV(V) as a function of the voltage.22 Figure 2 presents STM images (a, b and c) and STS spectra 

(d, e and f) of three significant examples of QDs separated by 15 ML (a and d), 12 ML (b and e) 

and 7 ML (c and f), i.e. 8.48 nm, 6.78 nm and 3.96 nm respectively. This corresponds to GaAs 

spacers of 9 ML, 6 ML, and 4 ML. The spectra on Fig. 2d (respectively 2e and 2f) were acquired 

at the center of both QDs shown on Fig. 2a (respectively 2b and 2c). They present sharp peaks, 

and a shoulder, i.e. an increase of the differential conductance above 1.45 V. The peaks correspond 

to high density of state localized in the QDs and are ascribed to discrete quantized states,15 while 

the shoulder arises from tunneling into the continuum of states of the conduction band. The Fermi 

level is located at the zero bias, and is here at the top of the valence band as the structure is heavily 

p-doped. Contrary to colloidal QDs, no hole states in the valence band have been observed in this 

study and other previous works on self-assembled epitaxial QDs and quantum wells14-16, 20. Indeed, 

the measurement geometry is very different for the two type of QDs. In the case of self-assembled 

QDs appearing at a semi-conducting surface in X-STM, the Tip Induced Band Bending (TIBB)23 

effect shifts strongly the band structure, even à V = 0,  which hindered the hole states towards the 

negative voltages. 

The three QD pairs show noteworthy different behaviors. In the most separated case (Fig. 2a and 

2d), a single marked peak is measured on each spectrum. They are ascribed to the ground state of 

individual, uncoupled QDs. The peak position depends on the QD thickness (the QD on the right 

of the Fig. 2a is slightly thicker than the one on the left): the thicker QD shows a ground state at 
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lower energy as compared to the smaller QD, as expected theoretically for an isolated QD.24 In 

this case, the two QDs are too far apart from each other to interact. The electronic coupling is weak 

and therefore the discrete states are independent in both QDs: no electronic signature of the first 

QD state is measured at the second QD position, and reciprocally. Figure 2g gives a schematic 

view of this case of two uncoupled (or weakly coupled) QDs. The states measured for this QD pair 

have the same energy than the states of isolated QD taken individually. 

 

Figure 2. Spectroscopy on quantum dot molecules of different coupling. a, b and c: STM constant current image 

of pairs of QD separated by 15ML, 12ML and 7ML respectively (22 nm x 18 nm, 1.55 V, 300 pA). Ellipses in b mark 

the topographic contour of the cleaved QD. d, e and f: STS spectra measured on the center of the QD of Fig. 2a, b and 
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c respectively. Colored crosses indicate the position where each spectrum (of the same color) have been recorded. The 

first case (Fig. 2a and 2d) corresponds to a weak electronic coupling, the second case (Fig. 2b and 2e) to an 

intermediate coupling, and the third one (Fig. 2c and 2f) to a strong coupling. Figures g, h and i represent a schematic 

view of the coupling mechanism give rise to bonding and antibonding states splitting. Inset of Fig. 2f shows dI/dV 

spectra measured on bare GaAs surface. 

 

In the case of closer QDs (Figures 2b and 2e), two main peaks, separated by approximately 

135 mV, are observed on each spectrum measured at the center of both QDs ascribed to the ground 

state and the first excited state. Our instrumental energy accuracy is less than 1 mV, and our 

measurement precision of the conductance peaks is given by the broadening due to the temperature 

and the lock-in modulation technique (see Methods). In addition, the width of the conductance 

peaks depends also on physical phenomena such as the interaction of the electrons on these states 

with other bulk or nearby electronic states. The QDs are here slightly larger than in case 2a which 

explain the red shift of the ground state energies. This red shift can also be explained by the 

coupling itself between the QDs.25, 26 For each spectrum taken at a QD center, smaller peaks (or a 

shoulder) appear close to the main peaks. They arise at the same energy as the second QD main 

peaks on the other spectrum. These double peaks suggest that the electronic states are partly 

delocalized over the two QDs, a signature of the electronic coupling occurring between these two 

QDs. As we shall confirm later when probing the wave function amplitude, the first pair of peaks 

at 1.238 V and 1.271 V correspond to the bonding and anti-bonding molecular states. The energy 

splitting between these molecular states, around 30-40 mV, is quite smaller than the energy 

splitting, 60-100 mV, between the ground and excited states of single QDs.15 For two strictly 

equivalent QDs, the electron density is symmetrical over the two dots, for both the bonding and 

the antibonding states. However, in realistic cases, QDs are dissimilar, and the electronic density 
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is then expected to be different for a given state from one dot to the other, in agreement with our 

observation: due to size difference between dots (Fig. 2b), the bonding state measured at 1.238 V 

(respectively the antibonding state at 1.271 V) present a much smaller (respectively larger) peak 

for the smaller QD as the one for the larger QD (Fig. 2e). Figure 2h gives a schematic interpretation 

of this effect. Due to the proximity of individual QD states, they hybridize, giving rise to molecular 

states with bonding state (lower in energy) and antibonding state (higher). The bonding state 

(respectively antibonding state) arises closer in energy to the state of the larger (respectively 

smaller) isolated QD state, taking therefore its character (S, P or D type). It means that the 

electronic density weight is localized preferentially on one QD. Following previous experimental 

and theoretical works,12, 24, 27, 28 we use “S” and “P” notation to describe our waves functions 

observation. Several notations exist and we choose to use the one used for single particle state in 

spherical systems since it allows to describe simply for the readers the wave function shape: 0 

nodal plane corresponds to S-like state and 1 nodal plane corresponds to P-like state. 

In the last case of very close QDs, the GaAs spacer layer is no longer observed and the two QDs 

merge (Fig. 2c). The first states observed by STS at the two QDs center positions have the same 

energy and intensity (Fig. 2f). In this situation, the coupling is strong and the states are delocalized 

indistinctly over the whole pair. The two QDs behave as a complex system and the ground state 

energy position at 1.32 V results of the merging of two QDs smaller than the one of Fig. 2a and 

2b. The peaks observed between 1.38 V and 1.5 V might be a family of unresolved states due to 

experimental energy broadening (see Methods). Due to the strong coupling, the energy difference 

between bonding and antibonding states is large and states of different characters may appear 

below the anti-bonding state as schematized in Fig. 2i. 
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Waves functions mapping 

 One major interest of mapping the spatial distribution of the molecular bonding and 

antibonding states is the identification or not of nodes into the delocalized wave functions of the 

QDM.21, 29 We should note that unlike optical spectroscopy, STM gives rise to injection of 

electrons in the empty states of the conduction band without exciton creation. The resulting wave 

function measured by STS is therefore the one of an electron rather than the one of two correlated 

hole and electron. However, for two closely separated QDs, we cannot exclude Coulomb 

interaction effects influencing the wave function, which is beyond the scope of this work. Figure 

3a represents a mapping of the differential conductance measured along a line crossing the two 

coupled QDs at their center (as visualized in Fig. 3d) as a function of the energy and the position 

along that line. This figure gives a direct visualization of the distribution of the electron density 

for a given state as a function of the energy and position. dI/dV(V) spectra of Fig. 3b, taken along 

the two vertical lines in Fig. 3a, show that the QDM behaves in a similar way as the one presented 

on Fig. 2b and 2e, i.e. with intermediate coupling. The electron density profile is shown in Fig. 3c 

for the four first levels. Both the ground state (solid lines) and the first exited state (dashed lines) 

are split into two levels: the bonding states (yellow curves), and the antibonding states (red). The 

shape of the lobes confirms what has been described in the spectra of Fig. 2e: the states are 

delocalized over the two QDs: the electron density is higher in the larger QD for the bonding states 

and in the smaller QD for the antibonding states. The density vanishes in between the two QDs for 

the antibonding state, revealing the node at the QDM center at an antibonding wave function. On 

the opposite, the density remains non-zero for the lower state over the full QDM width, as 

expecting for the bonding wave function. 
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Figure 3. Bonding and antibonding state visible from spectroscopy mapping. a: differential conductance dI/dV 

dependence with distance (X-axis) and voltage (Y-axis) measured along the black line on the QDM shown in d (22 nm 

x 18 nm). b and c represent cross-sections of  Fig. 3a along the voltage axis and along the distance axis respectively. 

Green and purple spectra in b are profiles measured at the center of the two QD as indicated by vertical lines in a of 

the same colors. Yellow and red curves (solid and dash line) in c are profiles measured along the horizontal lines in a 

of the same color and line type (dash lines are shifted upward in c for clarity). 
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We now investigate the in-plane spatial extension of the electron density of the QDM states.  We 

focused on the QDM presented in Fig. 2b and present the results in Fig. 4. The top of the Fig. 4 

shows spectra measured on different positions on the two QD: at the center (first lobe, same 

spectrum as Fig. 2e) and off-center (second and third lobes). We have performed differential 

conductance grid, i.e. spatial mappings (see Methods for details) on this QDM, which allowed 

electron density mapping as function of position for a whole range of energy.30 Figure 4 (a to e) 

presents differential conductance maps extracted from this grid at the energy of the QDM discrete 

states corresponding to peaks position of the spectra of Fig. 4. The state electron density forms 

lobes localized mainly on one or the other QDs. The first state (Fig. 4a) presents a lobe localized 

on the larger QD center (at 1.238 V), while the second one (Fig. 4b) is at the smaller QD center 

(at 1.271 V). A weaker lobe is also expected on the opposite QD, as evidenced by the shoulders 

on the QD center spectra (at 1.238 V on the green curve and at 1.271 V on the purple curve): it 

could not be captured within our signal to noise ratio in Fig. 4a and is visible in Fig. 4b. These first 

two states are ascribed to the S-type ground states, with the bonding state at lower energy and the 

antibonding state 33 mV above. The next states of type P show two lobes along the vertical 

direction inside one of the QDs (Fig.4c, right QD, and 4d, left QD) and present a similar behavior 

but with a larger energy separation: 48 mV between the first bonding state localized mainly on the 

right QD and the antibonding state mainly on the left QD. The visualization of the electron density 

of the individual upper states becomes more difficult as the states separation and states broadening 

energies get close to our experimental grid resolution (3.6 mV). The mapping at 1.374 V (Fig. 4d) 

contains contributions from the states measured at 1.370 V and 1.374 V from the dI/dV(V) spectra, 

while the mapping at 1.396 V exhibits contributions from the states centered at 1.396 V and 
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1.407 V. We can however observe that the next states present one single lobe (Fig. 4d right and 

Fig. 4e left), while the last measured state shows three lobes (Fig. 4e right). 

 

 

Figure 4. Differential conductance map and simulation. Top row: differential conduction spectra measured at 

different positions in the QDM. Colors crosses in a indicate measured spectra position. a to e: experimental differential 

conduction map at spectra peak energy (15 nm x 23 nm). f to j: simulation of the cross-section of the wave function 
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of the QDM based on the real QDM geometry of the a to e QD. i and j present two states of close energy in the same 

image for simplicity.  k to o: 3D simulation of the electronic isodensity of state at the same energy as f to j. 

Let us note that each QD measured in this work presented similar states as those measured in 

Fig. 4, with one, two or three lobes. Nevertheless, the sequence of state differs from one QDM to 

another, due to differences in size and QD coupling strength. To disentangled these contributions, 

we developed both a simple analytical model which allow to understand the global trend of the 

states position, as well as a numeric simulation which reproduces the main experimental features. 

 

Modelling 

Figure 5a presents the variation with barrier thickness of the two first energy separation 

(bonding and antibonding S-type) obtained experimentally for several QD pairs. Since the 

respective size of the two QDs are not equivalent for each pair, the data present some dispersion. 

However, a trend is observed. The splitting between bonding and antibonding levels follows an 

exponential decrease as a function of the distance between QDs. This trend can be easily 

reproduced by the textbook model of a one-dimensional double quantum well with infinite walls. 

If SA-SB is the energy difference between the bonding and antibonding levels, one finds 

analytically: 

𝑆𝐴 − 𝑆𝐵 =
ħ𝑒−𝐾∆

𝑚𝐾𝑎3
 

where ħ is the Plank constant, m is the effective electron mass in the material,  is the thickness 

of the barrier separating the two quantum wells and a is the thickness of each well. K is the wave 

vector in the GaAs barrier, i.e. 𝐾 = √2𝑚𝑉0 ħ⁄ , V0 being the barrier potential. We assume that 

K>>1 and Ka>>1. As shown in Fig. 5a, this simple analytical model accounts very well for the 
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experimental data when  and a values are taken from STM measurements. Although the double 

quantum well model cannot provide a detailed simulation of a real system, it gives a good 

indication of the weight of each parameter that plays a role in QDM coupling, especially the 

geometrical related parameters. 

 

In order to characterize and identify each state observed, a theoretical approach taking into account 

the real size and distance between the two QDs should be used. In order to simulate the electronic 

wave function in the QD, the Schrödinger equation was solved, by finite elements, with the real 

QDM geometry extracted from STM images (i.e. lateral size, height and interdot distance). The 

QDs are modelled by cylinders with homogenous electronic properties (see Methods for details). 

Strain, which reduced the confinement potential, was taken into account using models found in the 

literature.27, 28, 31, 32 Figure 4 present the simulated electronic isodensity of state (Fig. 4k to 4o) and 

wave function cross-section taken at the QD/vacuum interface (Fig.4f to 4j). The simulations were 

performed for both truncated (due to cleavage) and fully embedded QDMs. A good agreement 

between the experimental results and simulation for cleaved QD allows to quantify the effect of 

the cleavage in comparison to how would behave QDMs fully embedded in a semiconductor 

heterostructure.  

Our simulation shows the extreme sensibility of the state positions and sequences on the 

geometrical parameters, especially the QD interdot distance and their relative size. The sequence 

is affected from the third or fourth state, for the range of QD sizes probed in this study. In the 

example of Fig. 4, the simulation agrees qualitatively well with the states observed by STS. The 

two first states of Fig. 4 correspond to the bonding and antibonding states S-type, and the third one 

is the bonding state of type Px. The next state, experimentally measured at 1.374 V exhibits a single 
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lobe. A state is also present in our simulation at a similar energy 1.364 eV: a Py-type bonding state 

where the second lobe is located below the surface, and therefore cannot be probed by X-STS (see 

Fig. 4d3, bottom). The next simulated states also agree with the experimental results: the Px-type 

(1.375 eV) and Py-type (1.409 eV) antibonding states, followed by a state exhibiting three lobes 

(1.493 eV). We should note that the TIBB23 may explain some discrepancy observed for the energy 

values between experiments and simulations.  

As we have shown above experimentally, an important parameter controlling the coupling between 

QDs is the thickness of the GaAs barrier separating the QDs. The strength of this coupling will 

then govern choices in device fabrication based on self-assembled QDMs. Many theoretical studies 

have therefore addressed the question of states position as a function of barrier thickness.31, 33, 34 

However, due to the high sensitivity of the QDMs electronic properties to their real morphology, 

the prediction of the coupling for a specific QDM requires taking into account the real geometry 

of the whole system.  

 

To that end, we extend our simulation of the STM results by introducing variations into barrier 

thickness. Figure 5b presents the energy values for each of the first five predicted states of the 

QDM of Fig. 2b and Fig. 4 as a function of barrier thickness. This QDM presents and interdot 

distance of 12 ML and a barrier thickness of 6 ML, i.e. 3.39 nm. One observes that the barrier 

thickness changes indeed the position of the energy levels, up to 15% from 1 nm to 10 nm 

(approximately 2 ML to 18 ML). Nevertheless, this effect occurs only for closely separated QDs 

and almost no variation of the level energies is observed beyond a barrier thickness of 4 nm. No 

state crossing are seen for barrier thickness larger than 1 nm. Beyond this barrier thickness, the 

level sequence is not controlled by the distance between QD but rather by the QD size. This effect 



16 

 

is a consequence of the non-equivalence of the two QD sizes that limits the electronic coupling. 

However, we have shown above that such asymmetric QD pairs are clearly coupled. 

 

 

Figure 5. Energy levels as a function of barrier thickness. a: Energy splitting between the first bonding and 

antibonding states causes by the electronic coupling. Solid line represents the double quantum well analytical model 

while the crosses represent the experimental data. b: Variation with the barrier thickness of the energy of the first six 

states (S, P and D type, B for bonding, and A for Antibonding), calculated for the geometrical parameters extracted 

from measurement on QD of Fig. 2b. Experimental data are indicated by crosses. 
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In conclusion, our study shows the importance of taking into account the real shape, size and 

interdot distance to determine the electronic coupling strength in QDMs, due to the high sensitivity 

of the QDMs electronic properties to their real morphology. Although the QDM dissymmetry, 

inherent to the self-assembly growth mechanism, has been identified as the main difficulty for the 

fabrication of applied devices with QDMs, we show here that the coupling between QDs can be 

effective even for non-symmetric QD pairs. Thanks to spectroscopy and wave function mapping 

by STM/STS, we reveal the electronic coupling in the real space and we observe sequence of 

bonding and antibonding states. Modelling based on allows us to label the sequences of measured 

states and to estimate the role and respective contributions of the size and distance between QDs 

forming the QDM. We believe that our work constitutes an essential step toward the development 

of qubits with QDMs. 

 

Methods 

X-STM sample preparation. Rectangular pieces of 3 mm x 8 mm were cut from a thinned 

p-type GaAs((001) substrate after MBE growth of the In(Ga)As/GaAs structure and marked by a 

notch to guide the in situ cleavage performed under UHV and perpendicular to the long [1-10] 

axis. Cleaved samples exposing a cross section (110) surface through the QDs structure were 

transferred within 5 min after cleavage in the precooled low temperature STM head. 

STM/STS measurements. Experiments were performed on a LT-STM Omicron system at 4.2 K. 

Voltage is applied on the sample. Differential conductivity dI/dV spectra and grids were directly 

acquired using a lock-in technique (modulation of 5 mV at 923 Hz). The expected energy 

broadening in this experimental conditions of modulation and temperature is 13 mV.16 
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Simulation. Schrödinger equation is solved in the QD using the Comsol software following our 

previous publication method 16. The QDs height and lateral size of Fig. 4 is extracted from STM 

measurement: 3.5 nm for both QDs and 13 nm and 15 nm for the two QDs respectively. Several 

shapes of the QD has been tried (truncated pyramid, ovoid, cylinder) and no significant difference 

has been observed on the results. The InGaAs wetting layer surrounding the QD is taken into 

account. We model the QD by a square potential and in the QD the electronic confinement 

potential is 0.63 eV and the effective electron mass 0.02me, where me is the mass of the electron. 

Reference of energies is taken at the valence band minimum where the Fermi level is positioned. 
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