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Abstract 

 
A 3D numerical model was set-up to simulate the formation and dynamics of the liquid metal film 
under the consumable electrode during VAR process. In the present paper the implementation of 
this model is described. It was developed using the open source computational fluid dynamics 
(CFD) software, OpenFOAM. The model solves coupled momentum and energy equations 
combined with a volume-of-fluid (VOF) method to track the liquid metal free surface. The melting 
of the electrode material is modelled with an enthalpy-porosity approach. The electric power 
supplied by the arc is supposed to be uniform and distributed between the electrode as well as the 
liquid bath. For a given electric arc power, the model quantitatively predicts the dripping rate, 
hence the overall melt rate. Simulations are validated through comparisons with experimental data. 

 

Nomenclature 
 

Symbol Description Unit 
 
αm Metal volume fraction [-] 
gl Liquid fraction [-] 
γ Solid fraction [-] 
σ Surface tension [N.m-1] 
kc Curvature [m-1] 
ρ Density [kg.m-3] 
µ Dynamic viscosity [Pa.s-1] 
k Thermal conductivity [W.m-1.K-1] 
cp Specific heat [J. K-1.kg-1] 
L Latent heat of melting [J.kg-1] 
h Total enthalpy [J. K-1] 
hlat Latent heat [J. K-1] 
hsen Sensible enthalpy [J. K-1] 
Tsol Solidus temperature [°C] 
Tliq Liquidus temperature [°C] 
λ2 Secondary dendrite arm spacing [m] 
U Velocity [m.s-1 ] 



  

 

P Power [W] 
 

m Metal 
 

VOF Volume Of Fluid 
 

CSF Continuum Surface Force 
CFL Courant-Friedrich-Lewy 

 

MULES Multidimensional universal limiter with explicit 
solution 

 

 
 
 

Introduction 
 

Vacuum arc remelting (VAR) is a secondary remelting process used to improve cleanliness as 
well as chemical and mechanical homogeneity of metal ingots. VAR was the first remelting 
process to be used commercially for superalloys processing. It is also typically the final stage in 
the melting cycle of reactive metals such as titanium and zirconium alloys. [1] 

The process consists of melting a consumable electrode under vacuum (see Fig. 1). The heat 
source is a DC electric arc of low voltage and high current. The arc is created between the electrode 
(cathode) and the base plate of a water-cooled copper crucible at the beginning of the melt, then 
between the electrode and the secondary ingot (anode) forming in the crucible. The melting of the 
tip of the electrode generates a liquid metal film under the electrode, from which metal drops are 
produced that fall under the action of gravity into the crucible and progressively solidify to form 
the secondary ingot. At any instant, the ingot is composed of three zones: the fully solidified metal, 
the liquid pool fed by metal drops and an intermediate mushy zone. 

 
Figure 1. Schematic representation of the vacuum arc remelting process. 

The quality of the produced ingots strongly depends on the operating conditions of remelting. 
Among them, the melt rate and the interelectrode gap play a key role, since they have significant 
effects on heat transfer conditions at the free surface of the liquid pool, which have important 
implications on the ingot structure [2]. 

The VAR process has been investigated previously with both experimental and numerical 



  

approaches. On the experimental side, some studies were devoted to establish various correlations 
between the operating parameters [3, 4], whereas some research work focused on the electric arc 
behavior and metal transfer mechanisms in the interelectrode region, which were observed using 
high speed video cameras in specifically instrumented VAR furnaces [5,6]. Modelling of the VAR 
process is a difficult task, because the process involves a wide range of coupled physical and 
chemical phenomena, such as fluid flow, heat and mass transfer, solidification (macro and 
microsegregation), electromagnetic forces… In the literature, most modelling works deal with the 
development of Computational Fluid Dynamics (CFD) models of the ingot growth and 
solidification. The majority of authors considers a 2D axisymmetric geometry of the ingot and 
solves the conservation equations of mass, momentum and energy, accounting for turbulence 
phenomena and electromagnetic forces in the liquid pool as well as the solidification of the metal. 
Examples of such models are the SOLAR code [7] and the MeltFlow-VAR code [8]. A multiscale 
3D numerical model of VAR was developed by Pericleous et al. [9], which deals also with the 
ingot behavior. However, studies of the liquid film formation under the electrode are non-existent 
in literature. 

 
The present work focuses on the interelectrode gap of the VAR process. The aim is to 

numerically study the liquid film behavior under the electrode and to predict the melt rate of the 
electrode for a given electric arc power. A 3D model describing the melting of the consumable 
electrode and the dynamics of the liquid film formed at the electrode tip was developed using the 
CFD open source software OpenFOAM. The model considers fluid flow, heat transfer with phase 
change and the deformation of the free surface of the liquid film. The electromagnetic effects 
related to the flow of current in the electrode are not yet taken into account. The model is concerned 
with both large interelectrode gaps, for which the metal transfer results from the formation of 
molten metal drops from the electrode and their detachment before contacting the ingot, and short 
interelectrode gaps, for which the metal transfer involves the formation of molten metal bridges 
(drip-shorts) between the electrode and the ingot. In this paper, we only report results regarding 
large interelectrode gaps. In section 2, the model is described, including physical and mathematical 
issues, constitutive equations, boundary conditions and the numerical procedure. In section 3, 
examples of model results detailing the computed liquid film dynamics and thermal behavior of 
the electrode during the VAR melt of a small-scale electrode are presented. Finally, conclusions 
of the present study are drawn in section 4. 

 

Numerical model 

 
The formation and dynamics of the liquid film under the consumable electrode during the VAR 

process is simulated with a multiphase CFD approach. The metal phase change is accounted for 
using the enthalpy-porosity method [10] and the shape and position of the free surface of the liquid 
film are calculated using the volume of fluid (VOF) interface capturing method [11]. Note that in 
a VAR furnace the liquid metal film is exposed to a low pressure arc plasma. The present model 
does not deal with the description of this complex latter phase, which is represented here as a 
neutral gas phase. 

 

Fluid flow and behavior of the free surface 

The computed behavior of the free surface of the liquid metal film is based on the VOF approach. 
In order to identify the metal-gas interface, the model solves an advection equation of the volume 



  

fraction of the metal αm (either solid or liquid) present in each computational cell: 
 ����� + �. �	��
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(1) 

αm = 0 if no metal is present in the cell, αm =1 for a cell completely filled with metal, and 0 < αm < 
1 if the interface is present in the cell. In the VOF formulation implemented in OpenFOAM, the 
volume fraction transport equation contains an additional convective term (third term in Eq. 1), 
referred to as “compression term”. This term compresses the interface by minimizing the 
numerical diffusion of the volume fraction while ensuring its boundedness. It can be noticed that 
this additional compression term acts only at the vicinity of the interface region where αm�1-
αm
≠0. Therefore, it does not affect the fluid flow outside this region [12]. 

 
The gas-liquid metal flow is governed by a single set of continuity and Navier-Stokes equations 

• Continuity equation 
 ���� + �. ��	
 = � 

 
(2) 

• Momentum conservation equation 
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(3) 

The thermophysical properties are calculated as volume fraction weighted averages of the 
properties of the phases present in the cell: 

 ξ = +(ξ( + �1 − +(
ξ,-. (4) 

 
All thermophysical properties are assumed to be independent of the temperature except for the 

density in the gravitational term (Eq. 3), which is calculated using the Boussinesq approximation. 
Surface tension effects are taken into account through a continuous equivalent volumetric force fσ 

(Continuum Surface Force model) as proposed by Brackbill [13]. This force, acting only in the 
vicinity of the interface and directly linked to the interface curvature kc, is defined as: 

 �� = / 2�	�( + �,-. 12	�+( 
 
(5) 

A problem encountered in this formulation is the presence of numerical parasitic velocity 
vortices known as “spurious currents” [14]. These “spurious velocities” appear in the gas phase 
near the interface despite the absence of any external forces and can be very significant when the 
capillary effects are predominant. These high velocities force to use very small time steps to 
maintain the stability of the simulation (CFL criterion), which increases the computational time. 
In addition, their magnitude does not decrease with neither mesh refinement nor smaller 
computational time steps [15]. In the current study, a filtration method consisting in setting to zero 
the velocities of the gaseous phase was implemented to eliminate those spurious velocities. 

 
The last source term on the right hand side of Eq. 3 is derived from the Darcy law. The dendritic 

mushy zone is treated as a porous medium whose permeability is calculated using the well-known 
Kozeny-Carman model. 

 ) = 344	�1 − 5
6180	5²  
 
(6) 



  

where γ is the solid fraction in the cell γ = αm (1-gl). In practice, the effect of this term is as 
follows. In the fully liquid cells (γ = 0), the source term is zero and the “classical” Navier-Stokes 
equation is solved. In the cells where a phase change occurs, the source term dominates over the 
transient, convective and diffusive terms, thereby forcing to imitate the Kozeny-Carman model 
[10]. In the fully solid cells (γ = 1), the source term swamps out all other terms in the momentum 
equation, which forces velocities to zero [16]. 

 

Heat transfer with phase change 

The enthalpy-porosity method is based on the enthalpy formulation of the energy conservation 
equation: 

 ��ℎ
�� + �. �ℎ		
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 (7) 

The enthalpy may be computed as the sum of sensible enthalpy and latent heat absorbed when 
the metal changes from solid to liquid. The total enthalpy is given by: 

 ℎ = : �;<=# + �(+(>$?@
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(8) 

The energy conservation may thus be expressed as follows: 
 ���;<#��� + �. ��;<#		� = �. �1	�	#
 − �(?	 D�+(>$�� + �. �+(>$		
E + F-�2  

(9) 

The second term on the right hand side of Eq. 9 accounts for the evolution of the latent heat 
during phase change. The liquid-solid interface is not tracked explicitly. Instead, the melting zone 
is treated as a porous zone as described previously, in which the liquid fraction lies between 0 and 
1. The liquid fraction is a function of temperature and can be, for example, calculated as follows: 
 

 >$ = 0																																						GH	# < #.J$  
 

(10) 
 

>$ = 1																																						GH	# > #$%& 

>$ = # − #.J$#$%& − #.J$ 																				GH		#.J$ < 	# < #$%& 

 

The last term on the right hand side of Eq. 9 is the thermal power provided by the electric arc to 
the metal. In fact, this power corresponds to a boundary condition of the problem, which is treated 
here as a volumetric source term applied only in the cells crossed by the metal/gas interface 
(defined as the cells where αm = 0.5). The total arc power Ptot is assumed to be uniformly distributed 
at both the electrode base and the ingot top surface, which leads to the following expression of 
Parc: 

 F-�2 	= FLJL	∑ N%
N%O2% 

 
(11) 

where Vci is the volume of the cell (crossed by the interface) i, Si is the area of the portion of the 
interface contained in cell i and ∑Si is the total area of the interface. 

 

Boundary conditions 

The main boundary conditions of the model are outlined here based on the dependent variables 



  

under consideration, i.e. velocity, pressure and temperature. 
• Velocity: A no-slip boundary condition is used at walls. 
• Pressure: A pressure outlet boundary condition is used at outlets. 
• Temperature: The walls are adiabatic, which results in a zero temperature gradient 

condition. The temperature is fixed (ambient) at the electrode top. 
 

Numerical aspects 

The pressure-velocity coupling is handled by the PIMPLE algorithm (combination of the PISO [17] 
and SIMPLE [18], algorithms). The convective terms in the conservation equations are discretized 
with a second order VanLeer scheme while the diffusion terms are central differenced. The model is 
based on the existent multiphase flow solver InterFoam using the MULES correction. 
 

Example of simulation results 
 

The numerical model described above was applied to simulate the melt of a small diameter Ti 
electrode with a large interelectrode gap performed experimentally by Chapelle et al. [6]. 

Fig. 2 shows a vertical cut of the computational domain with the initial metal represented in 
yellow. The electrode diameter is 160 mm, its height is 150 mm and the interelectrode gap is 60 
mm. The total electric arc power is 76.8 kW, which is uniformly distributed between the electrode 
and liquid pool as schematized in the Fig. 2 by red lines. Initially, the metal is in solid state with a 
temperature of 300 K. As stated above, all the walls are supposed thermally insulated except the 
top boundary on which the temperature is fixed to 300 K. The computational grid is a uniform 
structured mesh consisting of around 2.5 million cells. 

 

 

Figure 2. Dimensions and initial state of the simulated system. 

The thermophysical parameters used for the simulation are reported in Table 1. 



  

 
 
 
 
 
 
 
 
 
 
 
 
 

Table 1. Thermophysical parameters used for the simulation. 
 

Liquid film behavior 

At the initial state, the system is isothermal. The thermal power provided by the electric arc 
heats the electrode. At this stage, the heat transfer is purely conductive. As soon as the temperature 
of the tip reaches the solidus temperature, the electrode starts to melt and a distorted liquid film, 
whose thickness is about few millimeters, is formed. Owing to the Rayleigh-Taylor instability 
which occurs when a heavy fluid is placed above a lighter one in a gravitational field [19], small 
protuberances appear and are spatially distributed in lattices as shown in Fig. 3, which gives the 
depth reached by the protuberances in the liquid film. Continuous feeding of the film due to the 
metal melting eventually destabilizes these structures. The protuberances are subject to horizontal 
movements. Once they get close to each other, they coalesce, grow and form drops. Such a 
behavior is qualitatively consistent with the theory of Limat et al. [20]. 

 

Figure 3. Depth of protuberances formed from the liquid film. 
 

The successive growth, elongation and detachment stages of a drop are compared in Fig. 4 with 
the experimental observations reported by Chapelle et al [6]. On the left image, the protuberance 
which grows by drainage of the liquid metal has a cylindrical shape. Then it stretches resulting in 
the formation of a drop. The drop remains attached to the liquid film by a filament which gradually 
becomes thinner. This latter process eventually triggers the break-up of the filament and 
subsequent detachment of the drop. 

Parameters Value Unit 
Titanium Gas 

Density p	 4208	 0,2	 kg. m-3	
Kinematic viscosity v	 1.16 X 10-6	 2.72 X 10-4	 m2. s-1	
Surface tension a	 1.56	 N. m-1	
Specific heat cp	 554	 1237	 ]. kg-1K-1	
Thermal conductivity il	 22	 9,55.10-2	 W. m-1. K-1	
Dilatation coefficient f3	 8.90 X 10-6	 0 K-1	
Liquidus temperature Tliq	 1703	 - °C	
Solidus temperature Tsol	 1653	 - °C	
Reference temperature Tref	 1703	 - °C	
Latent heat of melting L	 3.65	X	105	 - ]. kg-1	

 



  

 

Figure 4. Formation and detachment of a drop observed experimentally (top row) and predicted 
by the numerical model (bottom row). 

 
The dimension of the simulated drop is of the same order of magnitude (around 1 cm) as that of 
the actual drop. It is also interesting to note that the characteristic times for each stage are of the 
same order of magnitude, even if the “numerical” drop takes less time to detach than in reality. 
Although this comparison can only be qualitative since the simulation does not take into account 
the electromagnetic effects related to the presence of the arc, the simulated behavior remains 
close to the experimental visualizations. 

 

Fluid flow inside a protuberance 

As an example of the typical fluid flow present in the protuberance, Fig. 5 shows the computed 
streamlines and velocity vectors in a vertical plane crossing a protuberance. The two white lines 
represent the free surface of the liquid film and the liquid/solid interface respectively. The fluid 
flow is governed by the drainage of the liquid film as well as buoyancy forces. It is characterized 
by a large recirculation loop that occupies the whole volume of the protuberance. The velocity 
magnitude reaches a maximum value of around 20 cm.s-1 located on the central axis of the 
protuberance (Fig. 5.c). 

 



  

Figure 5. Streamlines and velocity vectors inside a protuberance. 
 

Heat transfer in the electrode 
 

The computed temperature field in a vertical cutting plane of the electrode at t = 707 s is 
presented in Fig. 6.a, with the initial state of the electrode represented by white dashed lines. The 
temperature profile along the electrode axis at the same time is plotted in Fig. 6.b. Due to the 
consumption of the electrode, the power supplied by the electric arc affects mainly a small region 
at the electrode tip as shown in the Fig. 6.a. This region, usually referred to as the “heat affected 
zone”, is about 10 centimeters high. This behavior is in a good agreement with the experimental 
observations of El Mir et al. [21]. In the absence of consideration of thermal losses by radiation at 
the electrode lateral wall, the temperature remains essentially uniform in the horizontal direction. 
Note that the temperature of the liquid film exceeds the liquidus temperature with a superheat 
reaching around 100 °C. 

 

 
Figure 6. (a) Temperature field in the electrode at t = 707 s, (b) Temperature profile along the 

electrode revolution axis. 
 



  

Predicted melt rate 
 

The time evolution of the electrode melt rate, calculated from the evolution of the electrode 
mass, is plotted in Fig. 7. The electrode begins effectively to melt after a pre-heating stage of 
around 10 min. The variation of the melt rate is characterized by a sharp increase until reaching a 
quasi-stationary regime. The average calculated melt rate is 0.96 kg.min-1 with fluctuations 
between 0.75 and 1.3 kg.min-1. In the current model, it should be noted that the process starts at 
full power, contrary to the real process in which the electric current is gradually increased. 

 

 
Figure 7. Time variation of the predicted melt rate (b) from the electrode weight variation (a) 

 
 

Conclusion 
 

A 3D numerical model was developed in order to simulate the melting of a VAR consumable 
electrode. This work couples the enthalpy-porosity approach to simulate the melting process and 
the volume of fluid method to model the deformation of the liquid film formed under the electrode. 
Simulation results applied to the melting of a small diameter electrode with a large interelectrode 
gap have been presented, illustrating the formation and dripping of the liquid film and the thermal 
behavior of the electrode. The results of the simulation were found to be in good qualitative 
agreement with experimental observations reported in the literature. The model enables also to 
predict the electrode overall melt rate. 

In the future, the present model will be further improved by adding a description of the thermal 
losses by radiation at the electrode lateral wall. In addition, simulations will be performed for the 
case of an industrial steel electrode. This differs from the case presented in this paper by the much 
larger dimension of the electrode as well as the much smaller interelectrode gap (typically around 
10 mm). The latter is responsible for a radically different mode of transfer of the liquid metal 
(involving drip-shorts instead of fully detached drops). 
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