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Abstract. The Industrial Internet of Things tends now to emerge as
a key paradigm to interconnect a collection of wireless devices. How-
ever, most industrial applications have strict requirements, especially
concerning the reliability and the latency. IEEE802.15.4-TSCH repre-
sents currently a promising standard relying on a strict schedule of the
transmissions to provide such guarantees. The standard ISA-100.11a-
2011 has proposed the concept of duocast, where a pair of receivers are
allocated to the same transmission opportunity to increase the reliability.
In this paper, we generalize this approach to involve k different receivers,
and we explore the impact of this technique on the performance of the
network. We propose an algorithm assigning several receivers for each
transmission to increase the probability that at least one device receives
correctly the packet. By exploiting a multipath topology created by the
routing layer, we are able to reduce the number of transmissions while
still achieving the same reliability. We consequently increase the network
capacity, and reduce significantly the jitter. Our simulation results high-
light the relevance of this k-cast technique in TSCH for the Industrial
Internet of Things.

Keywords: IEEE802.15.4-TSCH; k-cast transmissions; duocast; schedul-
ing algorithms; high-reliability; low jitter

1 Introduction

Industry 4.0 is promised as the next industrial revolution, where digital automa-
tion aims to reduce the cost and to maximize the flexibility [11]. In particular,
the Industrial Internet of Things (IIoT) aims to connect a large set of industrial
objects to the Internet. In this context, a real-time infrastructure has to provide
high-reliability for the wireless transmissions.

While the Internet of Things focused so far on best-effort solutions, industrial
applications have often strict requirements concerning the reliability and the
delay [2]. We need consequently specific MAC protocols able to provide strict
guarantees. Deterministic approaches are particularly relevant, allocating a fixed
bandwidth to each device or flow. These solutions can provide also flow isolation,
where each flow receives a certain bandwidth, dedicated for its transmissions.

IEEE802.15.4-TSCH relies on channel hopping to increase the robustness to
external interference and fading [1]. TSCH adopts a deterministic approach, and
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schedules carefully the transmissions to avoid the collisions. More precisely, it
allocates a set of different cells for interfering transmitters to reduce the con-
tention while still avoiding collisions. A cell is defined by a pair of timeslot and
channel offset. The channel offset is translated into a physical frequency at the
beginning of the timeslot, to follow a pseudo-random sequence.

Many centralized and distributed scheduling algorithms [6] have been pro-
posed so far for TSCH. To cope with unreliable links, the scheduling process
often uses overprovisionning, and reserves several of cells so that a packet can
be retransmitted. Unfortunately, more cells mean that the delay and the jitter
may increase [13]. This over-provisioning also reduces the network capacity if
the traffic is large and/or the links are very unreliable because of e.g. external
interference.

IEEE802.15.4-TSCH is largely inspired from ISA-100.11a-2011 [9]. ISA has
proposed a duocast mechanism to increase the reliability: two receivers are as-
signed to a given transmission. A transmission is considered a failure only if both
receivers failed to decode correctly the packet.

In this paper, we aim to investigate the relevance of using k-cast scheduling,
i.e. a cell is assigned to one transmitter, and k possible receivers (ordered by
their priority). Subslots allow each receiver to acknowledge the transmission if
none of the receivers with a larger priority sent an ack. The contributions of this
paper are threefold:

1. we propose a scheduling algorithm tailored for k-cast transmissions. We pro-
pose to minimize the energy consumption for both transmitting and receiving
the packets. Each node selects the set of parents to assign to a given cell to
minimize this energy consumption;

2. we investigate the impact of the k-cast technique on the amount of duplicated
packets. Indeed, the receivers may receive all the packets, but not the ack

they transmit. In this case, the packets are duplicated wasting energy and
bandwidth;

3. we implemented our scheduling algorithm and the k-cast technique to eval-
uate its performance. We highlighted this technique helps to improve the
reliability with a limited impact on the energy consumption.

2 Related Work

IEEE 802.15.4-2015 has proposed the TSCH mode, which relies on a strict sched-
ule of the transmissions [1]. The slotframe contains a fixed number of timeslots,
during which at most one frame and its acknowledgment are transmitted. Each
timeslot is labelled with an Absolute Sequence Number (ASN) which counts the
number of timeslots since the PAN coordinator started. Based on the schedule,
a node can decide its role (transmitter/receiver/sleeping mode) at the beginning
of each timeslot.

IEEE 802.15.4-2015 TSCH implements a channel hopping approach to com-
bat external interference and signal fading and, thus, to achieve high reliabil-
ity [18]. For this purpose, each cell in the schedule is defined by a pair of timeslot
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and channel offset. At the beginning of each timeslot, the actual frequency to
use is derived from the channel offset and the ASN.

IEEE802.15.4-TSCH supports two medium access approaches:

shared cells are allocated to a group of nodes (e.g. for broadcast). A packet
is for the first time transmitted without contention. If it corresponds to a
unicast packet, and no ack is received, a random backoff is then used. This
backoff corresponds to the number of cells to skip before the retransmission;

dedicated cells are allocated to non-interfering transmitters. Thus, the trans-
mitter just starts the transmission after a fixed offset from the beginning of
the timeslot.

2.1 Improving the reliability

Several techniques have been proposed to improve the reliability in this kind
of deterministic architecture. Over-provisioning consists in reserving additional
cells to retransmit the packets if the transmission has failed. For instance, the
number of cells may be inversely proportional to the Packet Delivery Ratio for
the considered radio link [16]. Dobslaw et al. [3] propose rather to fortify a
centralized schedule by allocating additional cells to the most unreliable links
until the deadline constraint cannot be anymore respected. Hashimoto et al. [5]
propose to allocate shared cells for the retransmissions. However, shared cells
are prone to collisions, impacting negatively the reliability of retransmissions.

Multipath also helps to improve the end-to-end reliability [10]. Papadopoulos
et al. [13] propose to use multiple parents, replicating the packets over the two
paths. With overhearing, several receivers try to decode a packet, increasing the
reliability. A node which receives several times the same packet (identified with a
sequence number) must drop the subsequent copies. However, the authors focus
on a fault-tolerance scenario: the link quality drops suddenly on the primary
path. We propose rather to address the normal case, where radio links may be
unreliable on average.

Opportunistic routing consists in choosing several next hops. The destina-
tion address is transformed in anycast so that the same transmission can be
received by any receiver. Typically, opportunistic routing helps to improve the
efficiency in asynchronous wireless networks [17]. In IEEE802.15.4-TSCH, all
the receivers wake-up synchronously. However, opportunistic routing is still effi-
cient to improve the reliability: it is sufficient that one of the receivers decodes
correctly the packet. Huynh et al. demonstrated that opportunistic scheduling
helps to improve theoretically the reliability when exploiting a Rayleigh fading
channel [7].

2.2 6TiSCH

6TiSCH has defined a set of protocols to execute IPv6 above IEEE802.15.4-
TSCH. It relies on RPL (Routing over Low-Power Lossy Networks) to construct
the routing topology [15]. A node uses a link quality metric and the rank of
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its parent to compute its own rank, denoting its virtual distance from the sink.
Typically, the link quality is estimated via ETX (Expected Transmission Count),
the average number of transmissions before the packet is acknowledged by the
receiver. By default, RPL uses only one preferred parent (next hop toward the
sink), but has been extended to support also multi-parent routing [8].

Scheduling the transmissions has attracted much attention in the past [6].
The 6P protocol [14] is in charge of negotiating the cells to use. The transmitter
sends a request to the receiver to decide how many, and which cells to use.
Then, 6TiSCH relies on a so-called Scheduling Function (SF) to decide which
and how many cells to use between each pair of nodes. 6TiSCh supports both
centralized (e.g. TASA [12]) and distributed (e.g. SFx [4]) scheduling algorithms.
For instance, SFx [4] maintains the number of cells at least equal to the number
of packets to forward, and relies on an hysteresis function to limit the number
of oscillations.

3 k-cast scheduling: choosing the right set of parents

Let us consider the example illustrated in figure 1. A node A has two ordered
parents P1 and P2. During the first timeslot, P1 receives correctly the packet and
acknowledges it. During the second one, the transmission to P1 fails, but P2 is
able to decode the packet: it should be able to acknowledge it to avoid another
transmission. Typically, the ack of P2 is transmitted if the medium is still idle
after a timeout: it means P1 is not currently transmitting an ack.

2*(turnarroundtime + CCA duration)

timeslot

data

ack

timeslot

ack

data

…

…

…

A

P2P1turnarroundtime

Fig. 1: Duocast Transmission (with two different parents)

We aim here to investigate which strategy to adopt to assign several receivers
to the same cell (k-cast) to improve the reliability. With perfect links, k-cast
transmissions are useless since the primary parent always receives the packet
correctly. The other parents will have to awaken to receive the packet although
they are useless. On the other hand, unreliable links may be combatted when
several receivers can all decode the same packet.

Besides, opportunistic scheduling would be inefficient if the radio link among
parents is very unreliable. In that case, a parent may not hear that a previous
parent is currently transmitting an ack: it will start to transmit its own ack,
which will create a collision, and retransmissions. Moreover, both parents are
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convinced they both have to forward the packet: a duplicated packet has been
created.

3.1 Number of cells to provision for a given set of parents

Let us first compute the number of cells a node has to reserve with its parent. We
rely on RPL to construct the routes [15] (cf section 2.2). Then, the scheduling
algorithm has to decide how many cells to reserve with its parent. We decide here
to minimize the energy consumption, i.e. energy for reception and transmission
so that at least one parent has received correctly the data packet.

Let denote by P the set of parents selected by the node n to forward its
packets. We compute the Packet Delivery Ratio (PDR) for this node, i.e. aver-
age number of transmissions before one parent has acknowledged correctly the
packet. In most implementations, each node divides the number of packets it
transmits by the number of acks it receives. When a packet is transmitted to
several receivers / parents, the transmission has failed if none is able to send an
ack:

PDRn→P = 1−
∏
p∈P

(1− PDR(p)) (1)

where PDR(p) denotes the average Packet Delivery Ratio toward the parent p,
i.e. ratio of unicast packets received correctly by p.

We force the scheduling function to reserve a sufficient number of cells to
achieve a given minimum reliability (e.g. PDRth = 99%) within the current
slotframe. The number of transmission opportunities (ntxop(n→ P)) We denote
by ntxop(n→ P) the number of transmission opportunities to reserve to guaran-
tee a minimum reliability. Typically, ntxop(n → P) must contain one copy and
all its retransmissions to have a minimum Packet Delivery Ratio:

1− (1− PDRn→P)ntxop(n→P) ≥ PDRth (2)

ntxop(n→ P) =
log(PDRth)

log (1− (1− PDRn→P))
(3)

Finally, we have to provision enough cells to forward all the packets:

nbCells = ntxop(n→ P) ∗ npkts(n→ P) (4)

where nbCells denotes the the number of cells reserve from n to its parents,
and npk(n→ P) denotes the average number of packets that the node n has to
forward to its parents within a slotframe.

Cells are then removed and inserted dynamically in the schedule to respect
this reliability. To avoid oscillations, we use an hysteresis function, similarly to
the scheduling function SFx [4].

3.2 Energy Consumption to choose the right set of parents

We should not allocate systematically all the parents to a given cell. Indeed,
medium link qualities do not require to have so many receivers: only the first
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parents will be actually useful, the other ones will waste their energy for idle
listening. Inversely, allocating an insufficient number of receivers has a negative
impact on the reliability and the delay: the source node needs more retransmis-
sions to deliver the packet and to receive an ack.

Let us compute the energy consumption associated to a correct reception of
a packet transmitted by a node n. For a sake of simplicity, a node assumes the
link quality with its different parents may differ, but all the parents have paths
with similar qualities toward the border router. P keeps on denoting the set of
parents selected by the node n to forward its packets.

Thus, the energy consumption (in transmission mode) is finally:

Etx(n) = ntxop(n→ P) ∗ Etx (5)

where Etx denotes the energy in TX mode for one cell.
Each parent has to be awake during all these cells. However, only some of

them are actually busy, the other ones only correspond to idle listening. Thus,
the energy to receive the packets of n can be estimated as:

Erx(n) = npkts(n→ P) ∗ Erx + (nbCells− npkts(n→ P)) ∗ Eidle (6)

where Erx (resp. Eidle) denotes the energy in RX (resp. IDLE) mode for one
cell.

We have consequently to compute the set of parents which minimizes the
energy consumption

Etotal(n) = Erx(n) + Etx(n) (7)

Thus, the energy consumed by a node depends on the Packet Delivery Ratio
toward its parents, and on the number of cells to provision to guarantee a given
reliability. Inserting more parents increases the Packet Delivery Ratio and thus
decreases the energy to transmit one packet. On the contrary, it also increases
the energy consumed to receive the packets (idle and rx) for the parents. We will
propose in the next section a strategy to decide which and how many parents to
select.

3.3 Adaptive and Localized Scheduling Strategy

We propose here a scheduling algorithm adapted for k-cast. In particular, we have
to decide how many and which parents should be allocated for each transmitting
cell. Using a bad link instead of a good link is never relevant: a node should
always use its best parents.

We propose a greedy approach to decide which cells to schedule (algo. 1). A
node n applies the following approach:

1. n ranks its parents according to their PDR in descending order (line 2);
2. greedily, it inserts the next best parent in the list of forwarders (lines 5-6);
3. if the energy consumption (for both RX and TX) is reduced, then we continue

the greedy allocation, and we consider the next parent. Else, the node n
finally assigns the current list of forwarders (except the last parent) to its
cells.
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Algorithm 1: Parent Selection for Scheduling

Data: set of parents (Parents)
Result: set of forwarders (FW )
// initialization

1 FW← ∅;
2 rank(Parents, PDR);
3 energy ←∞;

// adds a new parent in the forwarder set

4 repeat
// picks the first parent in the list

5 p← popF irst(Parents);
6 FW← FW∪ {p};

// updates the energy cost according to eq. 7

7 energyOld← energy;
8 energy ← computeEnergy(FW);

// repeat until the energy starts to increase

9 until energy > energyOld;
// removes the last forwarder added in the list

10 removeLast(FW);
11 return (FW );

In other words, the algorithm stops when a local minimum is achieved. To decide
how many cells have to be allocated, the node n uses the eq. 4.

Theorem 1. This greedy strategy allocates the set of parents which minimizes
the energy consumption.

Proof. Let us follow here a proof by contradiction. We order the parents by their
decreasing PDR value. Our algorithm terminates with the set P. If the set P is
not optimal, we replace one parent p of P by another parent p′ with a smaller
energy consumption. The reception energy of p is at least equal to those of p′

since the number of cells with p′ cannot be smaller (eq. 6) since p′ provides a
larger PDR than p.

We can prove similarly that when the algorithm discards the kth parent
because it starts to increase the energy consumption, another parent with a
lower PDR cannot decrease further the energy consumption. �

4 Performance Evaluation

We evaluate here the performance of IEEE802.15.4TSCH with k-cast relying
on openwsn3. We re-use here the approach of SFx [4] to define how many cells
have to be reserved. Each node computes dynamically the number of cells to use
according to the number of packets to forward, and the Packet Delivery Ratio

3 http://openwsn.org provides an opensource implementation of IEEE802.15.4-
TSCH
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Parameter Default value

Duration 60s
Traffic type 100 packets
Data packet size 127 bytes
Number of nodes 20 nodes
Number of receivers 2 parents (in the same slot)
Destination 1 sink (convergecast)

MAC layer IEEE802.15.4-TSCH
Schedule Distributed
Time slot duration 15ms
Slotframe length 101 slots

PHY model fixed physical PDR for each radio link
physical PDR uniformly picked between 20 and 90%

Table 1: Default values of the parameters in our simulations.

in the cells. Then, we decide how many parents have to be allocated to a given
cell. Our implementation is fully available at https://github.com/ineshos/

6TSCH/tree/master/python/ScheduleSimulator/simulator.

We rely here on simulations, and control the physical Packet Delivery Ratio
(complement of the PER) of the links (Tab. 1). We assume the physical PDR
remains fixed for the whole simulation. We first focus on a simple topology
to evaluate the behavior of one flow, and then we study the performance in a
random topology.

SinkP2

P1

P3

Pk

S

100%
80%

10%

50%
Pk

S source

k    parent

radio link 
with physical PDR = 90%…

th

90%

bad link

good link

Fig. 2: Simple topology with multiple forwarding nodes with different link qual-
ities.

4.1 Simple forwarding scenario

We first consider the topology illustrated in figure 2, where the physical Packet
Delivery Ratio (i.e. the complement of the Packet Error Rate) has been fixed
statically. The source generates 100 packets for the sink, 2 hops away.
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Fig. 3: Performance of a source with multiple parents with different link qualities.

Using more parents allows the network to increase the reliability: a single
transmission may be received by any of the parents (Fig. 3a). However, using
more than 6 parents seems to be inefficient. Indeed, the bad parents have only a
marginal impact: they receive seldom the packets correctly. Besides, such parents
would forward a packet only if all the previous parents (with a better link quality)
have not transmitted an ack. This will occur very infrequently, and their impact
on the reliability is very limited.

Figure 3b illustrates the number of duplicated packets (the packets which
are received several times by the sink). With only two receivers, the amount of
duplicates can be neglected (less than 2% of the packets). With many receivers,
the number of duplicates becomes significant, and has a negative impact on
the energy consumption: redundant and useless packets are forwarded by the
different parents.

Figure 3c illustrates the delay. Because of the anycast transmission, we let
any receiver forward the packet. Thus, the delay decreases with more receivers.
Selecting many receivers has always a positive impact on the delay, even if it
also increases the energy consumption.

Finally, we measured the number of cells that SFx reserves in the schedule
(Fig. 4). The number of shared cells varies between 12 and only 3 cells for the
whole network (20 devices), depending on the volume of traffic to forward. We
remind that using dedicated cells requires to reserve at least one cell for each
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Fig. 4: Impact of the traffic load on the number of allocated cells.

device (thus 20 cells). Some additional cells would even be required to cope with
retransmissions with non perfect radio links, which is the case here for most of
the radio links. Thus, using shared cells is particularly efficient to reduce the
number of allocated cells.

4.2 Random Topology

We now consider a random topology of 20 nodes, and assign a physical PDR to
each radio link, uniformly distributed between 20 and 90%. This way, we verify
that k-cast transmissions help to improve the efficiency even in more complex
topologies.

We first measure the number of packets received when transmitting 100 pack-
ets (Fig. 5a). We make the same remarks as for the simple topology case: k-cast
keeps on improving the reliability, to the same extent. Thus, the k-cast approach
helps to improve globally the network-layer PDR: almost all packets are correctly
delivered to the sink.

We measure then the amount of duplicated packets with a variable traffic
(Fig. 5b). The amount of duplicated packets is linear with the inter-packet time.
Thus, the solution is scalable and robust to the traffic conditions.

Finally, we consider the energy consumption in Figure 5c. Using more re-
ceivers decreases at the beginning the energy consumption since less retransmis-
sions are required to deliver a packet. In particular, selecting 3 parents allows
the network to reduce its energy consumption by almost 30% compared with the
unicast approach. On the contrary too many receivers means that we increase
idle listening, which has a negative impact on the energy consumption when the
parent has a marginal contribution on the delivery (i.e. it is seldom involved
in the transmission). We obtain the optimal energy efficiency with 5 parents.
Obviously, this optimal number of receivers depends on the ability of the device
to turn fast its radio off when a cell is unused. Thus, it depends on the radio
chipset specifications.
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Fig. 5: Random topology – 20 nodes, physical PDR picked uniformly between 10
and 90%.

5 Conclusion & Perspectives

We propose a distributed algorithm to exploit k-cast scheduling: several receivers
are assigned to the same transmission, to improve the probability of success. Our
algorithm computes the set of parents to schedule so that the energy consumption
is minimized, considering both the RX and TX mode. Our simulations show k-
cast helps to improve the reliability with a low energy consumption. The amount
of duplicated packets is reasonable when a small number of parents (e.g. 2 or 3)
are assigned to the same cell.

In the future, we plan to investigate the actual cost of implementing such
k-cast feature in TSCH. In particular, a larger number of acks means often
a longer timeslot, which may waste energy. Besides, we also plan to investigate
the number of duplicated packets which may be generated by complex topologies
(hidden terminals, asymmetrical links, etc.)
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