
HAL Id: hal-02331162
https://hal.science/hal-02331162

Submitted on 24 Oct 2019

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Fully distributed security constrained optimal power
flow with primary frequency control

Maxime Velay, Meritxell Vinyals, Yvon Besanger, Nicolas Retière

To cite this version:
Maxime Velay, Meritxell Vinyals, Yvon Besanger, Nicolas Retière. Fully distributed security con-
strained optimal power flow with primary frequency control. International Journal of Electrical Power
& Energy Systems, 2019, 110, pp.536-547. �10.1016/j.ijepes.2019.03.028�. �hal-02331162�

https://hal.science/hal-02331162
https://hal.archives-ouvertes.fr


Fully distributed security constrained optimal power flow with primary frequency control✩

M. Velaya,b, M. Vinyalsa, Y. Besangerb, N. Retiereb

aCEA, LIST, Laboratoire d’Analyse des Données et d’Intelligence des Systèmes, Gif-sur-Yvette, 91191 France
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Abstract

Primary frequency control is the automatic mechanism implemented on power systems to regulate the power balance through

frequency and hence, its action should be taken into account when modeling any contingency state leading to a modification of the

active power balance (e.g. generator failures). This paper presents a fully distributed method to solve the DC security constrained

power flow (DC-SCOPF) that takes into account the automatic primary frequency response of generators after an incident. In

more detail, we extend existing distributed DC-SCOPF formulations by: (1) introducing a new variable representing the frequency

deviation; and (2) enhancing the local problem of each generator to consider how it adjusts its production after each contingency

following its primary frequency regulation curve. The computation of the frequency deviations in the DC-SCOPF problem is

formulated into a suitable form (i.e. in the form of a general consensus problem) so that smaller problems, corresponding to

individual sub-regions or actors, can be solved and coordinated via the alternating direction method of multipliers (ADMM) in a

distributed manner. In this way, actors of the system do not need to exchange any confidential information with other actors during

the optimization procedure. A salient feature of our approach is that it can consider contingencies that lead to area separation without

any prior specification of the topology and thus can adapt to many kinds of situations that are of interest in interconnected systems.

Extensive simulation results on several standard IEEE systems show the good performance of the proposed model and algorithm in

terms of convergence speed and accuracy as well as its capacity to deal with the disconnection of areas in interconnected systems.

Keywords: Distributed optimization, Distributed Security-Constrained Optimal Power Flow, Primary Frequency Control,

Alternating Direction Method of Multipliers, Power System Interconnection

1. Introduction

The planning and operation of power systems is one of the

more challenging problems faced by transmission system oper-

ators (TSOs) given the complex interplay of the multiple eco-

nomic and reliability objectives to be achieved. On one side,

electricity is a commodity that cannot be easily stored, so TSOs

need to keep the balance between generation and consumption

while minimizing the system operating cost and enforcing the

network’s operational constraints (e.g. the capacity of the trans-

mission lines) during each operating period. On the other side,

TSOs need to perform contingency analysis to guarantee not

only that no operational constraint is violated during the normal

operating case, but also after any credible contingency1 occurs.

Therefore, to find a secure generation dispatch, each TSO

requires to solve on a daily basis the so-called Security Con-

strained Optimal Power Flow (SCOPF) [2], an extension of

✩This paper consolidates and extends results presented in the conference

paper [1].
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1A contingency here is defined as the set of system components that get dis-

connected (i.e. out-of-service) as a result of the propagation of the disturbance

or of the initial contingency event itself.

the OPF problem [3] that takes into account constraints aris-

ing from the operation of the system under a set of pre-defined

contingencies. The set of considered contingencies depends on

the selected reliability criterion but most of the TSOs must op-

erate at least in compliance with the N-1 criterion so that any

single major element contingency (i.e. involving the failure of

at most one system component) can be handled, leading to a sta-

ble operating point, i.e., with no propagation of the disturbance

[4]. Modeling the propagation of the disturbance requires to

consider the automatic actions that take place as a result of a

contingency (e.g. automatic tap-changers, automatic frequency

control schemes, . . . ). In particular, when the disturbance re-

sults in imbalances between production and consumption, it is

crucial to model the primary frequency responses of genera-

tors that automatically2 change their scheduled active produc-

tion to quickly3 restore the power balance [5]. Under these pri-

mary frequency control schemes, the generating units use the

frequency to regulate the power supplied since it reflects the

power balance in the system. SCOPF problems considering

these automatic reactions of the system are called preventive, as

opposed to corrective SCOPF problems that include the possi-

bility to optimally change control variables in post-contingency

state (after the automatic reactions happened).

2The response is governed by the speed droop of generators.
3The primary control reacts within the first seconds after the disturbance.
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Due to the quadratic and sinusoidal relations between volt-

age magnitude and phase angle, and, active and reactive pow-

ers, SCOPF is a non-convex problem. To simplify the calcula-

tion, the AC power flow equations are often relaxed or approx-

imated. In particular, in this paper, we use the linearized (DC)

power flow approximation which neglects the losses on power

lines and assumes constant voltage and small voltage phase an-

gles. The DC approximation is used for N-1 calculations in to-

day’s power system industry due to its computational speed and

simplicity [6, 7] with respect to the full AC power flow model.

For example, DC-solutions are usually coupled with an AC fea-

sibility check module in an iterative process towards obtaining

solutions feasible to the AC power flow model.

Power systems are connected to their neighbours (e.g. 36

countries interconnected in Europe, forming the pan-European

power system) to achieve better overall reliability and economi-

cal efficiency, via energy and reserve sharing between markets.

These advantages are, yet, subject to have an effective coop-

eration and coordination among the interconnected TSOs and

hence, not surprisingly, regional cooperation is at the core of the

regional strategy of European TSOs for the decades to come [8].

Despite this fact, European regional coordination initiatives are

in their early stages and most TSOs are still solving the SCOPF

problem with limited coordination with their neighbours.

One of the main challenges to realize such inter-regional co-

ordination is that the implementation of centralized approaches

is undesirable, if not impossible, due to the technical difficulties

for building (i.e. communication requirements for gathering

data for the whole system) and solving (i.e. the high compu-

tational complexity) such interconnected problems of unprece-

dented scale. In addition to this, the centralization of inter-

regional data is unlikely to be practical because TSOs may not

be willing to disclose actual sensitive data (e.g. financial in-

formation, system topology and/or control regulations) to other

TSOs. Also interoperability issues can arise from the use of dif-

ferent modeling and optimization tools by the different TSOs.

In view of the scalability, privacy and interoperability chal-

lenges, distributed optimization methods are gaining popularity

[9]. Under distributed approaches, the large-scale power system

is decomposed, usually based on Lagrangian decompositions,

into smaller sub-regions whose problems are efficiently solved

and coordinated to obtain the global optimal solution.

In more detail, Lagrangian relaxation performs this decom-

position by deriving the Lagrangian dual problem, i.e. relax-

ing coupling constraints and introducing splitting variables [10,

11]. However, Lagrangian relaxation methods typically suf-

fer from significant iteration oscillation leading to slow con-

vergence. Augmented Lagrangian decomposition overcomes

the poor convergence of conventional Lagrangian relaxation by

introducing a quadratic penalty term to the objective function.

This, unfortunately, comes with the price of destroying the sep-

arable structure of dual decomposition. The Alternating Di-

rection Method of Multipliers (ADMM) [12] overcomes such

limitations by combining the decomposability of standard dual

decomposition with the superior convergence of the augmented

Lagrangian methods. In more detail, ADMM can be viewed as

a version of the method of multipliers in which separable min-

imization steps over different primal variables are performed

in successive alternating steps, instead of the usual joint min-

imization. ADMM-based methods have been applied to solve

the augmented Lagrangian decompositions of a wide variety of

large-scale power system optimization problems [13, 14, 15,

16, 17, 18, 19, 20, 21, 22, 23], including the SCOPF problem

[24, 25, 26], in a fully distributed manner. However, none of

the above-cited works takes into account the automatic primary

frequency control (PFC) of generators.

Against this background, this paper extends the distributed

framework in [24] in order to take into account the automatic

PFC of generators. By doing so, we are able to model con-

tingencies states in DC-SCOPF involving a modification of the

active power balance. Since in PFC, generators automatically

adapt their production with respect to the frequency deviation

and frequency deviation reflects the power balance across the

whole power system, modeling it in a distributed manner is not

a trivial task. In this paper, we provide the first totally dis-

tributed solution to this challenge through consensus optimiza-

tion in conjunction with the ADMM algorithm.

More specifically, the main contributions of this work are:

• We extend the DC-SCOPF formulation from [24] by: 1)

introducing a new variable representing the frequency de-

viation, computed by distributed consensus and used to

coordinate the power reallocation process after an inci-

dent; 2) enhancing the local problem of each generator to

consider how it adjusts its production after a contingency

following its primary frequency regulation curve.

• We solve this problem in a distributed fashion via ADMM

showing not only how the resulting algorithm can find a

solution robust to the loss of generators but also how it

can model contingencies states that lead to area separa-

tion (the contingency separates the network into two or

more sub-networks). In particular, our algorithm is able

to find a solution that in case of such contingency will

lead to a stable operating point in each of the discon-

nected areas.

• We evaluate our approach on several standard IEEE sys-

tems to demonstrate its effectiveness and its capacity to

deal with the disconnection of areas in interconnected

systems.

The rest of this paper is structured as follows. Section 2 pro-

vides a review of the related literature whereas Section 3 gives

some background on the decentralized SCOPF formulation, the

ADMM algorithm and the primary frequency control scheme.

Section 4 formulates the distributed SCOPF model with PFC

and the derived ADMM distributed updates. Results on sev-

eral standard IEEE test systems are presented in Section 5. Fi-

nally, Section 6 summarizes conclusions and plans for future

research.

2. Related work

The main challenges and techniques to be addressed for

solving SCOPF problems are reviewed in [2]. One of the ma-
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jor issue comes from the high dimensionality of these problems

[27, 2, 28], in comparison with the classic OPF due to the num-

ber of scenarios to consider. The dimension of the SCOPF prob-

lem is even larger when considering interconnected power sys-

tems. Several approaches have been implemented to deal with

this issue, such as reducing the number of scenarios to consider

[27] or the dimension itself by simplifying or omitting less af-

fected regions of the system as in [29]. It is also possible to em-

ploy parallelization techniques that can speed up the solutions

like the Benders decomposition scheme in [30]. Nonetheless, in

interconnected systems, different actors are involved and need

privacy for some sensitive or strategic data which makes more

complicated such centralized approaches.

Distributed methods bring a solution to both interconnected

problems by parallelizing the solution, and by limiting the sen-

sitivity and the spreading of the data exchanged. Related work

on distributed optimization for power system operation can be

found in [9] and the references cited therein. Based on the

type of information being exchanged, [9] divides the distributed

methodologies applied in power system operation into two cat-

egories: (i) generator-based decomposition with price / cost

information exchange and (ii) geography-based decomposition

with physical information exchange. Generator-based decom-

position approaches [31, 32] may lead to the exposure of the

actors strategy (through price / cost information), and in addi-

tion, these methods have only proven to be efficient when ne-

glecting global constraints of the system [9], e.g. power flow

equations and capacity limits of transmission lines. Conversely,

geography-based decomposition methods exchange information

related to the physical measures (i.e. voltage and power flows)

and provide a decomposition structure consistent with the topol-

ogy of physical power systems (i.e. the large system is divided

into several geographical sub-regions coupled by lines). Un-

der this category, ADMM has been identified as one of the

most applicable and efficient decomposition methods due to

its simplicity and better convergence performance compared

to other state-of-the-art algorithms for distributed optimization

[12]. ADMM has been applied to OPF problems [33, 16, 22, 13,

23, 14, 15], and more recently, to SCOPF problems [24, 25, 34].

Due to the non-convex nature of AC power flow equations,

ADMM is only assured to converge to the optimal solution

under specific contexts, e.g., radial distribution networks [33].

Nonetheless, several works have reported good results when ap-

plying ADMM directly to non-convex AC-OPF problems: [16]

showed how it converges to near-optimal solutions in a timely

fashion relative to other models, while [22] reports convergence

to a locally optimal solution on a large-scale Polish 2383-bus

transmission system. To overcome the difficulty of solving non-

convex OPF in a distributed manner, other works have opted for

relaxing or approximating the AC power flows. For instance,

several approaches proposed convexifying the OPF problem be-

fore applying the ADMM algorithm. Such convex relaxations

include a semi-definitive program [13], sequential convex ap-

proximations [23] and second-order cone relaxations [14]. For

a DC-OPF linearized approximation, Kraning et al. [15] sug-

gested a methodology for decomposing the OPF problem among

a collaborative agent network and a fully-distributed ADMM-

based algorithm to solve it. The convergence criterion is pro-

vided and simulation results on large random meshed systems

are conducted. More recently, some reports [35, 36] investi-

gated the performance of ADMM for solving OPF problems

with respect to different decomposition granularity (i.e. vary-

ing from tens to thousands of sub-regions), showing that the

decomposition strategy seem to be a defining factor for the

convergence speed. However, despite of testing the scalabil-

ity of ADMM for large-scale power systems, all these above

references address the OPF problem (i.e. without security con-

straints).

Several decentralized algorithms have been developed for

solving the SCOPF problem considering only transmission con-

tingencies and without modeling the PFC. [37] presents an agent-

based fully distributed DC-SCOPF approach to model line fail-

ures but the optimization method capitalizes on the Lagrange

Multipliers, which has poorer convergence and requires stronger

conditions than the ADMM method used in this paper. In the

current power system literature we also identify some papers

employing ADMM to solve the SCOPF problem in a decen-

tralized way. Chakrabarti et al. [24], building on the work

of [15], were the first to apply ADMM to solve the preven-

tive DC-SC-OPF problem with transmission line contingencies,

handling different reliability constraints across multiple scenar-

ios. However, the paper lacks any empirical evaluation in real

circuits (e.g. the distributed algorithm is only evaluated in a sin-

gle two bus system). In [34], authors employ ADMM with con-

vergence acceleration strategies but to solve a corrective DC-

SCOPF formulation without PFC that minimizes the number

of post-contingency corrections and power rescheduled. Au-

thors in [25] apply ADMM as an heuristic method to solve the

AC-SCOPF problem (i.e. with the original AC equations) with

line contingencies and test it in the large-scale Polish 3012-bus

system. Results show how the ADMM algorithm is capable

of yielding a robust solution, which is numerically proved to

be the global optimum. Li et al. tackled, in [26], a correc-

tive contingency-constrained tie-line scheduling problem, in the

context of multi-area system, using a robust optimization for-

mulation and the ADMM algorithm. The contingencies con-

sidered are, however, intra-area only, i.e. a contingency can

only impact devices in its own region and they don’t consider

contingencies on tie-lines, while it can be very harmful.

Although all these cited studies solve a SCOPF problem via the

ADMM algorithm, they neglect the action of the primary fre-

quency control, and hence, these works do not integrate the real

automatic reaction of the system to the loss of power balance.

In fact, as mentioned in [38], the primary frequency control

is usually less studied than the other frequency controls in the

literature. And yet, Karoui et al. [39] presents the modeling of

the primary reserve allocation in the corrective SCOPF prob-

lem. However, the paper uses a centralized approach (i.e. the

interior point method). Primary frequency control is also mod-

eled and solved with a centralized iterative algorithm in [40],

but its focus is on the optimization of the droop coefficients of

the generators participating in the PFC.

In summary, while some centralized approaches account for

the primary frequency control, it is not the case for existing de-
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centralized approaches. Hence, this work is the first to propose

a distributed security constrained optimal power flow with pri-

mary frequency control, using ADMM as a distributed algo-

rithm and a subsequent implementation solved by distributed

agents. As a result we are able to consider contingencies gen-

erating power imbalance, and specifically, on generators.

3. Background

In this section, we first review the ADMM algorithm and its ap-

plication to the SCOPF problem (for further details we refer the

readers to [24] and [15]). We then provide a formal definition

of the primary frequency control scheme in power systems and

some notation used in the rest of the paper.

3.1. Application of the ADMM to SCOPF problem

Following the network model proposed by Kraning et al.

[15], we divide the set of power system network components

into two groups: (i) the set of nets (N ), that, similarly to the

electrical bus concept, connect devices; and (ii) the set of de-

vices (D), that is composed of all power components that are

not buses. Each of these components c ∈ N ∪D is associated

to: (i) a local objective function that represents the component

operating cost (fc(·)); and (ii) a set of constraints that the op-

eration should satisfy in order to be feasible (Cc). We consider

here the linearized, or DC, power flow equations and thus con-

sider two types of variables: the active power and the voltage

phase angle.

Now, we create an edge for every pair of components whose

objective function or constraints have some variables in com-

mon (i.e. the cost and/or the feasibility of both components

depend on at least some shared variables). We will refer to this

set of edges as terminals (T ).

For each component c ∈ N ∪ D, we use c to refer to both

the component itself as well as to the set of terminals associ-

ated with it, i.e., we say t ∈ c if terminal t is associated with

component c. As shown in [15], for a power network this leads

to a bipartite graph between nets and devices in which each ter-

minal t connects a device and a net. In other words, the sets

of devices D and the set of nets N are both partitions of T , or,

the other way round, the set of terminals T can be partitioned

by either the devices or the nets. For example, Fig. 1a shows a

simple 3-bus circuit whereas Fig. 1b shows its network model

where nets are represented by rectangles, devices by circles and

the terminals by lines.

This model is extended in [24] to solve a SCOPF problem

in which the optimization is performed over a set of possible

contingency scenarios, L = {(0), . . . , (|L|)}. Here we assume

that the first scenario, (0), is the one that stands for the base

case (with no contingency). Given a scenario (s) ∈ L we define

D(s) as the set of devices that are disconnected in that scenario.

Thus, in a SCOPF problem, each terminal t ∈ T has associ-

ated one (active) power schedule over the set of contingencies

L: pt = (p
(0)
t , . . . , p

(|L|)
t ) ∈ R

|L|. For the rest of the paper we

will follow the following sign convention: power coming out

of a terminal to the device is positive and going into a terminal

from the device is negative (for a net point of view, signs are in-

verted). Then, for all (s) ∈ L, p
(s)
t is the (real) power consumed

(if positive, otherwise produced) by device d through terminal

t, for the contingency scenario (s). We provide, in Fig. 1b, the

nets and the devices partitions of the active power schedule of

T to illustrate the partitioning of the set of terminals. Similarly,

we use an analogous notation for voltage phase angle schedule

over the set of contingencies θt = (θ
(0)
t , . . . , θ

(|L|)
t ) ∈ R

|L|.

The set of all power schedules associated with a component

c ∈ D ∪ N (being c either a device or a net) is denoted by

pc = {pt|t ∈ c}, which we can associate with a |c|×|L| matrix.

For example, in Fig. 1b the set of active power schedules of the

device component l12 and of the net component n2 are defined

as pl12 = {pt2 , pt3} and pn2
= {pt1 , pt2} respectively. For

voltage phase angle schedules we use an identical notation to

power schedules, i.e. θc = {θt|t ∈ c}. Similarly, the set of all

power schedules of the network is denoted by p = {pt|t ∈ T}
and the set of all voltage phase angle schedules of the network

by θ = {θt|t ∈ T}, each of which can be associated with a

|T | × |L| matrix.

Under this model, the global objective function of the SCOPF

problem can be written as:

min
p,θ∈R|T |×|L|

∑

d∈D

fd(pd, θd) +
∑

n∈N

fn(pn, θn)

subject to ∀d ∈ D : pd, θd ∈ Cd,

∀n ∈ N : pn, θn ∈ Cn

(1)

where (pd, θd) and (pn, θn) are the variables of p and θ respec-

tively involved in fd and in fn.

The global objective function is intended to find the ac-

tive power and voltage phase angle schedules that minimize the

overall operating cost while satisfying the power flow equations

and being feasible for all specified contingency scenarios.

Following [15, 24], this optimization problem can be solved

by a distributed coordination protocol based on the Alternating

Direction Method of Multipliers (ADMM) [12]. Under ADMM

formulation, first, the nets objective functions are defined over

a duplicated copy of the original variables (i.e. denoted as ṗ, θ̇)

and equality coupling constraints (p = ṗ, θ = θ̇) are added to

keep the equivalence with Eq. 1.

min
p,θ∈R|T |×|L|

∑

d∈D

fd(pd, θd) +
∑

n∈N

fn(ṗn, θ̇n)

subject to ∀d ∈ D : pd, θd ∈ Cd,

∀n ∈ N : ṗn, θ̇n ∈ Cn,

p = ṗ, θ = θ̇

(2)

The scaled form of the augmented Lagrangian is then formed

by relaxing the equality coupling constraints:

L(p, ṗ, θ, θ̇, u, v) =
∑

d∈D

fd(pd, θd) +
∑

n∈N

fn(ṗn, θ̇n)

+
ρ

2
(||p− ṗ+ u||22 + ||θ − θ̇ + v||22)

(3)
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(a) 3-bus circuit

(b) Network model

Figure 1: a) A simple bus test circuit and b) its graphical representation in the

network model from [15] and the partitions of the active power schedule.

where ρ is the scaling parameter, u and v are the dual variables

associated, respectively, with the active power schedule p and

the voltage phase angle schedule θ.

The problems then become separable using the fact that the

set of devices D and the set of nets N are both partitions of the

set of terminals T , and that imply the later equalities:

||p− ṗ+ u||22 =
∑

t∈T

||pt − ṗt + ut||
2
2

=
∑

d∈D

||pd − ṗd + ud||
2
2 =

∑

n∈N

||pn − ṗn + un||
2
2

||θ − θ̇ + v||22 =
∑

t∈T

||θt − θ̇t + vt||
2
2

=
∑

d∈D

||θd − θ̇d + vd||
2
2 =

∑

n∈N

||θn − θ̇n + vn||
2
2

The ADMM algorithm eventually consists in, alternatively,

minimizing the Lagrangian of Eq. 3, using previous equalities,

by: first fixing the values of nets variables (ṗ, θ̇), second fixing

the value of devices variables (p, θ), and finally updating the

scaled dual variables (u and v). In that way, ADMM can be

viewed as a version of the method of multipliers in which sepa-

rable minimization steps over different primal variables are per-

formed in successive steps. The convergence speed of ADMM

depends on the choice of the scaling parameter (ρ) so in practice

this parameter is tuned empirically for each specific application.

In a nutshell, the ADMM algorithm consists in iteratively

applying the following three steps at a given iteration k+1 and

for some scaling parameter ρ > 0:

The device-minimization step (i.e. parallelized among devices):

(pk+1
d , θk+1

d ) = arg min
pd,θd∈Cd

(fd(pd, θd)+

ρ

2
||pd − ṗkd + uk

d||
2
2+

ρ

2
||θd − θ̇kd + vkd ||

2
2), ∀d ∈ D

(4)

The net-minimization step (i.e. parallelized among nets):

(ṗk+1
n , θ̇k+1

n ) = arg min
ṗn,θ̇n∈Cn

(fn(ṗn, θ̇n)+

ρ

2
||pk+1

n − ṗn + uk
n||

2
2+

ρ

2
||θk+1

n − θ̇n + vkn||
2
2), ∀n ∈ N

(5)

The (price) scaled dual variables update (i.e. parallelized among

nets):

uk+1
n = uk

n + (pk+1
n − ṗk+1

n ), ∀n ∈ N (6)

vk+1
n = vkn + (θk+1

n − θ̇k+1
n ), ∀n ∈ N (7)

The problem is, by construction, already separated in local sub-

problems which allows each component (either net or device) to

solve its sub-problem in parallel and to coordinate via message-

passing through terminals.

At each iteration, each device component computes a min-

imization step for its local objective function (Eq. 4) that min-

imizes the operating cost of the device (i.e. encoded by fd
and Cd), and a penalty that depends on messages passed to it

through its terminals by its neighboring nets in the previous it-

eration (ṗkn , θ̇kn, uk
n and vkn). Similarly, each net component

computes its minimization (Eq. 5) and scaled dual variables

steps (Eq. 6 and 7) with an argument that depends on mes-

sages passed to it through its terminals by its neighboring de-

vices in the previous iteration (pk+1
d , θk+1

d ). In more detail, nets

are loss-less energy carriers (i.e. buses) with zero cost function

(e.g. fn(·) = 0) but with constraints on the power and phase

schedules of their terminals that enforce Kirchhoff’s physical

laws. Following [15, 24] each net n ∈ N requires power bal-

ance and phase consistency, which is represented by the con-

straints:
∑

t∈n

ṗt = 0, (8)

θ̇t = θ̇t′ , ∀t, t′ ∈ n (9)

For these constraints specified above the computation of the

net-minimization step (Eq. 5) can be solved analytically as in

[15]4 as follows, ∀(s) ∈ L, ∀t ∈ n:

ṗ
k+1(s)
t = p

k+1(s)
t −

1

|n|

∑

t∈n

p
k+1(s)
t , (10)

θ̇
k+1(s)
t =

1

|n|

∑

t∈n

θ
k+1(s)
t , (11)

with |n| the number of terminals (connections) of net n, i.e. the

size of vectors ṗn and θ̇n.

4Eq. 10 and 11 are the results of a projection on an hyperplane defined by

the constraints of Eq. 8 and 9.
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These three steps are done iteratively until a sufficient con-

sistency is reached at each net. The consistency is quantified us-

ing primal and dual residuals, and the threshold for the conver-

gence depends on the required absolute tolerance (ǫabs). ADMM

is guaranteed to converge to the optimal solution when all de-

vices have convex, closed, proper objective functions and a fea-

sible solution to the SCOPF exists.

3.2. Primary frequency control

In this section, the local steady-state equations of the PFC

are first presented, before providing the global variables and

calculations of the frequency deviation across the overall sys-

tem. Since this paper focuses on preventive SCOPF, the change

of generators power schedule, following a contingency (s) ∈ L,

is only due to the response of the power system automatic con-

trol:

∀g, p(s)g = p(0)g +∆p(s)g (12)

where p
(s)
g is the generation after PFC due to contingency (s) of

generator g, p
(0)
g is the generation in the base case (0), i.e. prior

any contingency and ∆p
(s)
g is the primary frequency response

of the generator g due to contingency (s).
The primary frequency response in steady-state follows the

following five principles:

1. After the primary frequency response, the system should

reach a new steady-state and thus the generation should

equal the consumption. In other words, the power bal-

ance of the system should be kept after the primary fre-

quency response of generators, despite the disturbance,

∆P , of the initial power balance of the system.

2. The primary frequency response of a generator g to a

disturbance of the power balance of the system is deter-

mined by its coefficient Kg .5 Formally:

∆p(s)g = Kg · α
(s) (13)

where α(s) is the steady-state relative frequency devia-

tion for contingency (s) ∈ L defined as:

α(s) = −
∆f

f0
=

∆P
∑

g 6∈D(s)

Kg (14)

where f0 is the base frequency6, ∆f is the frequency de-

viation after PFC and ∆P is the power deviation from

schedule.

Although the relative frequency deviation is the same across

the whole power system (i.e. it is a global value), notice

that, in the case of contingencies leading to area sepa-

ration, we will have a different frequency deviation for

each separated area.

5Kg is defined as the ratio of the nominal active power and the speed droop

of the generator (both constants and depending on the generators characteris-

tics).
6Regulated frequency of the grid (50Hz or 60Hz depending of the country)

3. The active production of each generator has to remain

within its production limits

Pmin ≤ p(s)g ≤ Pmax (15)

4. The primary response of each generator cannot exceed

the ramp constraints7:

Rmin ≤ ∆p(s)g ≤ Rmax (16)

5. Once a generator reaches its (ramp or production) limits,

the other generators have to compensate the non-allocated

power according to their own speed droop. Thus, when a

generator does not change as expected because it reached

some constraints, this is reflected in the frequency devia-

tion ∆f (s) and in the contribution of the other generators.

4. Distributed DC-SCOPF with PFC

In this section, we present our distributed algorithm to the DC-

SCOPF problem. We extend the distributed (N-1) DC-SCOPF

model reviewed in Section 3 in order to be able to take into ac-

count the automatic response of generators as part of its partic-

ipation to the PFC. With this aim, we introduce a new variable

representing the (steady-state) relative frequency deviation that

will be used to coordinate the power allocation process after a

contingency takes place. Since the frequency deviation for a

contingency scenario is a global variable of the power system

the SCOPF problem with PFC needs to be carefully reformu-

lated into a suitable form so that it can be solved by ADMM in

a distributed manner.

With this aim, we extend the SCOPF model in Section 3.1

by creating for each contingency scenario (s) a duplicated rel-

ative frequency deviation variable (α(s)) at each terminal. As a

result, the objective function of the SCOPF problem (Eq. 2) is

reformulated to include the relative frequency variables as:

min
p,θ,α∈R|T |×|L|

∑

d∈D

fd(pd, θd, αd) +
∑

n∈N

fn(ṗn, θ̇n, α̇n)

subject to ∀d ∈ D : pd, θd, αd ∈ Cd,

∀n ∈ N : ṗn, θ̇n, α̇n ∈ Cn,

p = ṗ, θ = θ̇, α = α̇

(17)

Thus, by duplicating relative frequency deviation variables, the

problem decomposes into sub-problems as in the original model.

The correct relative frequency deviation is obtained after the set

of duplicated (local) variables related to the same contingency

iteratively reaches consensus via ADMM. Moreover, the nets

and devices sub-problems are modified to take into account the

PFC as follows:

• Nets: in addition to the Kirchhoff’s constraints, the net

model is extended to also verify locally that, in each sce-

nario, all the terminals have the same relative frequency

deviation.

7∆p
(s)
g is limited because generators cannot change their production at any

speed.
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• Transmission lines: the model is extended to restrict that

local relative frequency deviations on both sides of the

line are equal for each scenario.

• Generators: the model is reformulated so that its pro-

duction on the different scenarios is proportional to the

relative frequency deviation and to the generator coeffi-

cient, when the generator is not the device undergoing an

outage. Since, as we will see, this formulation leads to

a non-convex device-minimization problem, we propose

an approximation to return to convexity.

The following sections detail this reformulation of nets (Sec-

tion 4.1) and devices (Section 4.2) local problems.

4.1. Formulation of nets local sub-problem

In addition to the Kirchhoff’s constraints, to consider primary

frequency control, each net constrains that in each scenario all

the terminals have the same relative frequency deviation:

α̇
(s)
t = α̇

(s)
t′ , ∀t, t′ ∈ n, ∀(s)∈ L (18)

For these constraints on the relative frequency deviation the

ADMM net-minimization step (Eq. 5) can be solved analyti-

cally (as a projection on an hyperplane, as in [15]) as follows:

α̇
k+1(s)
t =

1

|n|

∑

t∈n

α
k+1(s)
t (19)

For the power and phase angle variables, since they are con-

strained as defined in Eq. 8 and 9, they are updated by the same

analytical solutions as in Eq. 10 and 11.

Moreover, in addition to the scaled dual variables updates

related to the active power and voltage phase angle (Eq. 6-7),

each net also updates the dual variables related to the relative

frequency deviation variables:

ωk+1
n = ωk

n + (αk+1
n − α̇k+1

n ), ∀n ∈ N (20)

4.2. Formulation of devices local sub-problems

Each device component is responsible for defining its local cost

function and constraints as well as for implementing the device-

minimization step. Formally, ∀d ∈ D:

(p
k+1(s)
d

,θ
k+1(s)
d

,α
k+1(s)
d

) = argmin
pd,θd,αd∈Cd

(fd(pd, θd, αd)

+
ρ

2
(||pd − ṗkd + uk

d||
2
2 + ||θd − θ̇kd + vkd ||

2
2

+||αd − α̇k
d + wk

d ||
2
2)),

(21)

The next subsections detail these local sub-problems and lo-

cal optimizations steps for the three types of devices considered

in this paper: generators, transmission lines and loads.

4.2.1. Generators

A generator is a single terminal device which produces power

with a local cost for operating the generator at a given power

level and some operating constraints that limit this power out-

put. Following [15, 24] we consider that a generator g encodes

its production cost by means of a quadratic cost function:

fg(p
(0)
g ) = β ·

(

p(0)g

)2

+ γ · p(0)g (22)

where β, γ > 0 are respectively the quadratic and linear cost

coefficients. It is observed here that as it is common in SCOPF

problems, the cost of operation of the generation only depends

on its power generation in the base case scenario (i.e. contin-

gencies are not expected to happen in a regular basis so the cost

of generation to deal with a contingency is usually neglected).

Also in the base case the power output of the generator is

bounded by its production limits:

Pmin
g ≤ p(0)g ≤ Pmax

g (23)

Then, for contingency cases implying the outage of the gen-

erator (g ∈ D(s)), the power output of the generator g should

be zero:

p(s)g = 0, ∀(s) ∈ {L|g ∈ D(s)} (24)

Finally, for the rest of contingency cases (i.e. in which

the generator is operative), we need to extend the set of con-

straints to take into account the generator automatic frequency

response. Hence, unlike [24], the power output of the genera-

tor in these contingencies will not be the same as the output in

the base case scenario but instead it will follow the generator

automatic adaptation of the generation. This adaptation is pro-

portional to the generator coefficient and bounded by its ramp

limits, ∀(s) ∈ {L|g /∈ D(s)}:

∆p(s)
g =























−Rmin
g if Kg · α

(s)
g ≤ −Rmin

g

Kg · α
(s)
g if −Rmin

g ≤ Kg · α
(s)
g ≤ Rmax

g

Rmax
g if Kg · α

(s)
g ≥ Rmax

g

(25)

Moreover, in all scenarios the power output of the generator has

to remain within its production limits, ∀(s) ∈ {L|g /∈ D(s)} :

p(s)g =











Pmin
g if p

(0)
g +∆p

(s)
g ≤ Pmin

g

p
(0)
g +∆p

(s)
g if Pmin

g ≤ p
(0)
g +∆p

(s)
g ≤ Pmax

g

Pmax
g if p

(0)
g +∆p

(s)
g ≥ Pmax

g

(26)

Unfortunately, the step functions in Eq. 25 and Eq. 26 lead

to a non-convex device-minimization problem. To overcome

this, we fix the primary frequency response of each generator as

p
(s)
g = p

(0)
g +Kg ·α

(s)
g and we replace the step functions by two

linear constraints that directly bound the domain of variables

α
(s)
g and p

(s)
g . In particular, Eq. 25 is replaced by:

−Rmin
g

Kg

≤ α(s)
g ≤

Rmax
g

Kg

(27)

and Eq. 26 by:
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Pmin
g ≤ p(s)g ≤ Pmax

g (28)

Such modifications allow us to keep the device-minimization

problem for generators convex and thus, we can rely on off-the-

shelf optimization tools to solve it efficiently. In particular, we

solve the unconstrained problem and then project the solution

on the intersection of the constraints defined by Eq. 27 and Eq.

28, using Dykstra’s alternating projection algorithm [41].

Notice that these two constraints are more restrictive than

the original ones (i.e. they reduce the feasible region of the

problem). In more detail, with the original constraints it may

be the case that the automatic frequency response of a genera-

tor reaches either its ramp or power outputs limits and that the

other generators have, in turn, to compensate the non-allocated

power according to their coefficient. Instead, the linear con-

straints do not consider this case and the model is restricted

to find base case configurations that are capable to deal with

any single-element contingency and in which the automatic re-

sponse of generators do not reach their local limits (i.e. no com-

pensation will be needed from any generator further than the

planned one). We acknowledge that this more restrictive model

can end up finding less economically efficient base case solu-

tions. However, we also highlight that in such cases the relative

frequency deviation corresponding to the power imbalance in

some contingency will also be lower and hence, the solutions

found under this model can be also seen as more secure.

4.2.2. Transmission lines

A (transmission) line is a two-terminal device used to transfer

power from one net (i.e. bus) to another. Here, we use a linear

DC-OPF model for lines, often used in the literature to get rid

of the non-convexity of the physics of AC circuits. Under this

model the power flow equations ignore real power losses as well

as reactive power and voltage magnitude is assumed to be equal

to 1 pu. A line l has a zero cost function (fl(·) = 0) but the

power flows and voltage phase angles on both sides of the line

are constrained. In particular, the power flow through the line

depends on: (i) the power schedules (pl1 and pl2 ) and voltage

phase angles (θl1 and θl2 ) at both sides of the line (i.e. indexes

1 and 2 refer to the two different sides of the line l); and on the

susceptance of the line (b).
In particular, for contingency cases in which the line l is not

involved in the outage (i.e. ∀(s) ∈ {L|l /∈ D(s)}) the power

and phase schedules should satisfy the relations:

p
(s)
l1

= −p
(s)
l2

= b · (θ
(s)
l2

− θ
(s)
l1

), (29)

But if the contingency case implies the outage of the line l (i.e.

∀(s) ∈ {L|l /∈ D(s)}) the power transmitted through the line

should be zero:

p
(s)
l1

= p
(s)
l2

= 0, (30)

Moreover, in each scenario, the power going through the line

has to be lower than its maximum capacity (i.e. long-term ca-

pacity in the base case and short-term capacity in a contingency

case):

− Cmax
l ≤ p

(s)
l1

≤ Cmax
l , ∀(s) ∈ L (31)

Finally, the line also constrains that the relative frequency

deviation on both sides of the line are equal:

α
(s)
l1

= α
(s)
l2

, ∀(s) ∈ {L|l /∈ D(s)} (32)

Notice that the problem of transmission lines is separable over

the set of scenarios (i.e. there is no constraint linking the vari-

ables of different scenarios) and hence line sub-problems can be

solved independently for each scenario. Similarly, the terms de-

pending on the relative frequency deviation variables for a given

scenario are independent from other types of variables. Thus,

given a scenario (s) ∈ {L|l /∈ D(s)} the device-minimization

step to update the relative frequency deviation variables reduces

to:

(α
k+1(s)
l1

, α
k+1(s)
l2

) =argmin
αl1

,αl2

(
ρ

2
||αl1 − α̇

k(s)
l1

+ w
k(s)
l1

||22

+
ρ

2
||αl2 − α̇

k(s)
l2

+ w
k(s)
l2

||22)

subject to: α
(s)
l1

= α
(s)
l2

(33)

Eq. 33 results in a projection on an hyperplane and can be

solved analytically (see [42]) as follows:

α
k+1(s)
l1

= α
k+1(s)
l2

=
α̇
k(s)
l1

− ω
k(s)
l1

+ α̇
k(s)
l2

− ω
k(s)
l2

2
(34)

The active power schedules and voltage phase angles are cou-

pled in each contingency scenario, when on the contrary, the

variables between the different scenarios are independent. Thus,

given a scenario (s) ∈ {L|l /∈ D(s)} the transmission line prob-

lem to update the active power schedules and voltage phase an-

gles variables reduces to:

(p
k+1(s)
l1

, θ
k+1(s)
l1

, p
k+1(s)
l2

, θ
k+1(s)
l2

) = argmin
pl1

,θl1 ,pl2
,θl2

(

ρ

2
||pl1 − ṗ

k(s)
l1

+ u
k(s)
l1

||22 +
ρ

2
||pl2 − ṗ

k(s)
l2

+ u
k(s)
l2

||22

+
ρ

2
||θl1 − θ̇

k(s)
l1

+ v
k(s)
l1

||22 +
ρ

2
||θl2 − θ̇

k(s)
l2

+ v
k(s)
l2

||22)

subject to : pl1 = b · (θl2 − θl1), pl1 = −pl2 ,

−Cmax
l ≤ pl1 ≤ Cmax

l

(35)

We solve the problem in Eq. 35 while ignoring the inequality

constraints that model the line capacity, and by using a matrix

formulation. We introduce the following vectors and matrix:

X
(s)
li

=

[

p
(s)
li

θ
(s)
li

]

, ZU
k(s)
li

=

[

ṗ
k(s)
li

− u
k(s)
li

θ̇
k(s)
li

− v
k(s)
li

]

, and B =

[

−1 0
1
b

1

]

.

With i being equal either to 1 or 2 depending on the side l1 or

l2 of the line. The solution is then the vector:

X
k+1(s)
l1

= (I +BT ·B)−1
(

ZU
k(s)
l1

+BT · ZU
k(s)
l2

)

(36)

When the capacity limit of the line is reached, the optimal active

power is equal to the limit reached noted pliml and the voltage

phase angles are determined using Eq. 29 and the preferred

value from each bus. Formally:

θl1 = 1
2 ·

(

θ̇
k(s)
l1

− v
k(s)
l1

+ θ̇
k(s)
l1

− v
k(s)
l1

+
plim
l

bl

)

,

θl2 =
plim
l

bl
+ θl1 .

All in all, the line sub-problems, represented by Eq. 33 and

35, are eventually solved analytically.
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4.2.3. Fixed loads

A fixed load fl is a single terminal device with zero cost func-

tion (ffl(·) = 0) which is simply described by a desired con-

sumption pfl ∈ R. In this paper, we assume that only genera-

tion will adapt in front of a contingency (i.e. loads will remain

fixed) and hence, the solution for a fixed load remains con-

stant across all iterations of the algorithm as ∀(s) ∈ {L|fl /∈

D(s)}, p
(s)
fl = pfl .

5. Simulation results

This section presents simulation results on three circuits: the

IEEE 14-bus, the large-scale IEEE RTS 96 3-area system and

a two-area system (derived from the duplication of the IEEE 9-

bus). For each circuit, we compute the N-1 SCOPF with PFC

solution with the ADMM-approach proposed in this paper as

well as the OPF solution using the ADMM-approach from [15]

for assessing the cost of security.8 The distributed ADMM al-

gorithm is implemented, in both cases, as a multi-agent sys-

tem using the Java Agent Development (JADE) platform [43],

where each agent solves its corresponding sub-problem in par-

allel. The two ADMM parameters (the scaling parameter and

the absolute tolerance) are set to the values given in Table 1.

The base power of the systems is 100MVA (used for per unit

calculations), so for a tolerance of 10−4, it means that at most

the power balance needs to be respected with a tolerance of

maximum 10kW.

IEEE 14-bus IEEE RTS 96 3-area Two area system

ρ 1.0 0.1 1.0

ǫ 10−4 10−3 10−4

Table 1: ADMM parameters values.

5.1. IEEE 14-bus

In this subsection the proposed SCOPF with PFC is tested on

the IEEE-14-bus test system with the transmission data from

the Power System Test Case Archive 9. The system, repre-

sented in Figure 2, is composed of 11 loads, 20 lines and 5 gen-

erators. We completed the model by setting the line capacity

limits to 110MW for both, short-term and long-term settings.

Table 2 details the parameters used for the different generators.

Notice that each generator is modeled with a ramp up limit of

35MW/min. Table 2 also specifies the generator coefficient Kg ,

computed as the ratio of the nominal active power of the gener-

ator, set to the generator maximum power output (Pmax), and

the speed droop, set to 5%.

Solving the OPF problem takes 1093 iterations whereas the

SCOPF problem taking into account N-1 contingencies (of all

lines and generators) is solved in 3582 iterations. Regarding the

8The cost of security is defined as the percentage cost increase between the

solution of the OPF problem and that of the SCOPF.
9https://www2.ee.washington.edu/research/pstca/

Figure 2: IEEE 14-bus test system.

Gen. Pmax Pmin Rmax β γ Kg

MW MW MW/min $/MWh2 $/MWh MW/%

g1 332.4 0 35 0.043 20 6.65

g2 140 0 35 0.25 20 2.80

g3 100 0 35 0.01 40 2.00

g4 100 0 35 0.01 40 2.00

g5 100 0 35 0.01 40 2.00

Table 2: Generators parameters used in the IEEE 14-bus test system.

cost of security, the N-1 security constraints increases the cost

of generation by 6.2% (i.e. from 7835$ for the OPF solution to

8359$ for the N-1 solution).

The largest frequency deviation is reached in the contin-

gency case that models the disconnection of generator g1, that

as stated in Table 2 is the cheapest and largest generator of the

system. Table 3 shows that in this case, the frequency devi-

ation of the system computed by our algorithm corresponds

to 1.25% deviation, i.e. 625 mHz for a 50Hz system. It is

easy to see that this value corresponds to the theoretical fre-

quency deviation value: in the base case, generator g1 sup-

plies 110MW (see Table 3), so ∆P = 100MW when this

generator is out of service, and then by Eq. 14, we obtain

α = 110MW/(Kg2 + Kg3 + Kg4 + Kg5) = 1.25% using

the coefficients of generators from Table 2.

Next we detail the constraints involved in this test case to

further illustrate the ability of the method to enforce some global

constraints, in a fully distributed manner, and the impact of the

assumption taken in the generators model. Since g2 has the

largest coefficient Kg when g1 is disconnected and all gener-

ators have the same ramp capacity, g2 is the limiting genera-

tor in term of relative frequency deviation of the system. The

power supply of generator g1 in the base case (p
(0)
g1 ) is then con-

strained by Eq. 27, so that, its disconnection does not cause a

relative frequency deviation greater than Rmax

Kg2
= 1.25%. This

explains why the active power schedule of g1, in Table 3, de-

creased by 35%, from 168MW in the OPF solution to 110MW

in the SCOPF solution.
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SCOPF contingency scenarios

Variable OPF base case g1

α(s) – – 1.25 %

pg1 -168 MW -110 MW 0 MW

pg2 -43.3 MW -41.5 MW -76.5 MW

pg3 -42.9 MW -36.3 MW -61.3 MW

pg4 0 MW -36.3 MW -61.3 MW

pg5 -4.7 MW -35 MW -60 MW

Table 3: Comparison of the results between OPF and N-1 SCOPF for the IEEE

14-bus test system.

5.2. Application to a large-scale system: IEEE RTS 96 3-area

This subsection investigates the scalability of our algorithm by

testing it on a larger system with a larger number of contingen-

cies: the IEEE RTS 96 3-area test system [44]. The problem

leads to 340 different sub-problems when counting the buses,

lines, loads and generators, each managed by a different agent.

In the experiments, we considered three sets of contingen-

cies: (1) all single-line contingencies; (2) all single-generator

contingencies; and (3) all single-line and single-generator con-

tingencies. These three sets allow a comparison of the impact

of the number of scenarios on the number of iterations needed

by the algorithm to converge.

Table 4 provides a summary of the number of contingency

scenarios considered in each test, the number of iterations needed,

and the costs of operation. The cost of the OPF solution is

167k$ when the cost of the N-1 SCOPF with PFC when con-

sidering all contingencies (lines and generators) is 179k$ which

makes a 7% increase to guarantee the security of the system.

Observe that the cost of security mainly comes from the contin-

gencies on generators as when considering only lines failures,

the solution of the SCOPF does not increase the cost of opera-

tion and so the base case solution in this case is the same as the

one of the OPF.

The largest relative frequency deviation is of 0.18% devia-

tion, i.e. 90mHz for a 50Hz system, and is obtained when any

of the six generators producing the maximum output in the base

case (385.5MW) is disconnected.

Notice that the SCOPF solution needed 35% less iterations

to converge compared to the OPF solution. A plausible expla-

nation for this finding is that by adding more constraints, the

feasible solution space is reduced, and thus, it is easier to ex-

plore [45]. Thus, as other works (e.g. [36]) found that consid-

ering a larger circuit in OPF does not necessarily imply a worse

convergence performance, here our results show that consider-

ing a larger number of scenarios in SCOPF does not necessarily

imply a worse convergence performance either.

5.3. Separation of transmission system areas in a two-area sys-

tem

In this subsection, we investigate the capability of our model

to consider the disconnection of two interconnected transmis-

sion areas. With this purpose, we built a two-area system (in

Figure 3) by duplicating the IEEE 9-bus test system and adding

an interconnection line (i.e. between bus 7 and bus 16) with a

# of # of Cost

scenarios iterations k$

OPF 0 7627 167.3

Lines contingencies 120 6778 167.3

Generators contingencies 96 3881 179.0

All lines and generators 216 4947 179.7

Table 4: Results on the IEEE RTS 96 3-area test system.

Gen. Pmax Pmin Rmax β γ Kg

MW MW MW/min $/MWh2 $/MWh MW/%

g1 250 0 60 0.11 5 5.0

g2 300 0 60 0.085 1.2 6.0

g3 270 0 60 0.1225 1 5.4

g4 150 0 60 1.1 50 3.0

g5 200 0 60 1.0 12 4.0

g6 170 0 60 1.3 10 3.4

Table 5: Generator parameters in the IEEE 9-bus duplicated test system.

capacity of 250MW connecting both systems. Table 5 details

the parameters used for the different generators. Notice that

the power exchange between both areas is ensured by multiply-

ing the quadratic and linear cost coefficient of generation by 10

in the second area (buses 10 to 18). Also, all generators have

the same ramp up equal to 60MW/min. Finally, the maximum

power output of generators of the second area is reduced by

100MW and the load on bus 16 is increased by 30MW to make

the two areas consumptions different.

We first solve the OPF problem on this system and, as ex-

pected, the power flow through the interconnection line 7-16

reaches its maximum, i.e. 250MW, with a generation cost of

19.9k$. It took 1357 iterations to find the solution.

Figure 3: Two area test system derived from the duplication of the IEEE 9-bus

test system.

We then consider the SCOPF with only one contingency:

the disconnection of line 7-16 which leads to the separation of

the two areas. Note that under this contingency, the primary

reserves of each area will need to recover from the lost inter-

connection line power transfer and hence the maximum power

transfer capacity of this line in SCOPF cannot exceed the re-

serve of any of the two areas. We can compute the primary

10



(a) Number of iterations to reach convergence.

(b) Cost of the N-1 solution.

(c) Power exchanged in the tie line.

(d) Largest frequency deviation resulting from a generator disconnection and ab-

solute frequency deviation value in each area in case of separation (line 7-16

contingency).

Figure 4: Duplicated IEEE 9-bus results.

reserves of each area based on the maximum value of α that

is constrained as in Eq. 27. The most restrictive area is the

second area with a maximum relative frequency deviation of

α = 1.5%. This corresponds to the maximum primary reserves

in this area and to a maximum power transfer in the tie line of

156MW and to a relative frequency deviation for the first area

of α = −0.95%. These values are the same than the ones ob-

tained by our algorithm. The SCOPF solution in this case has a

43.5% increment in cost with respect to the OPF solution (i.e.

to 28.6k$) explained by the increment of the cost of generation

parameters in the second area. The solution was found in 1913

iterations.

Most of the algorithms solving SCOPF problem do not con-

sider the separation of a system into different areas, mainly be-

cause, to be able to consider those cases, further developments

are needed, such as the detection of the separated areas. A ma-

jor advantage of our approach is that there is neither need to

detect the separation of the system, nor to adapt the algorithm

to consider the separation scheme.

After this first test, we propose to consider all single-lines

and single-generators contingencies, and to vary the capacity

limit of line 7-16 to evaluate how having a less or more con-

strained problem affects the cost of the solution. Figure 4a de-

picts the number of iterations needed to find the N-1 solution

by the SCOPF with PFC when varying the capacity of the inter-

connection line among the two areas. The proposed distributed

algorithm is able to find the N-1 solution for all the scenarios

and the security constraints do not impact significantly the num-

ber of iterations needed to reach the convergence criteria. This

instantiates the good scalability of the algorithm, even when

considering the separation of the system into different areas.

Figure 4b depicts the cost of the N-1 solution when varying

the capacity of the interconnection line among the two areas.

Observe that as expected, when increasing the tie line capacity,

the cost of the solutions decreases. However, after reaching a

capacity of 180MW, the cost does not vary, which means that

the capacity of line 7-16 is no longer the limiting constraint.

This hypothesis is confirmed in Figure 4c where we see that, in-

deed, reducing the capacity of line 7-16 decreases the power ex-

change and thus tends to distribute the power generation in the

two areas. The maximum power exchange in these two regions

is then 100MW, regardless of the capacity of interconnection if

it is greater than 180MW. Finally, Figure 4d shows the largest

frequency deviation that results from a generator disconnection,

as well as, the absolute value of the relative frequency deviation

that results from the disconnection of line 7-16, in each area.

The objective here is to assess if the separation is more disturb-

ing than the loss of any of the generators, and how it evolves

when the transfer capacity of the interconnection line changes.

We observe that for a capacity up to 170MW, the worst devi-

ation is caused by the loss of a generator. In contrast, with a

capacity greater than 170WM, the event that would provoke the

worst frequency deviation is the loss of the interconnection line.

In summary, experiments show that the proposed algorithm is

able to integrate the separation of an interconnected system, and

to propose a schedule that allows a safe separation.

6. Conclusions and future work

This paper presents the first totally distributed ADMM-based

method to solve the security constrained power flow with pri-

mary frequency control. In more detail, we extend the dis-

tributed security-constrained optimal power flow framework from

[24] to take into account the automatic primary frequency con-

trol of generators and we solve it in a fully distributed manner

11



using the ADMM algorithm. The contribution of this paper al-

lows to distributedly find solutions for the SCOPF problem that

remain stable after the disconnection of a generator, a line or

even after system area separation – all without requiring any

form of central coordination. Moreover, the distributivity of the

method naturally preserves the independence of individual re-

gion operators and achieves high scalability while fully taking

advantage of their interconnection via a localized peer-to-peer

communication paradigm.

Empirical results on the IEEE 14-bus and the IEEE 3-area

RTS 96 tests systems show how our method is able to find

optimal SCOPF solutions for these circuits, defining for each

contingency case the corresponding power flows and steady-

state frequency deviation. These results demonstrate not only

the high scalability of our approach but also that considering a

larger number of contingencies does not necessarily implies a

worse convergence performance (solving the SCOPF problem

in a large multi-area system, with 216 contingencies, takes 35%

less iterations than solving the OPF problem). We finally tested

the robustness of our distributed method to the most disturbing

change in an interconnected power system, that is the separa-

tion of areas of the system. Results obtained on a duplicated

IEEE 9-bus test system eventually prove the intrinsic robust-

ness of this method to any change of topology without even any

need of propagate the origin of the change.
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