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Abstract This paper investigates a new approach to

approximate semi-discrete optimal transport for large-

scale problem, i.e. in high dimension and for a large

number of points. The proposed technique relies on a

hierarchical decomposition of the target discrete distri-

bution and the transport map itself. A stochastic op-

timization algorithm is derived to estimate the param-

eters of the corresponding multi-layer weighted near-

est neighbor model. This model allows for fast evalu-

ation during synthesis and training, for which it ex-

hibits faster empirical convergence. Several applications

to patch-based image processing are investigated: tex-

ture synthesis, texture inpainting, and style transfer.

The proposed models compare favorably to the state of

the art, either in terms of image quality, computation

time, or regarding the number of parameters. Addition-
ally, they do not require any pixel-based optimization

or training on a large dataset of natural images.

Keywords Optimal Transport · Texture Synthesis ·
Patch matching · Image Inpainting · Style Transfer

1 Introduction

Since its original formulation by Monge [37], the theory

of optimal transportation has been very widely devel-

oped [59,50] and has found many applications in com-
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putational sciences [44]. Given two probability distri-

butions µ (source) and ν (target), the optimal trans-

port (OT) problem consists in finding a way to transfer

the source mass µ onto the target mass ν while mini-

mizing a transportation cost. The solution then defines

a distance between µ and ν that is truly sensitive to the

distances in the underlying spaces. Thus OT provides

a natural way to compare probability distributions.

Therefore, OT has been used for numerous appli-

cations in imaging science. Firstly, applying OT in the

color space permits to evaluate the distance between

the color distributions of two images, which was used

in [49] for image retrieval. The corresponding OT maps

provide candidates to transfer the colors from one im-

age to the other, but must be regularized to produce

visually plausible results [47]. Similarly, from two im-

ages, one can transfer the colors to a kind of averaged

color distribution, which was coined as midway image

equalization in [7]. Both problems of color transfer and

color equalization have found a variational formulation

in [43]. In these color applications, the transport maps

act on a three-dimensional space for RGB images and

on a one-dimensional space for graylevel images. Even

before that, a one-dimensional OT distance was used

to compare angular descriptors identified as probabil-

ity distributions on the circle, in order to address image

matching [46]

In a higher-dimensional setting, several authors pro-

pose to use OT distances to compare images identified

as probability distributions. For example, a Kantorovich-

Rubinstein norm was used in the data-fidelity term for

image denoising in [29]. Transportation maps acting on

images can then be used to perform image warping [1,

22,42,34,12], which is relevant for images that reflect

some kind of density of material. Notice that similar

tools can also be used to process shapes identified as
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probability distributions which allows to perform shape

interpolation [53] and shape registration [10] with ap-

plications in brain imaging [11].

Several other imaging applications require to use op-

timal transport in a feature space. Indeed, gathering

several features defined around a pixel gives informa-

tion on the regularity or textural aspect of the image in

the neighborhood. Such a point of view was already de-

veloped in [49] for image retrieval. The authors of [48]

proposed to address image segmentation by constrain-

ing the distribution of features (color and derivatives

norms) in the segmented regions. More generally, it is

possible to use OT distances between feature distribu-

tions, or even image distributions, for texture model-

ing. In [60], the OT distance between Gaussian tex-

ture models was related to the distance between Fourier

transform modulii, which led to an elegant formulation

of Gaussian texture mixing. The authors of [54] pro-

posed to use OT distances between distributions of lin-

ear and non-linear features (e.g. wavelet responses or

dictionary-based features) to address texture synthesis

and restoration. In the present paper, considering that

the textural aspect is encoded in the patch distribu-

tion, we will exploit OT between patch distributions to

address texture synthesis.

A common bottleneck with many imaging appli-

cations of the OT framework is that, except in one

dimension, solving an OT problem is usually difficult

and computationally expensive. Indeed, in the case of

two discrete distributions, the OT problem is equivalent

to a linear programming problem. If the distributions

support have the same number of points n, this prob-

lem can be solved with the Hungarian algorithm [27]

which has complexity O(n3) and thus scales quite badly

with n. One possibility to overcome this numerical is-

sue is to add an entropic penalization in the OT prob-

lem, leading to the definition of Sinkhorn distances [6].

Such regularized OT distances can be computed with a

fixed point algorithm that is geometrically convergent.

However, for some imaging applications, the entropic

regularization may deteriorate the OT plan. And be-

sides, the computational gain is only available for the

case of two discrete distributions with n points, whereas

for high-dimensional OT problems, the discretization

of the underlying space is prohibited (representing 100-

dimensional distributions with 10 bins in each direction

would require to store a discrete vector of size 10100).

In this paper, we will focus on the semi-discrete case

of OT, meaning that the source distribution µ is as-

sumed to have a density with respect to the Lebesgue

measure, while the target distribution ν is discrete. The

authors of [2] have shown that in this case, the OT map

takes the form of a weighted nearest neighbor (NN) as-

signment where the weight parameters solve a differen-

tiable concave optimization problem. Since [2], several

numerical solutions have been proposed to solve the

semi-discrete OT problem [36,25,30,26] but they of-

ten require the exact computation of a gradient which

amounts to computing the µ-measure of polytopes. In a

high-dimensional setting, computing such integrals may

be intractable. Thus one may turn to stochastic gradi-

ent algorithms to approximate the OT maps, as pro-

posed in [19] and later studied in [3]. But when the

number J of points in the target distribution is large,

this stochastic algorithm converges slowly [15].

A classical way to improve the practical convergence

of optimization methods is to exploit a multiscale rep-

resentation of the data. For which concerns optimal

transport, this amounts to working on simplified ver-

sions of the measures µ and ν. Several authors [21,

5,41] have proposed to discretize the measures on a

grid, and then use a grid refinement strategy to target

the true OT map. They propose different arguments to

demonstrate the stability of the refined transport plans

(which exploits directly or indirectly the sparsity of the

true OT plan when µ and ν are absolutely continu-

ous). Again, when working with high-dimensional data,

such a grid-based multiscale scheme is not tractable.

Another strategy is to consider a multiscale decompo-

sition (ν`)06`<L of the measure ν meaning that ν` is

an approximation of ν with a fixed budget of J` points,

J0 > J1 > . . . > JL−1 (and similarly for the source µ).

This approach was proposed in [36] to solve richer and

richer semi-discrete OT problem by initializing the op-

timization algorithm at one scale with an extrapolation

of the solution at the previous scale. A similar approach

(with decomposition of both the source and target mea-

sures) was followed by [20] to solve large-scale discrete

OT problems.

In this paper, we propose a different multiscale ap-

proach to approximately solve the semi-discrete OT

problem. The main idea is to consider so-called multi-

layer transport maps that can be roughly understood as

a composition of weighted NN assignments that solve

restricted OT problems between µ and the simplified

measures ν` (obtained with a hierarchical clustering

of ν at different resolutions). In general, such a multi-

layer transport map may not exactly solve the OT prob-

lem because a simple weighted NN assignment may not

be decomposed as a multi-layer map. In other words,

restricting to such multi-layer maps induces a bias that

can be related to the geometry of the hierarchical clus-

tering of ν. However, optimizing such a multi-layer trans-

port map amounts to solving many semi-discrete OT

problems with much smaller target distributions. For

that reason, when using stochastic algorithms for semi-
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discrete OT, we demonstrate that nearly-optimal cost

can be attained in a faster way with multi-layer trans-

port maps (even if the total number of parameters of a

multi-layer map is slightly larger than a weighted NN

assignment).

Such a multi-layer approach thus helps to efficiently

solve high-dimensional semi-discrete OT problems linked

to imaging applications. In particular, we will be able to

improve a texture model [15] based on semi-discrete OT

in the patch space. The initial model presented in [15]

was limited to target distributions of 1000 patches of

size 3× 3. Using multi-layer transport maps will allow

to consider richer distributions of patches with larger

size, thus enriching the class of well-reproduced tex-

ture. We will see that these new texture models can

also be used for texture inpainting and style transfer.

The rest of the paper is organized as follows. In Sec-

tion 2, we recall the framework of semi-discrete optimal

transport. Section 3 is devoted to multi-layer trans-

port maps. First, we define multi-layer transport maps

and analyze their optimality conditions. And then, we

propose a stochastic algorithm to optimize multi-layer

transport maps, and examine its behavior on a simple

one-dimensional example. In Section 4 we demonstrate

that such multi-layer transport maps can be used to

improve a texture model based on semi-discrete OT.

We also show that this texture model can be used to

address textural inpainting. Finally, in Section 5, we

propose to extend the framework used in texture syn-

thesis to address style transfer. Let us mention that a

preliminary version of this work has been published as

a conference paper [28]. Compared to the conference

version, we contributed with a more thorough study of

optimality conditions for multi-layer transport maps, a

more extensive study of the performance of these mod-

els in texture synthesis, and new applications on textu-

ral inpainting and style transfer.

2 Semi-discrete Optimal Transport

Let µ, ν be two probability measures on RD. For the

sake of simplicity, we will restrict to the case of the

quadratic cost, even if some of the concepts developed

in this paper could be used with other cost functions.

For the quadratic cost, Monge’s formulation of OT con-

sists in solving

inf
T

∫

RD
‖x− T (x)‖2dµ(x), (OT-M)

where the infimum is taken over all measurable func-

tions T : RD → RD for which T]µ = ν, where T]µ is the

push-forward measure defined by T]µ(A) = µ(T−1(A))

for every Borel set A ⊂ Rd. The Monge problem admits

a convex relaxation due to Kantorovich

W 2(µ, ν) = inf
Π

∫

RD
‖x− y‖2dΠ(x, y), (OT-K)

where the infimum is taken on all probability distribu-

tions Π on RD×RD with marginal µ, ν. If (OT-M) ad-

mits a solution T , then (Id⊗T )]µ is a solution to (OT-K).

But the Kantorovich problem is more general in the

sense that they may exist no map T such that T]µ = ν.

Besides, under some conditions (that will be satisfied

in the semi-discrete case), one can show that (OT-M)

admits a solution which is uniquely defined almost ev-

erywhere. In such a case, the solution will be denoted

by T ∗. We refer the reader to the books [59,50] for an

exhaustive presentation of the OT framework.

In this paper we only consider the semi-discrete case

of optimal transportation. Indeed we assume that µ is

absolutely continuous RD with density ρ and that ν is

supported on a finite set Y

ν =
∑

y∈Y
ν(y)δy. (1)

As proved in [2,30,26], the solution of (OT-M) has the

form of a weighted NN assignment. Indeed, for v ∈ RY ,

one can define TY,v by

TY,v(x) := argmin
y∈Y

‖x− y‖2 − v(y). (2)

This map is defined almost everywhere (i.e. at all points

where the previous argmin is uniquely defined). The

preimages

Lv(y) = T−1Y,v({y}) (3)

are called the Laguerre cells and form a partition of RD
up to a negligible set called the Laguerre tessellation (or

also power diagram).

Then it is known [2,26] than TY,v is a solution of (OT-M)

as soon as v maximizes the concave function

H(v) := EX∼µ [h(X, v)] (4)

where

h(x, v) =

(
min
y∈Y
‖x− y‖2 − v(y)

)
+
∑

y∈Y
v(y)ν(y). (5)

One can see that for all v ∈ RJ and for almost all

x ∈ RD,

∂v(y)h(x, v) = −1Lv(y)(x) + ν(y) (6)

where 1Lv(y) is the indicator function of Lv(y), and that

∂v(y)H(v) = EX∼µ
[
∂v(y)h(X, v)

]

= −µ(Lv(y)) + ν(y). (7)
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Several authors [2,36,30,26] have proposed exact

gradient-based methods or quasi-Newton schemes in or-

der to optimize the weights v when the distributions

µ and ν are defined on RD for D = 2 or D = 3

dimensions, in cases where the µ-measure of the La-

guerre cells needed in (7) are tractable. However, in a

high-dimensional framework where such integrals are

not tractable, one may turn to the Average Stochastic

Gradient Descent (ASGD) Algorithm 1 to solve it. One

can show [19,15,3] that this algorithm has a conver-

gence guarantee in O( log k√
k

) (in expectation). Numeri-

cal experiments also confirm its slow convergence rate,

especially when the number J of points in the target

distribution gets very large.

Algorithm 1: ASGD to estimate OT

map TY,v, solution of (OT-M)

1: Inputs: source density µ, target discrete

distribution ν,

initial assignment weight (e.g. ṽ = 0 and v = 0),

and gradient step (e.g. C = 1)

2: for k = 1, 2, . . . do

3: Draw a sample x ∼ µ
4: Compute the gradient g ← ∇vh(x, ṽ) (see

Eq. (6))

5: Gradient ascent of weights: ṽ ← ṽ + C√
k
g

6: Average of updates: v ← k−1
k v + 1

k ṽ

7: return v

3 Multi-layer Semi-Discrete Transport Maps

In order to cope with the slow convergence of the stochas-

tic algorithm used to estimate the semi-discrete OT

map, we propose to approximate the optimal map with

hierarchical applications of several weighted NN assign-

ments that are tuned to solve simpler semi-discrete OT

problems (i.e. with smaller target distributions). These

smaller problems are related to a multiscale decomposi-

tion ν0, . . . , νL−1 of the target measure, that is, a collec-

tion of measures that “summarizes” ν from fine (` = 0)

to coarse (` = L) resolution.

As already mentioned in the introduction, a multi-

scale algorithm for semi-discrete OT has already been

proposed in [36]. However, as reported in [28] and illus-

trated in the experimental Section 3.6, it is not straight-

forward to design an “upscaling” scheme that gives a

good initial guess for the variable v at one scale from

the solution found at the previous scale. In the follow-

ing, we thus propose a new strategy which consists in:

1. modeling the OT map itself as a multiscale hierar-

chical operator;

2. optimizing at all scales simultaneously.

In order to avoid confusion with aforementioned multi-

scale techniques, we refer to the proposed hierarchical

model as a multi-layer transport map.

3.1 Decomposition of the Target Measure

In all this section, we will work with a decomposition

ν0, . . . , νL−1, νL (8)

of the target measure. By convention, ν0 = ν and νL

will be supported on a singleton, so that there are only

L non-trivial scales. At scale ` ∈ {0, . . . , L}, we will use

a measure

ν` =
∑

y∈Y `
ν`(y)δy (9)

supported by a finite set Y ` of cardinal J` (which is a

prescribed budget of points at scale `, with J0 = J , and

JL = 1).

Following [36], this decomposition is built recur-

sively: the measure ν`+1 should be a close approxima-

tion of ν` with a budget of J`+1 points. More precisely,

given ν`, ν`+1 is built as an approximate solution of

min
m

W 2(ν`,m) (10)

where the min is taken on all discrete measuresm on RD
whose support has J`+1 points.

This non-convex problem is known to be equiva-

lent to a weighted K-means problem, which we approx-

imately solve with Lloyd’s algorithm. At the end of this

algorithm, we get a set Y `+1 ⊂ RD of J`+1 centroids

corresponding to a partition

Y ` =
⊔

y∈Y `+1

C`y (11)

and the associated masses

∀ y ∈ Y `+1, ν`+1(y) = ν`(C`y). (12)

Additionally, we consider normalized distributions per

cluster

∀ y ∈ Y `+1,∀ z ∈ C`y ν̃`y(z) =
ν`y(z)

ν`y(C`y)
. (13)

With the convention JL = 1, the clustering of Y L−1

is trivial with only one cluster, and the corresponding

centroid (the only point of Y L) is the νL−1-barycenter

of Y L.
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<latexit sha1_base64="ZxryOBrPAn+hFcK23QisW1RYQjE=">AAADPXicjVLLSsNAFD2N7/pqdaeboAiuSmrBR90IbsSVgm0FXyRxqmPzIpkIpfQj3OrHuPEn/ABBUdwKrrxzjaKI6AxJ7px7zpm5N+NEnkyUZd3mjJ7evv6BwaH88Mjo2HihOFFPwjR2Rc0NvTDedexEeDIQNSWVJ3ajWNi+44mG01rX+ca5iBMZBjuqHYkD3z4JZFO6tiKo0T60jjqb3aPCrFWyeJg/g3IWzK5Nrfa9Pt4MbYXFXAH7OEYIFyl8CARQFHuwkdDcQxkWIsIO0CEspkhyXqCLPGlTYgli2IS26H1Cq70MDWitPRNWu7SLR09MShNzpAmJF1OsdzM5n7KzRn/z7rCnPlubvk7m5ROqcEroX7oP5n91uhaFJpa5Bkk1RYzo6tzMJeWu6JObX6pS5BARpuNjyscUu6z86LPJmoRr1721OX/PTI3qtZtxUzzwKecYP+NdtMMm90wyy0T1z/qbpNR+CZ/9d7ZD09f/mO/Uih6LnzfoZ1BfKJUrpco2Xa4q3scgpjGDebpBS1jDBrZQ4x0ucIkr49q4M56M53eqkcs0k/g2jJc3Soyr1w==</latexit>

⌫2
1 = 7

J
<latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit>

y1
J1

<latexit sha1_base64="6wiqoGX3EA1q2vBjHH0ZXzerr98=">AAADP3icjVLJSsRAEH0Tt3Ef9eglOAiehkTB9eJykTmN4LjgRhJ7tDUbSUcYBr/Cq/6AX6EHP8IvUC/i1ZvVZRRFRLtJUv3qvdddlXZjX6bKsu4LRlt7R2dXsbunt69/YLA0NLyRRlniiboX+VGy5Tqp8GUo6koqX2zFiXAC1xeb7umKzm+eiSSVUbiumrHYC5yjUDak5yiCtpv79kGrum+fH5TKVsXiYf4M7DwoL5Zvlq7vFoq1aKhQwi4OEcFDhgACIRTFPhykNHdgw0JM2B5ahCUUSc4LnKOHtBmxBDEcQk/pfUSrnRwNaa09U1Z7tItPT0JKE+OkiYiXUKx3MzmfsbNGf/Nusac+W5O+bu4VEKpwTOhfug/mf3W6FoUGZrkGSTXFjOjqvNwl467ok5tfqlLkEBOm40PKJxR7rPzos8malGvXvXU4/8hMjeq1l3MzPPEpxxk/4V20Q5V7JpllYv7P+huk1H4pn/13tksz0P+Y79ScHtOfN+hnsDFZsacqU2t0uZbxPooYxRgm6AbNYBGrqKFOOwS4wCWujFvjwXg2Xt6pRiHXjODbMF7fAKjerE0=</latexit>

C0
J1z }| {

<latexit sha1_base64="SBFUUDC76ywX2bybf2dop0fzjAg=">AAADW3icjVLLThRBFD0zjYAt4qBx5abjhMTVpMdJBEyMRDaGFSQMkDAMqa6pgYJ+UV1tQjrD3u/wA9zqF/gJxoV7/QtuXRoDIQSr0t23zj3nVN3bFeWxLmwY/mo0vakH0zOzD/1Hc4/nn7QWnm4XWWmk6ssszsxuJAoV61T1rbax2s2NEkkUq53oZM3ldz4pU+gs3bJnudpPxGGqx1oKS9BBqz3IKB0ZIVV1Pjg9LcXofDKs1obhQbU+7E4mge8TK+yEPILbQbcO2u9/+O/yLz/9jWyh0cIAI2SQKJFAIYWlOIZAQXMPXYTICdtHRZihSHNeYQKftCWxFDEEoSf0PqTVXo2mtHaeBasl7RLTY0gZYJE0GfEMxW63gPMlOzv0Lu+KPd3Zzugb1V4JoRZHhN6nu2L+r87VYjHGMtegqaacEVedrF1K7oo7eXCtKksOOWEuHlHeUCxZedXngDUF1+56Kzj/h5kOdWtZc0v85VMuMn7MuziHde6ZZlaAt/fWPyal8yv47HezI5qJ+8d8p1bcePPvBt0Otl93ur1ObzNsr37A5ZjFC7zEK7pBS1jFR2ygTzt8xld8w/fmb8/zfG/uktps1JpnuDG85xfipbOF</latexit>

| {z }
C1

J2
<latexit sha1_base64="fxVD9bRBQAUtJgbacy7JI0DLzkY=">AAADYXicjVLLTtwwFD0zoQWmr0CXSFUEQmo3owxILbBCZdGKFUgMIDEwcjweasgLx6mEoiD1C/gatu0H9Au67qb9C64voWqFEHUU5/rcc459bxzlsS5sGP5otb2JR48np6Y7T54+e/7Cn5ndLbLSSNWXWZyZ/UgUKtap6lttY7WfGyWSKFZ70emGy+99VqbQWbpjz3N1mIjjVI+1FJagof9mUKYjZSIjpKouBmelGA3O3HxRD6uNo96w2jxaquug0xn6C2E35BHcDXpNsLC+XZ+8+vL9w1Y20/IxwAgZJEokUEhhKY4hUNBzgB5C5IQdoiLMUKQ5r1CjQ9qSWIoYgtBTmo9pddCgKa2dZ8FqSbvE9BpSBlgkTUY8Q7HbLeB8yc4Ovc+7Yk93tnP6Ro1XQqjFJ0If0t0y/1fnarEYY4Vr0FRTzoirTjYuJXfFnTz4qypLDjlhLh5R3lAsWXnb54A1Bdfueis4/4uZDnVr2XBL/OZTLjJ+wrs4h03umWZWgLUH6x+T0vkVfPb72RE9ifvHfKdW3Xj75wbdDXaXur3l7vI2Xa73uBlTmMM8XtMNeod1fMQW+rTDJa7wFd/aP71pz/dmb6jtVqN5iX+GN3cNvNS2FQ==</latexit>

y2
J2

<latexit sha1_base64="bNdfjnpFyD2jfoV9vogL9xwY1xY=">AAADP3icjVLLSsNAFD2N73fVlbgJiuCqpC34wkXBjbhSsD7wmcSpjuZFMhFK6Ve4VfwW8Sv8Au1G3LoQvHNNRRHRGZLcOfecM3Nvxok8mSjLesgZHZ1d3T29ff0Dg0PDI/nRsa0kTGNXVN3QC+Mdx06EJwNRVVJ5YieKhe07nth2LlZ0fvtSxIkMg01Vj8SBb58GsiZdWxG0Wz8sHTXWDkvNo/y0VbB4mD+DYhZMVyaW72/fjlvr4Wguj32cIISLFD4EAiiKPdhIaO6hCAsRYQdoEBZTJDkv0EQ/aVNiCWLYhF7Q+5RWexka0Fp7Jqx2aRePnpiUJmZIExIvpljvZnI+ZWeN/ubdYE99tjp9nczLJ1ThjNC/dG3mf3W6FoUaFrgGSTVFjOjq3Mwl5a7ok5tfqlLkEBGm4xPKxxS7rGz32WRNwrXr3tqcf2KmRvXazbgpWnzKGcbPeRftsMY9k8wysfRn/TVSar+Ez/4726Hp63/Md2pRj7nPG/Qz2CoViuVCeYMu1zw+Ri8mMYVZukHzqGAV66jSDj6ucI0b4854NJ6Nlw+qkcs04/g2jNd3thGtaw==</latexit>

Fig. 1: Illustration of the multiscale approximation of

the discrete target distribution ν in the 1D case, and

the multi-layer transport map T (x) applied sequentially

with L = 3 layers. See the text for more details about

notation.

An illustration of such a multiscale decomposition

is given in Figure 1. Let us emphasize that the previous

decomposition algorithm (based on K-means) can be

called hierarchical in the sense that there exists a tree

structure on the elements of the sets Y ` (each y ∈ Y `
has exactly one parent in Y `+1). This hierarchical struc-

ture will be crucial for the construction of multi-layer

transport maps.

3.2 Multi-layer Transport Maps

Now, we can define multi-layer transport maps by us-

ing a hierarchical tree search based on weighted NN

assignments.

Definition 1 Let us denote by Y the hierarchical clus-

tering of Y composed of the sets (Y 0, Y 1, . . . , Y L) and

the clusters (C`y)06`<L,y∈Y `+1 satisfying (11). Let us

also consider the multi-layer parameters

v =
(
v`y
)
06`<L,y∈Y ` ∈

L−1∏

`=0

RY
`

. (14)

Then we can define a multi-layer map TY,v recursively

as follows. Let us fix x ∈ Rd. We set TL(x) = yL (only

point in Y L). And then, for ` = L− 1, . . . , 0, denoting

y = T `+1(x), we set

T `(x) = TC`y,v`y (x) = argmin
z∈C`y

‖x− z‖2 − v`y(z). (15)

Then TY,v(x) = T 0(x).

3.3 Optimal multi-layer maps

Let TY,v be a multi-layer map and we recall the defi-

nition T ` (` = L, . . . , 0) of the intermediate maps. No-

tice that applying these intermediate maps at a point x

amounts to tracing back a hierarchy of Laguerre cells to

which x belongs. Therefore, the sets L`y = (T `)−1({y})
provide a decomposition

RD =
⊔

y∈Y `
L`y (16)

which is a partition up to a negligible set. These subsets

are obtained by intersecting Laguerre cells in a nested

way; therefore the L`y will be called the nested cells.

In the following, we denote by µ|A the restriction of

the measure µ to the Borel set A.

Definition 2 A multi-layer map TY,v associated with

the hierarchical clustering Y is said to be optimal if,

for all 0 6 ` < L and all y ∈ Y `+1, TC`y,v`y realizes the

semi-discrete OT from µ|L`+1
y

to ν`|C`y
.

Remark: Let us emphasize that this optimality con-

dition must be understood in a coarse to fine manner.

Indeed, for a given scale 0 6 ` < L, the conditions

µ(L`+1
y ) = ν`(C`y) i.e. µ(L`+1

y ) = ν`+1(y) are ensured

for all y ∈ Y `+1 if and only the map T `+1 realizes the

semi-discrete OT at the previous scale. By uniqueness

of optimal semi-discrete OT maps, it follows that there

exists a unique optimal multi-layer map (up to a µ-

negligible set).

Alternately, for a given nested cell L`+1
y , y ∈ Y `+1

at the previous scale, one can consider the normalized

measure

µ̃`+1
y =

µ|L`+1
y

µ(L`+1
y )

. (17)

Then, from the last remark, we get that a multi-layer

map TY,v is optimal if and only if for all 0 6 ` < L and

all y ∈ Y `+1, TC`y,v`y realizes the semi-discrete OT from

µ̃`+1
y to ν̃`y.

It is also possible to express the optimality of multi-

layer maps in terms of the variables v: for all 0 6 ` < L

and all y ∈ Y `+1, the weights v`y should maximize the

function

H`
y(v`y) =

∫

L`+1
y

min
z∈C`y

(‖x− z‖2 − v`y(z))dµ(x)

+
∑

z∈C`y

v`y(z)ν`(z) (18)

Notice that the weights v should solve, at each layer `,

J`+1 sub-problems of semi-discrete OT where the nested

cells L`+1
y intervene.
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Example patch in cluster k

Voronoi tessellation

Centroid of cluster k
Sampled patch in power-cell k
Gaussian mixture model

Laguerre tessellation

C0
1

<latexit sha1_base64="OSM6ZL4SKtjo/Ph+auIPo1GK3zo=">AAADP3icjVJNT9RQFD1Tv3D8GmDppoGQsGramcDMuCKwMa4wcQCDSNryBh/0K+2rCZnwK1yCP4alP8HoXt0Yt+48706JGkPwvbS979xzznv39kVFoivj+x9bzo2bt27fmbnbvnf/wcNHndm5rSqvy1iN4jzJy50orFSiMzUy2iRqpyhVmEaJ2o6ON2x++60qK51nL8xJofbS8DDTYx2HhtDLjdf+/iQ4bbf3O4u+NxwMVoaB63uD4Wq/22XQXQl6/qobeL6MxbWF5c+f+h/ONvPZVgevcIAcMWqkUMhgGCcIUXHuIoCPgtgeJsRKRlryCqdoU1uTpcgIiR7zfcjVboNmXFvPStQxd0n4lFS6WKImJ69kbHdzJV+Ls0Wv8p6Ipz3bCb9R45USNXhD9DrdJfN/dbYWgzEGUoNmTYUgtrq4camlK/bk7h9VGToUxGx8wHzJOBblZZ9d0VRSu+1tKPmvwrSoXccNt8Y3OeWS4Eeyi3V4Jj3TwnLx5Nr6x1Rav0rOfjU74kztP57eKTt+36B/g62uF/S83nNernVMxwweYwHLvEF9rOEpNjHiDine4RzvnQvni/Pd+TGlOq1GM4+/hvPzF2++rKM=</latexit>

y1
j

<latexit sha1_base64="rQiXl2BxoKazAMpmQsVuoU/A7SU=">AAADP3icjVLJSsRAEH0T93Eb9eglOAiCMGRcxuUkehFPCo4LbiSxZ2zNRtIRhsEv8OhVb/6In+EXqBfx4sGb1WVGFBHtJkn1q/ded1XaiTyZKMu6zxlt7R2dXd09+d6+/oHBwtDwVhKmsSuqbuiF8Y5jJ8KTgagqqTyxE8XC9h1PbDtnKzq/fS7iRIbBpmpE4sC364GsSddWBO02DstHzdOLfP6oULRKFg/TKlUqM7NTllluIa2guDT5enspitF6OJQrYB/HCOEihQ+BAIpiDzYSmnsow0JE2AGahMUUSc4LXCBP2pRYghg2oWf0rtNqL0MDWmvPhNUu7eLRE5PSxDhpQuLFFOvdTM6n7KzR37yb7KnP1qCvk3n5hCqcEPqXrsX8r07XolDDPNcgqaaIEV2dm7mk3BV9cvNLVYocIsJ0fEz5mGKXla0+m6xJuHbdW5vzj8zUqF67GTfFE59ynPFT3kU7rHHPJLNMLP5Zf42U2i/hs//Odmj6+h/znVrQo/LzKn0GW1Ol8nRpeoMu1zI+RjdGMYYJukFzWMIq1lGlHXxc4Ro3xp3xYDwbLx9UI5dpRvBtGG/vFousew==</latexit>

y1
1

<latexit sha1_base64="8Ass6CHfLl0y07VYeQ+M5TQQoLU=">AAADP3icjVJNb9NAFJwYaEuAksKRi9WqUk+R3QiS9hSVC+JUJNIWlVLZ7qYs8ZfsdaUoyq/gCPwYjvyEqtyBC+LKjdkXtypCVdmV7bfzZmb3PW+Yx7o0nnfacG7cvDU3v3C7eefuvcX7raUHO2VWFZEaRFmcFXthUKpYp2pgtInVXl6oIAljtRuOntr87okqSp2lL804VwdJcJzqoY4CQ+jV+I1/OPGnzeZha8Vrb/Q6vY2O67W7Xf+xt87Ak+H6dbDSX177etb98mE7W2q08BpHyBChQgKFFIZxjAAl5z58eMiJHWBCrGCkJa8wRZPaiixFRkB0xPcxV/s1mnJtPUtRR9wl5lNQ6WKVmoy8grHdzZV8Jc4Wvcp7Ip72bGN+w9orIWrwluh1unPm/+psLQZD9KQGzZpyQWx1Ue1SSVfsyd1LVRk65MRsfMR8wTgS5XmfXdGUUrvtbSD578K0qF1HNbfCDznlquDvZBfr8Fx6poXlYvPa+odUWr9Szn41O+RM7D+e3Sk7nlzcoH+DnfW232l3XvBybWE2FvAIy1jjDeqij2fYxoA7JHiPj/jkfHa+OT+dXzOq06g1D/HXcH7/Ab1trL0=</latexit>

C0
j

<latexit sha1_base64="45+wuWe0RlBfUzcTNYkmjBduVWI=">AAADP3icjVLLTttAFD0x5dHwCrDsxmqEhFTJcoBAwgrBBrFKpSaAKCDbTMKAX7LHSFGUL2DJlu76I3wGXwDdVN100V3v3JgIJBDMyPadc885M/d63NiXqbLtu4Ix8mF0bHziY3FyanpmtjQ330qjLPFE04v8KNl3nVT4MhRNJZUv9uNEOIHriz33Ylvn9y5Fksoo/Ka6sTgKnE4o29JzFEEH28f2Se+8XyyelMq2tVqt16tV07Zqq3atumZWLJvHMChvfvn780qU40Y0VyjhO04RwUOGAAIhFMU+HKQ0D1GBjZiwI/QISyiSnBfoo0jajFiCGA6hF/Tu0OowR0Naa8+U1R7t4tOTkNLEImki4iUU691MzmfsrNHXvHvsqc/Wpa+bewWEKpwR+pbukflena5FoY0a1yCpppgRXZ2Xu2TcFX1y80lVihxiwnR8SvmEYo+Vj302WZNy7bq3DucfmKlRvfZyboZffMpFxs95F+2wyz2TzDKx8Wb9bVJqv5TP/jrbpRnof8x3qq7HC1dpGLSWrcqKtfKVLtcWBmMCn/AZS3SD1rGJHTTQpB0CXOMGP4xb4974bfwZUI1CrlnAs2H8+w/2qqxx</latexit>

T 1
<latexit sha1_base64="/Ed9/hVX4Fxg1cGQiFhgrFMPzgc=">AAADO3icjVJNTxRBFKwdVGD8YMGjl4kbEk+bXkDYJSESvBhOmLBAgmhmhl5oma/M9JAQ4m/wqmd+h2d/AvHsRYxX71Y/BqMxBLszM6/rVVX3e9NRkZjKKvWl5Y3dun1nfGLSv3vv/oOp9vTMVpXXZayHcZ7k5U4UVjoxmR5aYxO9U5Q6TKNEb0dHz11++1iXlcmzTXtS6L00PMjMyMShJTTcfN3z/TftjuoOBmppYS5Q3b56ujDoM1Aygl4TdJ599leKs3N/I59utfEK+8gRo0YKjQyWcYIQFecuelAoiO3hlFjJyEhe4x18amuyNBkh0SO+D7jabdCMa+dZiTrmLgmfksoAs9Tk5JWM3W6B5Gtxduh13qfi6c52wm/UeKVELQ6J3qS7Yv6vztViMUJfajCsqRDEVRc3LrV0xZ08+KMqS4eCmIv3mS8Zx6K86nMgmkpqd70NJf9NmA5167jh1riQU84K/lZ2cQ7r0jMjrADLN9Y/otL5VXL269kRZ+r+cXOnOBZ/36B/g625bm++O/9SdVbXcDkm8AiP8YQ3aAmreIENDLmDwXt8wEfvk/fV++79uKR6rUbzEH8N7+cvzWeqUA==</latexit>

T 1
<latexit sha1_base64="BEMftMhCtEeBWYB/tGhUpCaZAOk=">AAADO3icjVLLLgRBFD3T3u01WNp0TCRWkx4TBokQNmJFYpB4pbvVUKZf6a6WiPgGW9a+w9oniLUNYmvv1tUjRISqdPetc885Vfd2ubEvU2XbDwWjrb2js6u7x+zt6x8YLA4Nb6ZRlnii7kV+lGy7Tip8GYq6ksoX23EinMD1xZbbXNb5rVORpDIKN9RZLPYC5yiUDek5iqD6xn7FNA+KJbts87Dscm2qNjNbtSotpBWUFu7M+fjm3lyLhgpF7OIQETxkCCAQQlHsw0FKcwcV2IgJ28M5YQlFkvMCFzBJmxFLEMMhtEnvI1rt5GhIa+2ZstqjXXx6ElJaGCdNRLyEYr2bxfmMnTX6m/c5e+qzndHXzb0CQhWOCf1L12L+V6drUWhghmuQVFPMiK7Oy10y7oo+ufWlKkUOMWE6PqR8QrHHylafLdakXLvurcP5J2ZqVK+9nJvhmU85zvgJ76IdVrlnklkW5v6sv0FK7Zfy2X9nuzQD/Y/5Ts3qMf3zKn0Gm5PlSrVcXbdLi0v4GN0YxRgm6AbVsIgVrKFOO0hc4grXxq3xaLwYrx9Uo5BrRvBtGG/vh2GqNw==</latexit>

L1
y1
1<latexit sha1_base64="FMVLtdamnW18a1s0DSJz8RDcDOo=">AAADUHicjVLLTttAFD1xSoH0FdpFkbqxipC6imwCJHSF2k2FWIBEAIlHNB4mMMUv2eNKkeUu+i3dwsdU3fQP4A/YtXduTNWqQnRGtu+ce86ZudcTpKHOjef9aDjNB1MPp2dmW48eP3n6rD33fDdPikyqgUzCJNsPRK5CHauB0SZU+2mmRBSEai84f2/ze59Ulusk3jHjVB1F4jTWIy2FIWjYnj+MhDmTIiw3q+PSr4bl+Ngf+lVr2F7wOmv9bn+t63qdXs9f8ZYo8Hi4fh0srC/PTlUvv3zfSuYabRziBAkkCkRQiGEoDiGQ0zyADw8pYUcoCcso0pxXqNAibUEsRQxB6Dm9T2l1UKMxra1nzmpJu4T0ZKR0sUiahHgZxXY3l/MFO1v0Lu+SPe3ZxvQNaq+IUIMzQu/T3TL/V2drMRihzzVoqillxFYna5eCu2JP7v5RlSGHlDAbn1A+o1iy8rbPLmtyrt32VnD+ipkWtWtZcwtc8ykXGf/Iu1iHDe6ZZpaLt/fWPyKl9cv57HezA5qR/ceTO2XH6u8b9G+wu9Txu53uNl2ud5iMGbzCa7yhG9TDOj5gCwPa4TO+4gKXzjfnxvnZbEyoTv3FC/w1mq1f8cGwbA==</latexit>

L1
y1

j
<latexit sha1_base64="HmkN1KZhXDr0SCS+05U/DOxHAhU=">AAADUHicjVJNTxRBEH07K4IL6oIXEy8TCQmnzYwb2V1OBC9qPEDiAgkfm56mFxrmKzM9JJvJGhN+Bzev+mO8+Q/0wpmbVhezBmMIdGdmql+997qrpoM01LnxvB81p/5g6uH0zKPG7NzjJ0+b8wtbeVJkUvVlEibZTiByFepY9Y02odpJMyWiIFTbwekbm98+U1muk/ijGaVqPxJHsR5qKQxBg+bzvUiYYynC8sP4oPTHg3J04A9Oxo1Bc9FreTxcr9V53en22q4/QSbB4lrn8vPFu83zjWS+1sQeDpFAokAEhRiG4hACOc1d+PCQEraPkrCMIs15hTEapC2IpYghCD2l9xGtdis0prX1zFktaZeQnoyULpZIkxAvo9ju5nK+YGeL3uZdsqc924i+QeUVEWpwTOhdugnzvjpbi8EQXa5BU00pI7Y6WbkU3BV7cvdGVYYcUsJsfEj5jGLJykmfXdbkXLvtreD8T2Za1K5lxS3wi0+5xPgJ72Id3nPPNLNcrN5Z/5CU1i/ns9/ODmhG9h/znerZsfL/VfobbL1q+e1We5Mu1zquxwxe4CWW6QZ1sIa32ECfdviEL/iKb85358r5Xa9dU53qi2f4Z9QbfwCG9rHC</latexit>

Sampled patch in power-cell k
Gaussian mixture model

Laguerre tessellation
Example patch in cluster k

Voronoi tessellation

Centroid of cluster k

y0
1

<latexit sha1_base64="a1/WJ70im/F2zvlO0fYH3qlM1R8=">AAADP3icjVLLbtNAFD0xrxJeKV2ysVpV6sqyE7VJWFVlg7oqEmmLSqlsd1KG+iV7XCmK+hUsgY/psp+AYA9sEFt2nLlxBQhVZUa275x7zpm51xMVia6M739sOdeu37h5a+52+87de/cfdOYfbld5XcZqFOdJXu5GYaUSnamR0SZRu0WpwjRK1E50/MTmd05UWek8e24mhdpPw6NMj3UcGkIvJq/8g2lw2m4fdJZ8bzgYrA4D1/cGw7V+t8uguxr0/DU38HwZS+uLK58/9c/fbeXzrQ5e4hA5YtRIoZDBME4QouLcQwAfBbF9TImVjLTkFU7RprYmS5EREj3m+4irvQbNuLaelahj7pLwKal0sUxNTl7J2O7mSr4WZ4te5j0VT3u2Cb9R45USNXhN9CrdBfN/dbYWgzEGUoNmTYUgtrq4camlK/bk7h9VGToUxGx8yHzJOBblRZ9d0VRSu+1tKPmvwrSoXccNt8Y3OeWy4G9kF+uwKT3TwnLx+Mr6x1Rav0rOfjk74kztP57dKTt+36B/g+2uF/S83jNerg3MxhweYRErvEF9rOMptjDiDine4j0+OGfOF+e782NGdVqNZgF/DefnLwn/rNk=</latexit>

y0
j

<latexit sha1_base64="rc3WP8V6HEwWYpINYAZjOtmzW1A=">AAADP3icjVK7btRAFD1rXmF5baCksVhFQkKyZuNAsqkiaBBVkNgkKITIdmY3k/glexxptcoXUNJCx4/wGXwB0CAaCjrO3DgChKIwft0595wzc68nLlNTW6U+dbwLFy9dvjJ3tXvt+o2bt3rztzfqoqkSPUqKtKi24qjWqcn1yBqb6q2y0lEWp3ozPnzi8ptHuqpNkb+w01LvZNEkN2OTRJbQy+lrtTs7OO52d3t9FYTDh2qgfBUsD8NwcYnBcOURb38QKBn9tQc/PrzR/XK9mO/08Ap7KJCgQQaNHJZxigg1r20MoFAS28GMWMXISF7jGF1qG7I0GRHRQ74nnG23aM6586xFnXCVlE9FpY8FagryKsZuNV/yjTg79CzvmXi6vU35jVuvjKjFPtHzdKfM/9W5WizGWJEaDGsqBXHVJa1LI11xO/f/qMrSoSTm4j3mK8aJKE/77IumltpdbyPJfxGmQ908abkNvsouFwQ/kFWcwzPpmRGWj9Vz6x9T6fxq2fvZ7JhX5v6xnKmhG79P0L/BxmIwCIPwOQ/XY5yMOdzFPdznCVrGGp5iHSOukOEt3uG999H77H3zvp9QvU6ruYO/hvfzF846rL4=</latexit>

T 0
<latexit sha1_base64="aZfSWS3n1niAKgmMQESqGs15RGc=">AAADO3icjVLLTttAFD1xCwTzSmDJxmqExCqaBAEBqSKCDeoqlRJA4iXbTGDAL9njSgj1G9jCmu9gzScg1t20Vbfd987FqUAIwYxs3zn3nDNzr8dLApVpIR5K1oePQ8Mj5VF7bHxicqpSnd7K4jz1Zc+Pgzjd8dxMBiqSPa10IHeSVLqhF8ht72zD5Le/yTRTcdTV54ncD93jSPWV72qCet0DYduHlZqoCx6OqLdEc3G56TQGyCCord3Zn5Obe7sTV0sV7OEIMXzkCCERQVMcwEVGcxcNCCSE7eOCsJQixXmJ77BJmxNLEsMl9Izex7TaLdCI1sYzY7VPuwT0pKR0MEeamHgpxWY3h/M5Oxv0Ne8L9jRnO6evV3iFhGqcEPqWbsB8r87UotFHi2tQVFPCiKnOL1xy7oo5ufOkKk0OCWEmPqJ8SrHPykGfHdZkXLvprcv5n8w0qFn7BTfHLz7lHOOnvItx+MI9U8xysPpm/X1SGr+Mz/4626MZmn/Md2rFjKWXV+l/sNWsNxbqC19Frb2Ox1HGLD5hnm7QMtrYRAc92kHhEle4tm6tH9Zv688j1SoVmhk8G9bff1s1qic=</latexit>

T 0
<latexit sha1_base64="rqbNAoRRGxBaRiiawaFH8vrmNFM=">AAADO3icjVLLThRBFD3TvrB9DbJ003FC4mpS48jIkBgJbAwrTBggQTTdTQ2W9Cvd1SSE+A1uce13sOYTjGs3QNiy99SlMRpDsCrdfevcc07VvV1RkZjKKvWj5d24eev2nYm7/r37Dx4+ak8+Xq3yuoz1KM6TvFyPwkonJtMja2yi14tSh2mU6LVoZ9Hl13Z1WZk8W7F7hd5Mw+3MjE0cWkKjlffK9z+0O6o7HM4MhjOB6s72+2rwgoGSEfSaoPP6yH9VfPvuL+eTrTbeYQs5YtRIoZHBMk4QouLcQA8KBbFN7BMrGRnJa3yGT21NliYjJLrD9zZXGw2ace08K1HH3CXhU1IZYJqanLySsdstkHwtzg69yntfPN3Z9viNGq+UqMVHotfpLpn/q3O1WIwxKzUY1lQI4qqLG5dauuJOHvxRlaVDQczFW8yXjGNRXvY5EE0ltbvehpI/FqZD3TpuuDVO5JTTgn+SXZzDkvTMCCvA3LX1j6l0fpWc/Wp2xJm6f9zcKY7B7xv0b7D6vNvrd/tvVWd+ARdjAk/wFM94g15iHm+wjBF3MPiCA3z1Dr2f3ql3dkH1Wo1mCn8N7/wX0ImqUQ==</latexit>

L0
y0
1<latexit sha1_base64="3Yfl8VbctNBTe8O9UBgKr1sX70I=">AAADUHicjVLLThRBFD3TIwoD6iALTNx0ICSuOj2MyuCKyIYYF5g4QMJjUl3UQEm/0l1tMum0C77FLXwMYcMf6B+401uXHiMhBKrS3bfOPedU3dsVpKHOje9fNZzmo4nHTyanWtMzT589b8++2MqTIpOqL5MwyXYCkatQx6pvtAnVTpopEQWh2g5O1m1++5vKcp3EX8woVfuROIr1UEthCBq0X+5FwhxLEZafqoPSrwbl6MAfdKrWoL3Y8Xweru/1Vld6b7sU1Mg4tbj2Zmqimj+93ExmG23s4RAJJApEUIhhKA4hkNPcRQc+UsL2URKWUaQ5r1ChRdqCWIoYgtATeh/RardGY1pbz5zVknYJ6clI6WKJNAnxMortbi7nC3a26F3eJXvas43oG9ReEaEGx4TepxszH6qztRgM0eMaNNWUMmKrk7VLwV2xJ3f/q8qQQ0qYjQ8pn1EsWTnus8uanGu3vRWc/8lMi9q1rLkFfvEplxj/yrtYh4/cM80sF+/vrX9ISuuX89nvZgc0I/uP6U753qod7/7doNvB1rLX6Xrdz3S5PuB6TOIVFvCabtAK1rCBTfRph+/4gTOcOxfOb+dPs3FNdeov5nBjNFt/AbDFsFU=</latexit>

First layer ` = 1: the coarse transport map T 1 maps
every points of a Laguerre cell j of µ to the centroid of
the corresponding cluster C0

j in ν.

Second layer ` = 0: the fine mapping T = T 0 is defined
from the transport maps TC0

j
,v`
j
.

Fig. 2: Illustration of a multi-layer map (for L = 2 layers). Here the source distribution µ is chosen to

be a Gaussian mixture model with 4 components (in graylevels). For each layer `, the arrows illustrate T `(x)

(arrows) the multi-layer mapping of samples x drawn from µ (circle points on the left) to the points of the discrete

distribution ν` (diamonds for layer ` = 1 and square for layer ` = 0).

Proposition 1 The multi-layer map TY,v solves the

semi-discrete OT problem between µ and ν if and only if

∀y ∈ Y, L0
y = (T ∗)−1({y}) (19)

up to a µ-negligible set. In this case, at each scale `,

all the nested cells L`y can be written as a reunion of

Laguerre cells associated with the OT map T ∗, up to a

µ-negligible set.

Proof First of all, let us recall that with the adopted
assumptions on µ, the OT map T ∗ is uniquely defined

µ-almost everywhere. It follows that TY,v = T ∗ a.e. is

equivalent to (19). The last statement holds because,

by construction of the maps T `, for all 0 6 ` < L and

all y ∈ Y `+1,

L`+1
y =

⋃

z∈C`y

L`z. (20)

ut

One practical consequence of Proposition 1 is that,

if TY,v is optimal, then the boundary of a nested cell L`y
is included in the reunion of boundaries of (T ∗)−1({z})
for all z ∈ Y that are children of y. But, except for

very particular cases (see Fig. 3), this has no reason

to happen because each face composing the boundary

of L`y is orthogonal to one of the segment joining two

points of Y `. Therefore, the geometry of the partition

(L`y)y∈Y ` at scale ` is very much impacted by the posi-

tions of the centroids y ∈ Y `. In other words, the choice

of hierarchical clustering imposes a bias that cannot be

coped with by the optimization of the weights v.

In dimension D = 1, the situation is much simpler,

as shown by the next proposition.

Proposition 2 Assume that the dimension D = 1.1

Let us also assume that the hierarchical clustering is

increasing in the following sense: for all 0 6 ` < L, for

all y1, y2 ∈ Y `+1 such that y1 < y2 then we have z1 < z2
for all z1 ∈ C`y1 and z2 ∈ C`y2 . Then the optimal multi-

layer map realizes the semi-discrete OT from µ to ν.

Proof Let us show by induction on ` = L−1, . . . , 0 that

T ` is non-decreasing and realizes the semi-discrete OT

between µ and ν`. By Definition 2 and since there is

only one point in Y L (for which LLy = RD and CL−1y =

Y ), TL−1 is the OT map between µ and νL−1. Next,

assume that T `+1 is non-decreasing and realizes the OT

between µ and ν`+1. Again, from Definition 2, and for

all y ∈ Y `+1, on L`+1
y , T ` coincides with TC`y,v`y which

realizes the OT from µ|L`+1
y

to ν`|C`y
, and which is thus

non-decreasing. Thus, T ` is a non-decreasing map such

that for each z ∈ Y `, µ((T `)−1({z})) = ν`(z). This

implies that T ` is the semi-discrete OT map between µ

and ν`.

Remark: The above discussion shows that, except in

dimension 1, fixing a hierarchical clustering of ν im-

poses constraints on the shapes of the optimal nested

cells. Optimizing both the multi-layer maps and the hi-

erarchical clustering of ν seems worth of interest but
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it would probably lead to a much more complex non-

convex problem.

3.4 Stochastic Optimization

As already said, finding an optimal multi-layer map

amounts to compute in a coarse-to-fine manner many

semi-discrete OT maps, by solving the restricted semi-

dual problems (18). If we have optimality at the pre-

vious scales `′ > `, then the OT problem at scale ` is

well-defined. Then, going back to the Monge formula-

tion of these separates sub-problems, the map T ` actu-

ally minimizes

∫

RD
‖T `(x)−x‖2dµ(x) =

∑

y∈Y `+1

∫

L`+1
y

‖T `(x)−x‖2dµ(x)

(21)

but with marginal constraints on each of the Laguerre

cells L`+1
y .

If we consider the concave problem (18), the gradi-

ent of H`
y can still be computed

∂H`
y

∂v`y(z)
= −µ(L`+1

y ∩ L`z) + ν`(z) (22)

where we kept the notation L`+1
y ∩L`z for L`z to empha-

size that L`z is a subset of L`+1
y which is fixed by the

previous layer. If v`y is a critical point of H`
y, then

∀z ∈ C`y, µ(L`+1
y ∩ L`z) = ν`(z) (23)

which implies that µ(L`+1
y ) = ν`(C`y). However, this

last condition is not guaranteed if we do not have opti-

mality at the previous scales. In this case, H`
y have no

critical point and thus no maximum.

For that reason, we can only propose a heuristic al-

gorithm to optimize the multi-layer map TY,v. It con-

sists in performing gradient ascent to simultaneously

increase the values of all functions H`
y for all layers

0 6 ` < L and all y ∈ Y `+1. However, in order to cope

with the fact that the OT maps are not optimal at the

previous layers, we consider instead the cost adapted to

the normalized measures defined in (17) and (13)

H̃`
y(v`y) := EX∼µ̃`+1

y

[
h̃`y(X, v`y)

]
(24)

with

h̃`y(x, v`y) =

(
min
z∈C`y

‖x− z‖2 − v`y(z)

)
+
∑

z∈C`y

v`y(z)ν̃`y(z).

(25)

The corresponding gradient

∂h̃`y
∂v`y(z)

(x, v`y) = −1L`z (x) + ν̃`y(z) (26)

is normalized as well (i.e. it has zero sum after taking

the expectation) and is used in lieu of the former gradi-

ent estimate Eq. (22). The corresponding optimization

procedure is summarized in Algorithm 2.

Algorithm 2: ASGD for the estimation of the

multi-layer map TY,v.

Inputs: source density µ, target distribution ν,

gradient step C, number of layers L and number

of iterations T

1: Hierarchical clustering {ν0, . . . , νL−1} of ν

2: Set ν̃`y ∀ `, y using Eq. (13) (normalized measures)

3: Set ṽ`y ← 0, ∀ `, y (weights initialization)

4: Set n`y ← 0, ∀ `, y (number of visits in cluster C`y)

5: for t = 1, . . . , T do

6: Draw a sample x ∼ µ
7: for ` = L− 1, . . . , 0 do

8: Using T `+1(x), compute the cluster index

y = T `(x) (Eq. (15))

9: n`y ← n`y + 1

10: g ← ∇ṽ`y h̃`y(x, ṽ`y) (Eq. (26))

11: ṽ`y ← ṽ`y + C√
n`y
g

12: v`y ← v`y + 1
n`y

(
ṽ`y − v`y

)

Outputs: {ν`}06`<L and v =
(
v`y
)
06`<L,y∈Y `

3.5 Aggregating the errors

In order to measure how much a multi-layer map drifts

from the true OT map T ∗, one may essentially distin-

guish two types of errors. The first one is the bias that

is induced by a fixed hierarchical clustering and which

cannot be coped with the optimization of v, as dis-

cussed in Section 3.3. Denoting by L∗`y the nested cells

of the optimal multi-layer map, it is possible to quantize

this bias at level ` by

bias(`) =
∑

y∈Y `
µ


L∗`y ∆

⋃

z∈C(y)

(T ∗)−1({z})


 (27)

where A∆B refers to the symmetric difference between

the sets A,B, and where C(y) is the set of children of
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Fig. 3: Bias due to the hierarchical clustering. In

this figure, we illustrate the bias which is induced by

the hierarchical clustering and quantized by (27). Here,

µ is the uniform distribution on the largest square, and

ν the discrete uniform distribution on the 8 blue crosses.

The red points form a possible clustering at level 1.

We draw the optimal Laguerre cells with blue bound-

aries, and the optimal Laguerre cells at level 1 with red

boundary. For the very particular case of the left dia-

gram, the OT map is exactly the optimal multi-layer

map. However, on the right diagram, the hierarchical

induces a bias at level 1 that can be measured by the

area of the region colored in green.

y at scale 0. In Fig. 3 we illustrate this bias on a simple

two-dimensional example. In general, computing this

bias is a difficult problem since it requires to know the

optimal nested cells L∗`y , which is equivalent to know

the optimal multi-layer map. However, in dimension 1,

this bias is known to be zero by Proposition 2.

Another source of error comes from the unoptimal-

ity of the elementary transport maps TC`y,v`y parame-

terized by the vectors v`y. Of course, one could directly

consider the values of the functions H`
y. But it is cer-

tainly more revealing to consider the L1-norm of their

gradients (22) and to aggregate them. Therefore, we

obtain an error

E =

L−1∑

`=0

∑

z∈Y `
|µ(L`z)− ν`(z)|. (28)

Analogously to the single-layer case, this corresponds to

the amount of mistranported mass at all scales. Given

a hierarchical clustering Y, then minE = 0 which, by

definition, is attained only for the optimal multi-layer

map. Notice also that, contrary to (27), the error (28)

can be estimated by a Monte-Carlo method.

3.6 1D Experiments

Experimental setting In this section, we propose a sim-

ple one-dimensional experiment to evaluate the conver-

gence speed of the Algorithm 2 to approximate the op-

timal multi-layer map. For all the experiments shown

in this section,

· µ is he standard Gauss distribution N (0, 1),

· ν is the uniform discrete distribution on J equally

spaced points between −1 and 1.

The benefit of such a one-dimensional setting is that

the OT map between µ and ν can be computed (using

the quantiles of µ), and besides, it is easy to compute

distances between a transported measure T]µ and ν. In

the following, we will focus on the Kolmogorov distance

dKOL(T]µ, ν), which is defined as the L∞ distance be-

tween cumulative distribution functions. Another ben-

efit of the one-dimensional setting is that, as shown by

Proposition 2, the bias (27) induced by the monotone

hierarchical clustering is zero. Therefore, the optimal

multi-layer map targeted by Algorithm 2 is exactly the

optimal transport map T ∗. The budget J` of points at

scale ` is chosen manually (see more explanation be-

low), and the hierarchical clustering is computed with

Lloyd’s algorithm.

Let us mention that in the multi-layer setting, the

comparison cannot be fairly performed at a fixed num-

ber of iterations since one iteration of ASGD for the

1-layer transport has not the same cost as one iteration

of ASGD for multi-layer transport. Therefore, the com-

parison will be based on the true computational time

(in seconds).

Multi-layer versus one layer First, let us compare the

multi-layer framework with L = 2 (Algorithm 2) with

the single-layer framework (Algorithm 1) with J = 103

and 104 points in the target distribution. The number

of clusters for the 2-layer transport is J1 = J
10 . We also

compare to a naive multiscale variant of Algorithm 2

that consists in exploiting another decomposition ν` of

the target measures (with more scales), and estimating

the semi-discrete OT from µ to ν` in a coarse-to-fine

manner by initializing the weights v with an extrapo-

lation of the weights found at the previous scale (for

example simply propagating the values from parent to

children in the hierarchical clustering). This multiscale

algorithm was also presented in [36] for a deterministic

framework (based on an efficient second-order optimiza-

tion scheme which is not implemented here).

The results can be seen in Fig. 4. One can see that

the bi-layer algorithm reaches a good value for the dis-

tance dKOL(T]µ, ν) in a faster way than the single-layer

algorithm, especially when J gets very large. However,

in the case of J = 1000 points, it is interesting to notice

that, up to a certain time, the single-layer algorithm

attains a better cost (even if the bias induced by the
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hierarchical clustering is exactly zero). This reflects the

fact that Algorithm 2 is only a heuristic optimization

scheme. Therefore, it is expected to have a more oscil-

latory behavior than the single-layer algorithm. Thus

it is especially interesting to turn to the multi-layer al-

gorithm if J is very large with a constrained computa-

tional time. Notice also that, in the stochastic setting,

the naive multiscale procedure does not help much in

terms of convergence speed. Besides, in this naive pro-

cedure, one should choose a budget of iterations per

scale, which is less trivial in the stochastic setting than

in the deterministic quasi-Newton setting of [36] (where

only ≈ 10 iterations are needed to obtain the solution

with very good precision).

Setting the number of clusters We first assume here for

simplicity that Y can be decomposed into L scales with

balanced clusters. We denote by nL the number of NN

comparison required to evaluate the L-layer transport

map TY,v (15) at a given point; pL is the number of

weight parameters v`y(z) describing TY,v.

For L = 1, we have n1 = J and p1 = J .

For L = 2 layers with J1 balanced clusters and a

total of J points, n2 = J1 + J
J1

: the minimum number

of comparison is then n2 = 2
√
J for J1 =

√
J . The

corresponding number of parameters is p2 = J1 + J1 ×
J
J1

=
√
J + J .

For L = 3 layers with J1 and J2 balanced clusters at

each layer respectively, the number of points compari-

son per iteration for J points is n3 = J1 +J2 + J
J1J2

: the

minimum number of comparison is then n3 = 3 3
√
J <

n2 for J2 = J1 = 3
√
J . The number of parameters is then

p3 = J1 +J1×J2 +J1J2× J
J1J2

= 3
√
J +

3
√
J2 +J > p2.

Thus, from the sole perspective of computation load

indicated by nL, one should use a hierarchical represen-

tation where the number of clusters per scale is close

to L
√
J . One could then hope that such a choice would

provide a faster convergence, since the number of itera-

tion per second is maximized. This is confirmed empir-

ically in Fig. 5, where we consider the same experimen-

tal setting as before, with J = 104 (Fig. 5a), J = 105

(Fig. 5b) and J = 106 (Fig. 5c). In these experiments,

the optimal number of clusters for convergence corre-

sponds approximately to L
√
J .

Setting the number of layers Observe now that the num-

ber of comparisons nL decreases much faster than the

number of parameters pL increases when using perfectly

balanced clusters. Moreover, it is interesting to notice

that, while the number of parameters grows with the

number of layers, the maximum number of parameters

is actually bounded by 2J . Indeed, even if the following
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Fig. 4: 2-layer versus 1-layer. We compare three al-

gorithms (“Monoscale” for 1-layer, “Multiscale” for the

naive multiscale procedure, and the multi-layer Algo-
rithm 2) for computing a transport map T by monitor-

ing the Kolmogorov distance between T]µ and ν . The

horizontal axis represents the computational time (in

seconds) and the vertical axis the Kolmogorov distance

between the current transported measure T]µ and the

target measure ν. When J is very large, the 2-layer ap-

proach leads to a better transport map in a reasonable

time.

geometric sum is divergent

pL =

L∑

`=1

J
`
L =

1− J
1+L
L

1− J
1
L

− 1 −−−−→
L→∞

+∞

the worst practical case, i.e. the deepest possible search

tree that can be built, corresponds to the binary clas-

sification tree, for which we have (setting J = 2L)

pL =

L∑

`=1

2` = 21+L − 2 = 2(J − 1) < 2J
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Fig. 5: Comparison of convergence speed for estimating the multi-layer transportation plan, accord-

ing to the number L of layers and the number J` = K of clusters. Increasing the number of layers

accelerates convergence when the number of clusters is optimal (K ≈ L
√
J). (Note: each curve are displayed every

104 iterations; the initial offset corresponds to the amount of time required to reach such a number of iterations,

increasing with K.)

but only nL = 2L comparisons.

Setting aside questions about complexity (such as

optimization of memory access, data structure, and par-

allel computing), one would be tempted to conclude

that, as the number of layers does not impact much the

number of parameters of the model while providing an

interesting speed-up, one should use the highest possi-

ble number of layers. However, increasing the number

of layers makes it more difficult for the estimated trans-

port map to get close to the optimal one. Hence, there is

a tradeoff between using more layers to reduce the com-

putation time and less layers to reduce the complexity

of the model.

Fig. 5 and Fig. 6 illustrate the impact of increas-

ing the number of layers on convergence speed for L ∈
{1, 2, 3} layers and from J = 104 to J = 107. The

comparison of performance shows that, even if a larger

number of layers allows for more samples to be drawn

during optimization, the bias error caused by clustering

discussed previously in Section 3.5 is more difficult to

cope with. Nevertheless, the benefit of increasing the

number of layers is yet overwhelming when considering

a large number of points J (Fig. 6).

4 Application to Texture Synthesis

In this section, we show how the optimal multi-layer

maps introduced above can be used to enrich a tex-

ture model based on OT in the patch space [15]. The

main limitation of this model was that the discrete tar-

get patch distributions were constrained to have ≈ 103

points (otherwise, the ASGD algorithm would converge

too slowly), which prevents one from using patches larger

than 3× 3 (e.g. the 7× 7 patch distribution of a natu-

ral texture needs much more than 103 patches to be

accurately represented). As was shown in the previ-

ous sections, the multi-layer strategy allows to approxi-

mate the transport map with larger discrete target dis-

tributions, and thus to extend our texture model to

7 × 7 patches, which greatly enlarges the class of well-

reproduced textures. Let us emphasize that one must

not confound the layers of the multi-layer OT maps

of the previous section, and the image resolutions; the

model here defined will indeed be multiscale in both

these aspects.

In all the following, we denote by u : Ω → Rd the

original texture (with d channels, d = 1 for graylevel

images, and d = 3 for color images). We also denote by

ω = {0, . . . , w − 1}2 the patch domain and by RD the

patch space (where D = dw2).

4.1 Single-Resolution Model

The texture model [15] consists in transforming a sta-

tionary Gaussian random field by applying patch trans-

port maps at several resolutions. First, we recall the

construction of the texture model for a single resolu-

tion.

The single resolution model is built on the Gaussian

random field U defined by

∀ a ∈ Z2, U(a) = ū+
∑

b∈Z2

tu(b)W (a− b), (29)

where ū = 1
|Ω|
∑
a∈Ω u(a), W is a normalized centered

Gaussian random field (i.e. the W (a) are independent

with standard N (0, 1) distribution), and where tu =
1√
|Ω|

(u−ū)1Ω . Then we extract all patches U|a+ω of U ,
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Fig. 6: Comparison of convergence speed for es-

timating the multi-layer transportation plan for
a large number J of points.

apply to all these patches the same map T : RD → RD,

and then aggregate the transformed patches with a sim-

ple average. In other words, we define the transformed

random field by

∀a ∈ Z2, V (a) =
1

|ω|
∑

b∈ω

T (U|a−b+ω)(b). (30)

In order to reimpose geometric structures of the exem-

plar texture in a statistically coherent way, the patch

map T should solve (at least approximately) the OT

between the distribution µ of a patch U|ω of U (which

is a Gaussian distribution with explicit parameters) and

the empirical distribution ν of the patches of u. Such

a transformed random field is still stationary and pos-

sesses some properties that were listed in [15], for exam-

ple a covariance control and long-range independence.

Therefore, µ is absolutely continuous and ν is dis-

crete so that the OT between µ and ν is actually a

weighted NN assignment as in Equation (2). In our

previous work [15], we used such a weighted NN as-

signment, estimated with Algorithm 1. But again, the

estimation step was then very slow for J � 1000 and

so we restricted to J = 1000 patches in the target

distribution, which constrained us to work only with

3 × 3 patches. The rest of this section aims at replac-

ing the weighted NN assignment by a multi-layer map,

and to precisely assess the benefit of such multi-layer

maps when working with larger target distributions and

larger patches.

Before presenting the results, let us give the details

about the remaining parameters of the model. In con-

trast to our previous work, the target distribution ν is

here given by all patches of u. Thus the mono-layer

transport map Tv is parameterized by a single v ∈ RJ
where J is the number of patches in u (for example,

for a 128 × 128 image, we have J ≈ 16000). For the

multi-layer transport, we use only L = 2 layers (thereby

defining bi-layer transport maps), and perform a two-

scale hierarchical clustering with J1 = 40 (the clusters

are found using Lloyd’s k-means algorithm).

In Fig. 7, in the single-resolution case, we compare

the synthesized images obtained with a monolayer patch

transport and a bi-layer patch transport, with patch

size w = 3, 5, 7. One can first remark that the visual

quality of the synthesized texture is very limited with

this model working at a single resolution. Indeed, in-

creasing the patch size allows to retrieve larger geomet-

ric structures from the exemplar, but w = 7 is not large

enough to capture all structures of the textures shown

in Fig. 7. We will cope with this strong restriction in

Section 4.2.

However, beyond the geometric content, the patch

statistics are better retrieved with a bi-layer map than

a mono-layer map. This reflects again that Algorithm 2

allows to better approximate the transport map in a

more reasonable time. Indeed, in this experiment, the

number of iterations was set to 105 for mono-layer trans-

port, and 106 for bi-layer transport, and yet, the re-

quired computational time was much lower in the bi-

layer case.

The statistical benefit is confirmed by the patch

distributions shown in Fig. 8. Since the patch space

is high-dimensional (D = 75 for color 5 × 5 patches),

we only represent the one-dimensional distributions ob-

tained after projecting on a few principal components

of the patch space. In general, on the most important

principal components, the multi-layer map will perform

at least as good as the mono-layer map (even if, in some

cases, the approximation is not perfect). Actually, ap-
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plying the same methodology on a larger set of textures

and principal components (not shown here) allows to do

draw the following conclusions:

– On a wide majority of components, the multi-layer

and mono-layer maps perform nearly equally.

– On few main principal components (that will dom-

inate in the visual perception), the multi-layer map

better approximates the reference distribution.

– Sometimes (for example on the last principal com-

ponents with less energy), the mono-layer map per-

forms better.

These remarks correlate the visual differences observed

in Fig. 7.

4.2 Multi-Resolution Model

In this section, we define a texture model using multi-

layer maps at several image resolutions. We will work

with S subsampled versions us, (0 6 s 6 S − 1) of the

original image at different resolutions, us being defined

on a subdomain Ωs ⊂ 2sZ2. We will also denote by νs
the empirical distribution of w × w patches of us.

The model is defined by successive patch transport

and exemplar-based upsampling as summarized in Al-

gorithm 3. The estimation of the model can be done

during one initial pass of synthesis (that can be per-

formed offline). At the coarsest resolution s = S − 1,

as in the previous section, the model is initialized with

the Gaussian random field US−1 associated with uS−1.

Then for every scale s = S − 1, . . . , 1, a patch trans-

form Ts is applied to all patches of the current synthesis.

This transformation is computed during the estimation
stage with the two following steps:

· Fit a GMM distribution µs to the patches of Us.

· Compute the patch transformation Ts that realizes

the OT from µs to νs.

Once estimated, all patches are transformed with Ts
and later averaged, which defines a transformed random

field

Vs(a) =
∑

b∈2sω

Ts(Us|a−b+2sω)(b), x ∈ 2sZ2. (31)

Since Ts is actually a patch assignment, there is a “coor-

dinate map” Cs : 2sZ2 → Ωs which allows to express Vs
as

Vs(a) =
∑

b∈2sω

us
(
Cs(a− b) + b

)
, x ∈ 2sZ2. (32)

Then an exemplar-based upsampling step allows to ini-

tialize the synthesis at the next resolution. It consists

in taking twice larger patches at the same positions.

This is equivalent to set for all a ∈ 2sZ2 and for all

t ∈ {0, 2s−1}2,

Us−1(a+ t) =
∑

b∈2sω

us−1
(
Cs(a− b) + b+ t

)
. (33)

An illustration of this coarse-to-fine synthesis procedure

is available in [15].

Algorithm 3: Texture analysis/synthesis

1: Inputs: input texture u

2: Initialization: Sample US−1 (29).

3: for s = S − 1, . . . , 0 do

4: if Analysis then

5: · Fit GMM µs to the patches of Us.

6: · Estimate transport Ts from µs to νs
(with stochastic Algorithm 2)

7: Apply patch transport Ts on patches of Us
8: Aggregate patches to get Vs (31)

9: if s > 1, upsample Vs to get Us−1 (33)

10: return V0

Here again, instead of taking a single-layer trans-

port map for Ts, we propose to use a bi-layer transport

map that better approximates the semi-discrete OT be-

tween µs and νs, even for larger patches. Therefore, in

contrast to [15] (referred to as a single-layer model or

“1-layer” in the captions), the model will not be limited

to 3× 3 patches anymore. Indeed, in the experiments

shown in this section, the bi-layer maps are defined on

7× 7 patches.

Let us give the parameters of the used bi-layer maps.

In all the examples shown below, we used S = 4 scales

for images smaller than 500× 500 and S = 6 scales for

larger images. Since the target patch distribution νs of

the exemplar texture has a more complex structure for

coarse scales, the number of clusters J1 is adapted to

the scale, i.e. we take J1 = 10 for s = S−1, J1 = 20 for

s = S − 2, and J1 = 40 for s < S − 2. The hierarchical

clustering is again found using the k-means algorithm;

however, in order to keep a reasonable complexity even

if the exemplar texture is very large, we fix a budget

B of patches in each cluster. If the number of patches

in a cluster C0
y exceeds B, then we randomly select B

patches in this cluster. This budget also depends on the

scale: B = 100 for s = S − 1, B = 200 for s = S − 2

and B = 400 for s < S − 2. At the finest scales, the

global budget is thus 40 × 400 = 16000; this selection

step amounts to simplifying ν with only 16000 patches.

For which regards the source distribution, during the
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Original 1-layer 2-layer 1-layer 2-layer 1-layer 2-layer

w = 3 w = 3 w = 5 w = 5 w = 7 w = 7

Fig. 7: Single-resolution model, synthesis results. For several original textures shown in the first column,

we compare several synthesis results obtained by the single-resolution transformed random field (30), where T is

either a mono-layer or bi-layer transport map, and where the patch size w ranges from 3 to 7. Even if the visual

differences between the mono-layer and bi-layer map is subtle in terms of geometric content, one can see that the

patch statistics (and in particular the color distribution) are better respected with the bi-layer transport maps.

estimation phase, a GMM distribution µs with 10 com-

ponents is fitted to the current patch distribution of

Us using the Expectation Maximization algorithm [35].

Finally, in order to reimpose details at the finest reso-

lution, we apply on V0 a last bi-layer transport map on

3× 3 patches to get the output image V .

Let us emphasize on the fact that the overall al-

gorithm can be decoupled into an estimation and syn-

thesis step. In other words, the estimation of bi-layer

transport maps at all resolutions (which is quite costly)

can be done once and for all. Once estimated, these

transport maps can be applied to all patches, and also

be used to synthesize many images with arbitrary size.

For this reason, if the model is pre-estimated, then the

synthesis algorithm has a very low computational time,

comparable to methods based on pre-estimated feed-

forward networks like [55].

Several synthesis results obtained with the multi-

layer model are displayed in Fig. 9. Compared to the

previous model [15], it is clear that working on 7 × 7

patches (instead of 3 × 3 patches) allows to capture

larger geometric structures of the exemplar texture.

This is not surprising since the semi-discrete transport

maps that are used are essentially weighted NN as-

signments that use patches seen in the exemplar tex-

ture. But still, combining the Gaussian initialization at

coarse resolution and the patch averaging procedure at

all resolutions permits to create new patches which are

not seen in the exemplar. This is where the model gets
its capacity of innovation. The copy-paste effect will

be discussed below. Let us also mention that the new

model is able to better respect fine details thanks to the

last 3×3 transport map applied at the finest resolution,

see Fig. 10.

In Fig. 11, we compare the multi-resolution model

with other state-of-the-art texture models. The model

of Gatys et al. [16] consists in optimizing the image

(starting from a white noise) in order to match some

spatially averaged second-order responses obtained in

a pre-learned neural network. The model of Ulyanov

et al. [55] consists in learning a feed-forward neural

network that mimicks the optimization procedure of

Gatys’ method. Finally, the model of Raad et al. [45]

consists in progressively growing the texture using patch

conditional sampling (also working in a coarse-to-fine

manner so that one resolution is conditioned by the

previous coarser resolution).
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Fig. 8: Single-resolution model, output patch distributions. In this figure, we examine the output patch

distributions after the mono-layer and bi-layer transport maps for the single-resolution model with patch size

w = 5, for the textures shown in the two first rows of Fig. 7. Each diagram represents the one-dimensional

distribution obtained after projecting on a principal axis in the patch space, and the corresponding patch principal

component is displayed just below. On each diagram, the black curve is the reference distribution, the blue curve

is the distribution after multi-layer transport and the yellow curve is the distribution after mono-layer transport.

See the text for comments.

One can see that the visual quality is comparable

to the one attained by the model of Gatys et al. [16],

and is clearly higher than the one obtained by the other

models (should it be in terms of details, frequency con-

tent, or spectrum). However, compared to [16], the im-

ages generated with our model are often smoother; this

is probably due to the averaging step used to merge

patches at all resolutions. Also, the unstructured tex-

ture of the 5th row of Fig. 11 is worth of comment;

on this example, both models fail to preserve the fre-

quency content of the texture, but the failure of our

model can be avoided by properly setting the parame-

ter S. Indeed, one should set the number S resolutions

depending on the size of structures present in the ex-

emplar image, keeping in mind that the receptive field

is of size 2S−1w×2S−1w (for example, with S = 4 reso-

lutions and 7×7 patches, the receptive field is 56×56).

For a texture with no salient structure (like the one

shown in the 5th row of 11), taking a single-resolution

model (i.e. S = 1) is sufficient to obtain a perfect result.

Observe that pseudo-periodic patterns are often not

well reproduced by neural network methods, while long

correlations can be captured by our multiscale model.

This phenomenon can be circumvented by expending

the perceptual loss objective function, adding Fourier

spectrum information [33] or spatial correlation [51].

Additionally, it is interesting to compare the results

by looking at the resulting patch distributions, as is

proposed in Fig. 12. Since the patch distribution is

very high-dimensional, for that, one can plot the one-

dimensional distributions obtained after projections in

the principal components of the patch space (the princi-

pal component analysis being led on the patches of the

original texture). Curiously, even if our model is inher-

ently designed to preserve the patch distribution, one

can see that the model by Gatys et al. often outperforms

it in terms of proximity to the original patch distribu-

tion. Again, this may be caused by the averaging step,

or also by the fact that the multi-layer maps do not

attain exactly the target empirical patch distributions.

However, this is very difficult how some observed drifts

on the patch distributions (on some principal compo-

nents) will impact the visual perception. Complement-

ing the study by looking at the color distribution or the

spectrum helps to understand the failure/success of the

different algorithms.

Let us also remark that, even if our model does not

reach the visual quality of Gatys’ model, it reaches a

very good compromise between visual quality and syn-

thesis time (since, again, the model estimation can be

performed offline). In contrast, the model by Ulyanov

et al. [55], which can also be estimated offline and has
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a comparable synthesis time, produce results with cu-

rious visual artifacts that can be analyzed in the patch

distribution or the spectrum.

Finally, we propose one last experiment that aims

at evaluating the capacity of innovation of the previous

models. For several large patches in the original texture,

we propose to single out their NN in the synthesis. The

results can be seen in Fig. 13. Since the bi-layer trans-

port maps projects onto patches seen in the original

texture, it is expected that some pieces of the synthe-

sis are quite close to the original. However, one can see

that there are always small differences thanks to the

patch averaging step.

4.3 Textural Inpainting

To close this section, we propose to show briefly that

the texture model defined in the previous section can

also be used to address textural inpainting. Indeed, if

the original texture u : Ω → R is known outside a mask

M ⊂ Ω, one can define the target patch distribution as

the empirical distribution of available patches. Working

with several resolutions is not an issue either since one

can compute subsampled versions us : Ωs → R and

define an adapted mask Ms at resolution s (for example

by thresholding the bilinear reduction of the indicator

function of M).

However, at the coarsest scale, the synthesized Gaus-

sian texture should agree with the unmasked content.

Fortunately, in the Gaussian case, the inpainting prob-

lem can be formulated as a conditional Gaussian model

estimated outside the mask as proposed in [14]. The

benefit of such a conditional simulation is that, at the

coarsest scale, the synthesized content will extend the

long-range correlations that can be observed outside

the mask. Then, using this Gaussian inpainting of the

coarsest scale, one can apply the bi-layer transport maps

at several resolutions in order to reimpose geometric

structures, as shown in Fig. 14. The model is estimated

in the same way than for the case of pure synthesis,

except that the target patch distributions contain only

patches which do not overlap the mask (the number of

scales should be sometimes reduced in order to find

enough available patches at the coarsest resolution).

Also, a crucial difference lies in the patch recomposi-

tion: one should apply the transport maps to all patches

that overlap the mask boundary (and average them to

get an image).

Some textural inpainting results can be seen in Fig. 14,

Fig. 15 and Fig. 16. As can be observed in Fig. 14

and Fig. 15, this inpainting model allows to inpaint-

ing structured textures in a reasonable way. However,

for complex sharp textures, some blur can be perceived

at the boundary of the mask (for example in the sec-

ond example of. 16). Also, the comparison of Fig. 16

highlights the benefit of considering the patch distribu-

tions. Indeed, constraining the patch distribution allows

to avoid inpainting failures that are undesirable optima

when optimizing functionals based only on the distance

to the patch NN.

Fig. 17 compares our approach with two other in-

painting techniques [57,4] that have a limited amount

of artifacts at the boundary of the mask. On the one

hand, deep image prior [57] consists in training a fully

convolutional neural network (in this specific case, with

skipping connections) to generate the masked image

from a (fixed) noise input using a mean square error

loss function outside the masked domain. Due to the

continuous nature of the generative network, this tech-

nique gives sometimes surprisingly good results with

a seamless transition at the border of the mask. On

the other hand, we compare to the greedy patch-based

copy method of [4], where an efficient blending tech-

nique is proposed to avoid block artifacts when combin-

ing locally patches from different locations in the im-

age. Again, our approach compares favorably to those

methods, despite introducing some noticeable blur at

the finest resolution due to the averaging of patches.

5 Application to Style Transfer

5.1 A short review on Image Stylization

The principle of image stylization or style transfer (see

e.g. [8,23,16,24,55,13,9,61]), is to give a source image
the artistic look of an example (or style) image, such

as a painting, a texture or another picture with the

desired visual features (e.g. color or dynamic range).

The most important aspect of this problem is that the

synthesized image should at the same time have similar

visual features than the style image and preserve the

geometrical content of the original image.

Until recently, most successful approaches consisted

in patch-based methods that are largely based on tex-

ture synthesis [8,23]. Often, the only main difference is

that the initialization, instead of using random noise,

is the image to be modified itself. However, there is no

guarantee that the resulting image will keep most of

its important geometrical structures. In order to cope

with this issue, other methods rely on a variational for-

mulation that balances the two objectives: an objective

function comparing style features to the style image,

linearly combined with a second objective comparing

other geometric features to the original image. Such

formulations are usually used to drive an optimization
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.

1-layer 2-layer Original 2-layer 1-layer

w = 3 w = 7 w = 7 w = 3

Fig. 9: Multi-resolution model, synthesis results. For several exemplar textures displayed in the middle

column, we present several synthesis results obtained with a multi-resolution model exploiting multi-layer transport

maps working on 7× 7 patches at each resolution. We compare with the previous model [15] based on single-layer

transport on 3× 3 patches. See the text for comments.
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Original 1-layer, w = 3 1-layer, w = 7 2-layer, w = 7 2-layer, w = 7

and w = 3 at s = 0.

Fig. 10: Preserving fine scale details. This figure illustrates that the multi-layer model retrieves geometric

structures of the exemplar in a cleaner way. In particular, applying the single-layer model on patches 7× 7 is not

sufficient to produce relevant structures. Also, one can see that the last 3× 3 transport applied at resolution 0 is

important to retrieve fine scale structures.

algorithm that iteratively updates the pixel values of

the synthesized image.

As was already discussed in the introduction, tex-

tural or style features can be based on patch represen-

tations [13,9]. However, a more popular way to extract

features is to use a visual representation of images that

is learned on a large dataset of natural images, as ini-

tiated in [16]. In practice, most techniques use features

extracted from layers of the deep convolutional neural

network VGG-19 [52] trained on ImageNet, but ran-

dom representations could be used as well [58]. Note

that learned representations for image classification are

known to be heavily biased toward textural informa-

tion [18,38]. In order to use such a network for style

transfer, spatial information linked to geometrical fea-

tures of the input must be kept while the style features

must be extracted with spatially-averaged statistics (of-

ten with second-order statistics, like Gram matrices).

Although using deep representations makes the opti-

mization more involved (as it requires backward prop-

agation through a deep network), it improves greatly

the visual quality [17].

The authors of [24] have shown that this optimiza-

tion process could be performed offline by training a

deep network to achieve a given type of stylization on

a dataset (MS-COCO with 80k training images). After

training, the corresponding stylisation of a new source

image is simply done by a single forward propagation

through the neural network. Afterwards, the authors

of [55] demonstrated that such a technique can be used

for texture synthesis as well, or for multiple styles [61].

While image quality might not be on par with deep

optimization technique [17], the speed-up is of several

orders of magnitude, as it requires less computations

than for a single iteration which involves forward &

backward propagation through a deep descriptive net-

work.

5.2 Feed-forward Texture Transfer

We propose here to adapt the multi-resolution texture

synthesis algorithm of the last section to perform style

transfer in a “feed-forward” fashion. More precisely, we

estimate the multi-resolution texture model associated

with the style image, and then we directly apply the

multi-layer transport maps to the source image in a

coarse-to-fine manner, without any optimization. The

main difference is the following: at each scale, the up-

scaled output from the previous scale is now blended

with geometric features from the source image. For sim-

plicity, we use only edges as geometric features. Note

that, as for the ”perceptual loss” in [16,24,55], style

features do not encode spatial information in our case

(patch distribution) but geometrical features does. The

method is summarized in Algorithm 4 and detailed in

the next paragraphs. Contrary to other aforementioned

approaches, our algorithm is not optimizing the input

image nor trained on a dataset.

Pre-processing We denote by w the input image to be

processed and u the style image. In order to ensure that

the patch distribution of w at the coarsest resolution

s = S − 1 is close to the one of u (which serves to

estimate the transport maps), we first pre-process w

to match the patch second-order statistical properties

of u. Namely, the pre-processed image w̃ is constructed

by overlapping transformed patches:

w̃(a) =
1

|ω|
∑

b∈ω

A(w|a−b+ω)(b), (34)

where A is an affine transform that imposes the patch

mean and patch covariance of u. Because the recon-

structed image w̃ may have out of range values, a local

histogram equalization of the intensity channel in Lab

color space is performed. An example illustrating this

preprocessing is shown in Fig. 18d.
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Original 2-layer Ulyanov et al. [55] Gatys et al. [16] Raad et al. [45]

Fig. 11: Comparison. For each row, we display, from left to right, an original texture, the result of the model

based on 2-layer patch transport, the result of the feed-forward network of [55], the result of the neural optimization

procedure of [16] and the results of the patch-based method of [45]. See the text for comments.
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Original 2-layer Ulyanov et al. [55] Gatys et al. [16]
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Fig. 12: In this figure, we compare the synthesis results obtained with the model based on bi-layer OT and with

the models of [55] and [16]. For comparison we also display the 7 × 7 patch distribution in the 3rd and 7th rows

(with the principal components shown in 4th and 8th rows), the color distributions visualized with [32] in the 2nd

row, and the spectrum in the 6th row. See the text for comments.
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Original 2-layer Ulyanov et al. [55] Gatys et al. [16]

Fig. 13: Innovation capacity. In this figure we illustrate the capacity of innovation of three texture models by

looking for several patches of the exemplar texture (marked with red, green, and blue squares) the 50 NN in the

synthesis (marked with squares with corresponding color). See the text for comments.

Blending geometric and texture information Geometric

features are based on contour extraction. A mask is first

computed from the gradient intensity on the smoothed

input image, and normalized using a sigmoid function:

Mw(x) = St (‖∇(w ∗ gγ)(x)‖) (35)

where ∗ indicates the discrete convolution with the Gaus-

sian density function gγ of standard deviation γ (con-

trolling the detection scale), and

Sτ (w) =
1

1 + e−10
w−τ
τ

(36)

parameterized by τ , which controls the detection inten-

sity. Fig. 18c shows the mask computed at the largest

resolution.

The blending of texture synthesis with geometric

features is performed with a convex combination be-

tween the current upsampled image (33) and the pre-

processed image w̃s (34) (Fig. 18e)

Ũs(x) = (1−Mws(x))Us(x) +Mws(x)w̃s(x). (37)

Once blended, we can apply the pre-learned multi-layer

transport map as in (31). Fig. 18 shows that applying

the blending before the transport map (Fig. 18g) rather

than after (Fig. 18h) gives a much better result.

In practice, as shown in Fig. 19, decreasing the thresh-

old τ adds details with less contrast from the input, and

decreasing γ keeps only fine details.

Remark: Observe that, as we blend the preprocessed

input image with textures, the patch distribution of the

stylized image does not follow the GMM that served

as the source of the transport maps. However, as we

change patches only at some edges of the texture im-

age, the difference is practically negligible for this ap-

plication.

Algorithm 4: Feed-forward image stylization

1: Inputs: style image u and source image w

2: Offline: Estimate the transport maps Ts of the

texture model defined by u.

3: Pre-processing: Compute w̃ (34).

4: Initialization: Sample US−1 (29) (same size as w).

5: for s = S − 1, . . . , 0 do

6: Resize images at scale s: us, ws and w̃s
7: Contour detection: Compute mask Mws (35)

8: Blending: Compute Ũs from w̃s and Us (37)

9: Apply patch transport Ts on patches of Ũs
10: Aggregate patches to get Vs (31)

11: If s > 1, upsample Vs to get Us−1 (33)

12: return V0

Additionally, Fig. 19 shows stylization results with

different random initializations. It should be noted that
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→

Masked Texture s = 4, Masked s = 4, Gaussian s = 4 s = 3

↓

Ground-truth Output s = 0 s = 1 s = 2

Fig. 14: Multiscale Textural inpainting. The proposed textural inpainting consists in using a Gaussian condi-

tional sampling at the coarsest scale (1st row, 3rd column), and then adding details with bi-layer patch transport

maps.

we do not have any of the diversity problems reported

for feed-forward networks in [56] and [31] for instance.

5.3 Stylization Results

First, Fig. 20 gives a comparison of our image styliza-

tion approach (Fig. 20g) with the gold standard tech-

nique of deep image optimization introduced by Gatys

et al. [17] (Fig. 20f). As already mentioned, the op-

timization process is based on an objective function,

linearly combining a style loss with a content loss func-

tion weighted by a parameter λ. The interesting aspect

of using deep image representation is that it enables a

more liberal definition of the content of the image to be

preserved than ours, resulting in mixing the content of

both images in intricate patterns (see for instance the

posts becoming curved like the branches in the source

image). However, as already reported in previous work

(see e.g. [33]), some features are not well preserved, such

as color, and checkerboard artifacts may also appear.

On the other hand, as previously demonstrated, our

technique aims at matching the patch distribution from

the style image, hence being better at preserving color

and reproducing tiny details from the exemplar image.

For a complete comparison, we display stylization with

our method when incorporating only geometric details

at low resolution (by setting τ = 0 after the third scale,

and referred to as low in Fig. 20e) or with all details at

high resolution (by setting τ = 1 after the third scale,

referred to as high in Fig. 20i).

Comparing our technique to other feed-forward ap-

proaches from the literature [24,61] (that still require

training on a large dataset of natural images) is inter-

esting as well. Both techniques (Johnson et al. [24] in

Fig. 20c, Zhang et al. [61] in Fig. 20d) do not manage

to preserve the main features of the style image, thus

highlighting the benefit of our statistical framework.

Quite interestingly, unlike Gatys et al. [17], these meth-

ods have automatically learned to preserve the contours

from the source image, as we choose to do explicitly.

Fig. 21 shows various stylization results for different

types of source image. In these experiments, all styliza-

tion parameters are fixed (same random seed, τ = 0.02

and γ = 0.8) and the same parameters have been used

for learning all bi-layer transportation maps from the

style image (as detailed in Section 4.2). To start with,

observe that our method is better suited for style im-

ages which are textures, which is the main hypothesis

of our statistical framework. When it is not the case, we

observed that the multi-layer model has more trouble

to match statistics with the same set of parameters, re-

quiring more iterations during training, and more sam-

pled patches, more GMM components, etc. Yet, it is still

providing interesting results on non-stationary style ex-

amples (such as rows 1, 4 and 8 of Fig. 21).

6 Conclusion

In this paper we have proposed to approximate a semi-

discrete OT map with multi-layer transport maps that

exploit a hierarchical clustering of the target discrete
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Original Multi-layer OT Original Multi-layer OT

Fig. 15: Textural inpainting results. For several masked textures (1st and 3rd columns) we display the inpainting

result obtained with the model based on 2-layer patch transport. Notice that the inpainted content blends quite

nicely with the rest of the image, even if a residual blur is sometimes perceived due to patch averaging.

distribution. After studying the optimality condition

for such multi-layer maps, we have shown that they can

be optimized with a heuristic stochastic optimization

approach. The corresponding algorithm performs bet-

ter than the usual stochastic algorithm for semi-discrete

OT, especially when the target discrete distribution has

a very large support. However, we have shown that, ex-

cept in dimension 1, the hierarchical clustering of the

target distribution induces a bias that cannot be coped

with by the optimization procedure.

Such multi-layer transport maps, therefore, can be

used for applications that rely on a large-scale OT set-

ting (both in terms of dimensions of the underlying

space and in terms of support of the target distribu-

tion). In particular, we proposed to exploit this multi-

layer approach to tackle OT in the patch space, which

is useful for several imaging applications, and we gave

results in texture synthesis, texture inpainting and style

transfer. For texture synthesis, the multi-layer approach

allowed us to consider larger patches in a previous tex-

ture model, which considerably enrich the class of well-
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Masked Texture 2-layer Newson et al. [39]

Fig. 16: Textural inpainting comparison. In this figure, we compare our approach for textural inpainting with

the one of Newson et al.[39] (their result was obtained with the online demo [40]). See the text for comments.

Texture Masked Texture Our approach Deep-image prior [57] Patch blending [4]

Fig. 17: Textural inpainting comparison. In this example we compare our approach with Deep image prior [57]

(which optimizes a deep neural network with skipping connection to generate the masked image using Mean Square

Error criterion) and with [4], where patches from the uncovered part of the image are used to fill in the masked

domain and blended to avoid blocking artifacts.

reproduced textures. We thus obtained a texture model

that is comparable to state-of-the art models in terms

of visual quality, while maintaining several mathemat-

ical properties (like long-range independence), and a

good empirical control on visual statistics (like the color

distribution of the spectrum). Besides, once estimated,

such a texture model can be sampled in a fast man-

ner (since it consists only in recursive weighted NN

patch assignments), and thus has a competitive compu-

tational time compared to recent neural network tech-

niques.

This texture model can also be used to address tex-

ture inpainting (by relying on a Gaussian conditional

sampling scheme for the coarse resolution) or style trans-

fer (with a feed-forward approach that blends the source

image with a synthesized texture and which does not

need pixel-based optimization). For both these prob-

lems, this model produces visual results that compare

well to other competing methods, with the benefit of a
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(a) Style
image u

(b) Source
image w

(c) Mask Mw

(Eq. (35))
(d) Preprocessing
(Eq. (34))

(e) Contour
Mww̃

(f) Multiscale
Blending (Alg. 4)

(g) Naive blending (h) Without
blending

Fig. 18: Illustration of contour extraction and

blending for texture transfer. Direct blending (g)

of contour (e) in the synthesized texture (h) is not

sufficient. Using blending directly during the multi-

resolution synthesis (f) gives more satisfying results.

good statistical control, in the sense that all the tex-

tural content visible in the input texture (or the style

image) will be fairly represented in the output image.

For inpainting, this statistical control allows to avoid

trivial solutions of patch-based approach (for example,

flat areas obtained by repeating a flat available patch).

The main limitation of this texture model lies in its

constrained architecture. While the number of scales is

easily tuned, the patch recomposition strategy is here

fixed as a simple average. Although this linear strat-

egy helps to preserve the covariance structure of the

random field, it inexorably produces some blur in the

synthesized images, which is often the main explication

for the failure cases encountered in this article. This is-

sue would certainly be solved by constraining the patch

distribution after the patch recomposition strategy. But

this would require a radical change of the model archi-

tecture, that we leave for further investigation.

(a) Style image u (b) Source image w

γ
=

0
.8

(c) τ = 0.01 (d) τ = 0.02 (e) τ = 0.04 (f) τ = 0.06

τ
=

0
.0

2
(g) γ = 0.2 (h) γ = 0.4 (i) γ = 0.8 (j) γ = 1.6

τ
=

0
.0

2
,
γ

=
0
.8

(k) seed = 0 (l) seed = 1 (m) seed = 2 (n) seed = 3

Fig. 19: Illustration of contour extraction and

blending parameters γ and τ for texture trans-

fer. The same random seed is used to generate the

style on the first two lines. Last row show the effect

of changing the random seed used to initialize the algo-

rithm Gaussian random field (29), where τ = 0.02 and

γ = 0.8 (as fixed throughout the rest of experiments).
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optimization for large-scale optimal transport. In: Proc.
of NIPS, pp. 3432–3440 (2016)

20. Gerber, S., Maggioni, M.: Multiscale strategies for com-
puting optimal transport. The Journal of Machine Learn-
ing Research 18(1), 2440–2471 (2017)

21. Glimm, T., Henscheid, N.: Iterative scheme for solving
optimal transportation problems arising in reflector de-
sign. ISRN Applied Mathematics 2013 (2013)

22. Haker, S., Zhu, L., Tannenbaum, A., Angenent, S.: Op-
timal mass transport for registration and warping. In-
ternational Journal of computer vision 60(3), 225–240
(2004)

23. Hertzmann, A., Jacobs, C.E., Oliver, N., Curless, B.,
Salesin, D.H.: Image analogies. In: ACM (ed.) Proc. SIG-
GRAPH’01, pp. 327–340. ACM Press (2001)

24. Johnson, J., Alahi, A., Fei-Fei, L.: Perceptual losses
for real-time style transfer and super-resolution. In:
European conference on computer vision, pp. 694–711.
Springer (2016)

25. Kitagawa, J.: An iterative scheme for solving the opti-
mal transportation problem. Calculus of Variations and
Partial Differential Equations 51(1-2), 243–263 (2014)
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