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This is a summary of a paper presented at EKAW-2018 (Fuchs & Cordier, 2018).

The context of this work is the study of sequential data that can be represented with se-
quences of timestamped events. The aim is to explore these sequences with sequence mining
to discover serial episodes which are frequent event subsequences that occur frequently in
data (Mannila et al., 1997). The domain of melodic analysis is studied in this work : the aim
is to highlight the structure of a musical piece by discovering its main melodic patterns. The
episodes produced by the miner are examined by a user generally an expert of the domain
who have to identify relevant episodes and interpret them. Meanwhile in the interpretation
step, the user has to face to a recurrent overabundance of mining’s results which makes diffi-
cult the identification of interesting ones. There is a real need to adopt a rigorous approach to
methodically manage this step and assist the user’s work. For this, we propose a visual and
interactive approach to assist the interpretation of serial episodes.

An Interactive approach to the interpretation of serial episodes

We propose to assist the interpretation task by managing combinatorial redundancy in
order to focus on relevant episodes. The assistance combines iteratively ranking and filtering
useless episodes to help focusing on relevant ones. It has been exemplified in the Transmute
prototype, a web-based application enabling user’s interaction with events sequences and
serial episodes that are represented graphically on a timeline with customisable icons.

The interpretation process consists in the main iterative steps : ranking, selection and fil-
tering. The user can choose measures to rank episodes and then select among them to display
their occurrences in the sequence. When a choice is made, a filtering process is triggered to
clean up other episodes that can no longer be selected following the previous selections of
the user. Finally, the user can interpret the episodes by attaching them annotations and record
the model resulting from the interpretation into a knowledge base.

The ranking of episodes is performed thanks to several objective interestingness measures
which estimate the relative importance and compactness of the episodes in the sequence.
The first measure is the event coverage indicator which is the number of distinct events of the
occurrences of an episode. The second measure is the spreading indicator which is the number
of events of the sequence in the time intervals of the episode occurrences. The noise indicator
is the difference between these two previous indicators and corresponds to the number of
events of the sequence in the time intervals of the episode occurrences. Temporal measures
may also be used when event duration are known.

The selection of an episode by the user triggers the filtering process which is based on
the event coverage of the selected episode. The remaining episodes are examined and occur-
rences having at least an event in common with the event coverage are discarded. The support
is consequently updated and episodes whose support becomes less than the given frequency
threshold are discarded. This results in removing combinatorial redundancy around the cho-
sen episode and leads to a gradual diminution of the remaining episodes, allowing to the user
a better focus on other episodes.



Experiments

The experiment aims to verify the ability of the approach to improve the ranking of epi-
sodes and as a consequence, to a lower effort from the expert. For this, three musical pieces
have been chosen and for each of them, an expert gave the relevant episodes to find, which we
name the expert episodes. The miner was launched with parameters to ensure the presence of
the expert episodes and the mined episodes were ranked using interestingness measures. The
ranks of the expert episodes in the mining results are used to assess the hypothetical effort of
the expert. The smaller the rank, the less important is the effort of the user to find the expert
episodes. Two situations are compared in two tables : without filtering and with filtering. Wi-
thout filtering, the effort is the highest rank of expert episodes. With filtering, the effort is the
sum of the lowest ranks of expert episodes, since the examination is resumed at the begin-
ning after each filtering and ranking, each time an expert episode in found. Experiments show
an important diminution (> 80%) of the effort for the three pieces with the ranking-filtering
strategy. A counterpart is that some expert episodes may be discarded, and the recall measure
may be quite bad in some cases.

Discussion, limits

The combination of both filtering and ranking is conclusive but may sometimes lead to
a lower recall. A first experiment has been conducted to test the usability of the Transmute
prototype by users, but a full scale experiment with more complex pieces and domain ex-
perts remains to be conducted. This approach is suitable only if data lend to compression.
Moreover, the Transmute prototype can not handle more than several thousands of results.

Related works

The sur-abundance of results in data mining is a major issue for a long time. Among
related works we can mention the compactness that measures gaps in episode occurrences
(Tatti, 2014), pattern selection based on their ability to compress data (MDL) : (Rissanen,
1978; Vreeken et al., 2011) for itemsets and (Lam et al., 2014) for sequences and finally
human in the loop approaches (Bertini & Lalanne, 2009). More recent approaches claim that
interestingness is subjective in essence and take into account the goals of the user and its
knowledge (van Leeuwen, 2014) but out approach is quite different in the sense that the user
has a more active role in the process.
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