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ABSTRACT
Detecting and classifying human actions in videos is one

of the current challenges in visual content analysis and min-
ing. This paper presents a method for performing a fine-
grained classification of sport actions using a Siamese Spatio-
Temporal Convolutional Neural Network (SSTCNN) model.
This model takes RGB images and Optical Flow field as in-
put data. Our first contribution is the comparison of different
Optical flow methods and a study of their influence on the
classification score. We also present different normalization
methods for the optical flow that drastically impact results,
boosting performances from 44% to 74% of accuracy. Our
second contribution is the detection and classification of ac-
tions in videos performed using a sliding temporal window.
It leads to a satisfying score of 81.3% over the whole dataset
TTStroke-21.

Index Terms— Deep Learning, Optical Flow, Data Nor-
malization, Action classification, Spatio-temporal convolu-
tion

1. INTRODUCTION

Action detection and classification is one of the main chal-
lenges in visual content analysis and mining. Sport video
analysis has been in the past years a very popular research
topic, due to the variety of application areas, ranging from
multimedia intelligent devices with user-tailored digests [1],
up to analysis of athletes’ performances [2]. Datasets focused
on sports activities [3] or including a large amount of sport
activity classes [4, 5] are now available with many researches
benchmarking on those datasets [6, 7, 8]. A large amount of
works is also devoted to fine-grained classification through
the analysis of sport gestures using motion capture systems
[9]. However, body-worn sensors and markers can disturb the
natural behavior of sportsmen. Furthermore, motion capture
devices are not always available for potential users, be it a
University Faculty or a local sport team. Our work is focused
on detection and recognition of strokes in table tennis. It is

This work was supported by Region Nouvelle Aquitaine (grant CRISP)
and Bordeaux Idex Initiative

a first step in a wide research program which goal is to give
tools for sport coaches to improve performances of young ath-
letes using recorded videos of training and playing sessions.
In order to reach the largest audience, recordings have to be
performed by widespread and cheap video cameras, e.g. Go-
Pro. We use a dataset specifically recorded in a sport faculty
facility and continuously completed by students and teachers.
This dataset is constituted of player-centred videos recorded
in natural conditions without markers or sensors. It comprises
20 table tennis strokes and a rejection class. The problem is
hence a typical research topic in the field of video indexing:
for a given recording, we need to label the video by recog-
nizing and temporally segmenting each stroke appearing in
the whole video. Motion information is obviously a crucial
clue for recognizing table tennis strokes. Review of the state-
of-the art shows that spatial features from RGB images are
also needed to attain reasonable accuracies for action classi-
fication, be it in sport [10] or in specific cultural content [11].
Hence, it is necessary to use both multi-modal data and tem-
poral information. Contrary to [12, 13] which use one channel
of a 3D tensors for encoding temporal information, we are us-
ing 3D convolutions of video frames, similarly to the promis-
ing results obtained in [14, 15, 7]. However, to efficiently
fuse data of limited spatial localization of moving sportsmen
in image plane, variable magnitude of motion in each stroke,
an adequate normalization of motion data has to be elabo-
rated. Our first contribution is thus a comparison of different
optical flow (OF) estimation methods and their normalization
and how they influence the training of a long term convolu-
tional neural network such as the one proposed by [10]. Our
second contribution is the detection, classification and tem-
poral segmentation of table tennis strokes in videos, based on
temporal sliding windows and a spatio-temporal CNN intro-
duced in [16].
The remainder of the paper is organized as follows: section
2 presents our model and the classification method. In sec-
tion 3, different OF methods are compared on Sintel bench-
mark [17] with different normalization approaches. Results
and performance assessment for classification and recogni-
tion are presented in section 4. Conclusion and prospects are
drawn in section 5.



Fig. 1. Our Siamese (SSTC) architecture.

2. PROPOSED METHOD

Classification of actions is performed in video scenes of a
single table tennis player performing a series of strokes. To
limit analysis area in full HD video frames, we resize them
to 320 × 180 pixels and compute their OF offline. A spatial
region-of-interest (ROI) of size (W ×H) is then extracted, as
described in [16], based on the foreground [18] OF values but
using dilation of a mask and smoothed OF values. Our model
is feed with 3D tensors of size (W ×H × T ) with RGB im-
ages and/or OF data. The model is tested for classification and
detection through classification on dataset TTStroke-21.

2.1. Architecture

The Siamese Spatio-Temporal Convolution network (SSTC),
is constituted of 2 individual branches with three 3D convolu-
tional layers with 30, 60, 80 filter response maps, followed by
a fully connected layer of size 500 (Fig. 1). One branch takes
RGB values as input, and input of the other branch is the OF
preliminary estimated on the current video frame V = (vx,vy).
The 3D convolutionnal layers use 3× 3× 3 space-time filters
with a dense stride and padding set to 1 in each direction. The
two branches are fused through a final fully connected layer
of size 21 followed by a Softmax function for outputting a
classification score. The architecture of the branches, con-
stituted of 3 max pooling layers, has a similar depth as the
AlexNet architecture [19]. The latter has proven its efficiency
for image classification still remaining sufficiently shallow for
being adapted to low-resolution videos.

2.2. Model Training

We train three network models: ’RGB’, ’Optical Flow’
and ’Siamese’. The ’Siamese’ model uses the full archi-
tecture presented in section 2.1 while ’RGB’ and ’Optical
Flow’ models are constituted of one branch only. The op-
timization method is the popular stochastic gradient descent
with Nesterov momentum used in [19]. We have chosen a
constant learning rate, set to 0.01 for ’RGB’ and ’Optical
Flow’ models and to 0.001 for the ’Siamese’ model. The
other parameters are momentum of 0.5, weight decays of
0.005, and a batch size of 10. Most of the trainings were done
with 500 epochs but for the sake of comparison we trained
some models with 1500 epochs.

2.3. Detection through Classification

To detect actions in videos, we classify overlapping temporal
sliding windows of size T . A vector of probability scores P
of size Tvideo−T is obtained, with Tvideo being the length of
the video. To avoid border effects when classifying the whole
video, we extrapolate P by simple copy of the first and last
probability score respectively at the beginning and at the end
of our probability vector. Different rules were used for classi-
fying each frame using a decision windowWD. Our two first
decision rules are the majority vote and the average probabil-
ity. Our third decision rule is based on filtered probability
using a temporal Gaussian kernel.

3. OPTIMAL OPTICAL FLOW SELECTION AND
NORMALIZATION

Optical flow estimation is of primarily importance in the anal-
ysis of spatio-temporal actions. In this work we consider the
following OF methods : Farneback [20], Beyond Pixel (BP)
[21] used in [16], DIS [22], TVL1 [23] and DeepFlow [24].
The quality of each method is evaluated with usual metrics
such as Mean Squared Error (MSE) of motion compensa-
tion. We compute average MSE (aMSE) on video sequences,
namely on a strong-motion sequence of an Offensive Fore-
hand Hit stroke from TTStroke-21 dataset (240 frames)
denoted as FH in Table 1. The popular Sintel benchmark [17]
is also used. This is a dataset of synthetic videos with avail-
able reference optical flows, with some sequences with strong
aliasing effects and random texture. In this case the average
angular and end-point errors are computed with regard to the
ground truth denoted as aAE and aEPE respectively. It is in-
deed well-known that OF methods may have difficulties on
flat areas and can give noisy results on highly contrasted bor-
ders due to aliasing effects. Thus, a better motion compen-
sation does not yield better optical flow estimation. As sev-
eral kinds of assessment are necessary, different normaliza-
tion methods are considered according to the computed OF.

3.1. Selection of Optical Flow estimator

The BP method [21] used in our previous work [16] does not
perform well on Sintel Benchmark as it is very sensitive to
random textures. According to aMSE values obtained on FH
stroke sequence (see Table 1), the best method is the Dense
Inverse Search (DIS) with spatial propagation with preset pa-
rameters denoted ’Medium’ in OpenCV [22]. DIS method
is focused on reducing time complexity but still yields com-
petitive accuracy. However, aMSE is not a good metric for
evaluating an OF estimator due to aliasing and texture effects,
occlusions and illumination variations. Hence aMSE value on
Sintel Benchmark computed with available ground truth OF is
higher than that one supplied by the most of OF estimators. Its
standard deviation is also very high showing the complexity



Table 1. Optical Flow method comparison
Sintel Benchmark FH

aEPE aAE aMSE aMSE
Frame Diff - - 872± 1017 33± 12

Ground Truth - - 407± 778 -
Farneback 11± 18 .7± .33 365± 771 21± 7.8

BP 6.4± 13 .42± .27 316± 628 20± 3.9
DeepFlow 6.8± 15 .37± .26 384± 808 24± 5.8
DeepFlow

with matches 2.6±5.7 .3±.18 348± 711 25± 5.2

TVL1 9.3± 17 .54± .32 423± 752 20± 4.1
DIS Medium 5.5± 11 .46± .29 290±540 20± 3.9
DIS Medium† 4.8± 9.8 .44± .26 318± 670 20±4.6
DIS Medium* 4.8± 9.8 .43± .27 297± 559 20± 3.9
DIS Medium†* 4.8± 9.8 .43± 2.7 297± 559 20± 3.9

DIS Fast 6± 12 .52± .31 299± 526 24± 5.7
DIS Fast† 5.3± 11 .49± .28 312± 605 24± 5.6
DIS Fast* 5.2± 9.8 .48± .28 295± 523 24± 5.6
DIS Fast†* 4.9± 12 .48± .27 321± 655 24± 5.6

DIS Ultrafast 7.1± 13 .58± .32 307± 536 23± 5.6
DIS Ultrafast† 5.6± 11 .53± .28 314± 601 23± 5.3
DIS Ultrafast* 5.9± 11 .53± .29 297± 513 23± 5.4
DIS Ultrafast†* 5.2± 11 .51± .27 323± 654 23± 5.3

* : with Temporal propagation † : with Spatial propagation

of the Sintel dataset and limitation of aMSE metric. Accord-
ing to average angular and average end-point errors, the best
estimator is DeepFlow, a variational approach for optical flow
combined with matching algorithm [24]. As illustrated in Fig.
2, DeepFlow method does not generate false movements on
flat regions contrary to DIS Medium estimator with spatial
propagation which performs the best with respect to MSE.
However computation time is hundred times faster with DIS
estimator than with DeepFLow or BP estimators. However,
computation time is not here a crucial issue, because we are
not interested in online predictions but in obtaining an accu-
rate OF estimation. Hence in our work we will use DeepFlow
and BP as it has shown good results in terms of classification
accuracy on our dataset in [16].

3.2. Normalization

RGB image channels are normalized by their theoretical max-
imum value (255 in our case) to map them into interval [0,1].
For the Optical Flow V = (vx, vy), different approaches are
possible. Three methods have been tried: the first one is to
normalize each component of V by its maximum absolute
value over the whole dataset. We reference this method as
’MAX’. The second method is to normalize each component
of V by the mean µ and the standard deviation σ of the dis-
tribution over the whole dataset of frame maximum absolute
values. We reference this method as ’NORMAL’ (Eq. 1). In
the two following equations v and vN represent respectively
one component of the OF V and its normalization.

v′ = v
µ+3×σ

vN (i, j) =

{
v′(i, j) if |v′(i, j)| < 1
SIGN(v′(i, j)) otherwise.

(1)

a. RGB b. DIS c. DeepFlow

Fig. 2. Optical Flow comparison

The third method, denoted ’LOG’, is similar to the previ-
ous one but takes the logarithm of the distribution over the
whole dataset of frame maximum absolute values of a com-
ponent (Eq. 2).
vlog = log(|v|+ 1)

v′ =
vlog−(µlog−3×σlog)

6×σlog)

vn(i, j) =

 0 if v′(i, j) ≤ 0
SIGN(v(i, j))× v′(i, j) if 0 < v′(i, j) < 1
SIGN(v(i, j)) otherwise.

(2)
Obviously, the MAX method strongly reduces the magni-

tude of most motion vectors. However the ’NORMAL’ nor-
malization method increases the magnitude of most vectors,
while ’LOG’ flattens the value distribution.

3.3. Data Augmentation

Data augmentation is a necessary step for training Deep NNs.
It is performed on the fly to save storage space. For spatial
augmentation we apply random rotation with angle θ in the
range ±10◦, a random translation (tx, ty) in the range ±0.1
in x and y directions, and a random homothety k in range
1 ± 0.1 both on RGB images and optical flow. For the lat-
ter, rotation is performed such as R(θ)V with R(θ) being the
rotation matrix of angle θ. Transformations are applied with
respect to the center of the ROI. Finally we perform horizon-
tal flip with probability of 0.5. Note that the flip on optical
flow means also changing the sign of vx.

4. EXPERIMENTS AND RESULTS

The mean duration of strokes in TTStroke-21 is 174 ±
43.14 frames with a minimum of 99 and a maximum of 276
frames. To avoid having two full strokes in a same tempo-
ral window, we set T to 100 frames, which represents 0.83
seconds. Our model is then fed with cuboids of videos of size
(W×H×T )= (120×120×100) extracted from RGB images
and/or the OF. We performed the evaluation of the normaliza-
tion method and the classification in video on a specifically
recorded dataset TTStroke-21 which has been introduced
in [16]. To our best knowledge, this table tennis dataset of
training athletes is a unique one. We do not tackle the prob-
lem of action recognition in sport video in general, but focus
on fine grained stroke recognition. A protocol can be inspired
from this work for other sports, but cannot be applied directly
to another sport dataset. Indeed, each sport imposes its own
constraints and it may be very perilous to generalize a method



Table 2. Performances of the Optical Flow normalizations
Accuracies

Normalization Train Val Test T.Vote T.Avg
BP

MAX 53.5 44.4 43.1 44 44

NORMAL 88.5 73.5 69.8 72.4 74.1
LOG 97.8 75.7 65.5 66.4 68.1

DeepFlow
MAX 38.5 36.5 25 28.5 27.6

NORMAL 34 35.7 25.9 25.9 26.7

LOG 45.3 37 35.3 40.5 41.4

from one sport to another. The camera shooting, the dynamic
of actions, the presence of sport equipment (racket, table ten-
nis ball, soccer ball and so on) make methods context depen-
dent and thus not generic.

4.1. Influence of normalization method

Table 2 shows the performances of CNN classifier trained
with 500 epochs using BP and DeepFlow OF estimators with
the three normalization methods. It is a pure classification
task, as temporal borders of each action are known. As we
can see, best performances are obtained using the ’NORMAL’
method with BP estimator. As explained in section 3.2, the
’NORMAL’ method increases low values but does not distort
them as ’LOG’ method does. It is also a way to get rid of
the noise from the OF computation which leads to very high
values and makes the ’MAX’ method less efficient. However
our model trained with OF from DeepFlow estimator did not
perform well. It underlines the importance of the normaliza-
tion method. According to these results we decided to use
the ’NORMAL’ normalization with BP estimator for the next
trainings.

4.2. Data Augmentation

Tables 3 and 4 show that data augmentation is helpful for
both classification only and classification plus detection tasks.
In table 3 accuracies are higher with data augmentation, but
RGB data only remain more appropriate for the pure classifi-
cation task. Table 4 shows results for classification plus detec-
tion task. Best results are obtained with our Siamese network
for a sufficient number of epochs (1500). These results are
obtained with BF OF method [16], ’NORMAL’ normaliza-
tion and designed data augmentation.

4.3. Detection and classification

To evaluate the performances of our method for detection
and classification actions in videos, we compare predictions
with the ground truth built from the crowdsourced annota-
tions of the TTStroke-21 dataset. Experiments have been
conducted with the whole dataset which incorporates strokes

Table 3. Performances on pure classification task
Accuracies

Models Train Val Test T.Vote T.Avg
RGB 97.7 75.7 70.7 68.1 69.8

Optical Flow 91 78.7 67.2 71.6 70.7

Siamese 86.8 62.6 54.3 52.6 56.9

with data augmentation
RGB 98.6 87 70.7 75.9 76.7

Optical Flow 88.5 73.5 69.8 72.4 74.1
Siamese 89.4 79.1 69 71.6 72.4

Table 4. Performance classification and detection task
Accuracies

Models Vote Average Gaussian
RGB 72.9 74.7 74.4

Optical Flow 76.6 78.4 77.9

Siamese 80.2 81.3 81.3

and negative samples in the training, validation and test sets.
Each model classifies the entire video with a temporal slid-
ing window T = 100 frames with step 1. Majority vote
and average probability method use a sliding decision win-
dow WD = 1.5T = 150 also with step 1. For the decision
rule based on a Gaussian filter, a kernel of size 2T +1 = 201
and a scale parameter σ = 0.5T = 50 were used. As the
detection may not be always precise in time because of errors
in the crowdsourced annotations, a prediction is considered
correct at the boundaries of actions (between two classes) if
one of these classes is found. The maximum possible class
overlap is set to 20% of the current stroke duration. Results
are shown in table 4.

5. CONCLUSION AND PERSPECTIVES

In this paper we have compared several optical flow methods
in terms of aMSE, aAE and aEPE metrics for selecting the
optimal one as input data in a 3D CNN for fine-grained sport
action classification. We have proposed three normalization
schemes and studied their influence with respect to the classi-
fication accuracy. Our choices improved results up to 74.1%
with models trained in a reasonable number of epochs. We
also showed that for both pure classification and classifica-
tion with detection, proposed data augmentation was useful
for all kinds of data : RGB, OF on single branch or Siamese
NN. The siamese model reached a satisfying score of 81.3%
on a challenging natural dataset of Table Tennis strokes. In
addition, we believe that better results can be obtained since a
continuous improvement has been noticed for a greater num-
ber of epochs when training the Siamese model. The dataset
TTStroke-21 used for these experiments is still being en-
riched for further research and applications.
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