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Abstract harmful ones. This ranking is very useful, especially in
persuasion dialogues where agents have to choose the best
counter-attack in order to win a dialogue. Assume a dia-
logue between two agents who exchange arguments in order
to persuade each other. At each step of the dialogue, an agent
presents a new argument attacking one of those uttered by
the other party. For that purpose, the agent should choose i)
which argument of the opponent to attack, and ii) with which
argument. A reasonable strategy consists of targeting-an ar
gument that is very harmful for the agent’s arguments.

In an argumentation setting, a semantics evalu-
ates the overall acceptability of arguments. Conse-
quently, it reveals the glob&bssincurred by each
argument due to attacks. However, it does not say
anything on thecontributionof each attack to that
loss. This paper introduces the novel concept of
contribution measuréor evaluating those contribu-
tions. It starts by defining a set of axioms that a rea-
sonable measure would satisfy, then shows that the

Shapley value is the unique measure that satisfies This paper studies for the first time the question of
them. Finally, it investigates the properties of the  measuring the contribution of each attack to the global loss
latter under some existing semantics. of its target. It introduces the novel conceptaaintribution
measurewhich takes as input an argumentation framework,
1 Introduction and returns as output a weight for each attack, representing

. . _ the contribution of the attack. It considers a broad range
An argumentation framework is a reasoning model based 0ft semantics including extension-based ofang, 199%.
the justification of claims by arguments. Itis made @faph  the paper starts by defining a set of axioms that a reasonable
and asemanticsThe nodes of the graph are arguments, each,q4qre should satisfy. Then, it provides a charactesizati
of which is assigned a basic strength, and the arcs are attac,agrem. which states that Shapley val@hapley, 1958
between pairs of arguments. The semantics is a function as the ynique measure that satisfies the axioms. Finally,
signing to each argument of the graph a value representing jnestigates properties of that measure under extension

its overall strengthor acceptability degreeSee[Simari and  gemantics, andh-categorizer semantics defined by Besnard
Rahwan, 200pfor an overview on argumentation in Al. and Huntef2001].

Recently, Amgoud et a[2016; 201T have argued that the

acceptability degree of an argument should be equalto the ba e paner is structured as follows: Section 2 defines argu-
sic strength of the argument, if the latter is not attackeiti-O  antation frameworks. Section 3 shows examples of seman-
erwise, the argument is weakened by its attackers and thyg.q covered by the study. Section 4 introduces contributio
looses weight, leading to an acceptability degree lowen tha e 55 res as well as the ‘set of axioms that they would satisfy.
the basic strength. Hence, from the outcome of a semarttics, e ction 5 provides our characterization result. Sectiom-6 i

is possible to compute trglobal lossundergone by each ar-  gianiates the Shapely measure with some existing sersantic
gument because of its attackers. It is the difference betwee

the basic strength of the argument and its acceptability des .

gree. However, it is not possible to say anything ondbe- e2 Argumentation Frameworks

tribution of each attack to that loss. That contribution repre-An argumentation framework is made of argumentation

sents, in some sense, tiensityof the attack. The greater graph and an acceptabilitgemantics Throughout the pa-

the contribution of an attack, the more harmful the attack. per, we focus on argumentation graphs whose nodes are argu-
Information on attacks’ contributions is very useful siitce ments and arcs are attacks between arguments. An argument

allows a better understanding of the impact of each attackis an abstract entity whose internal structure is not spekifi

Namely, it allows detectingvorthlessattacks (i.e., attacks however, it has an initial value representingagsic strength

that do not have any impact on the target), aadundant The latter may represent differentissues, like certaietyrde

ones (i.e., attacks that lead to the same loss for theirtlarge of argument’s premisd®enferhatet al., 1999, trustworthi-
Attacks’ contributions allow also to rank order the attack-ness in argument’s sourfga Costa Pereiret al., 2011, etc.

ers of each argument of a graph from the most to the leadefore defining formally argumentation frameworks, wetstar



by introducing the useful notion afeighting

Definition 1 (Weighting) A weightingon a setX is a func-
tion from X to [0, 1].

states the following: if the attackers of an argumerdre
also attackers dof, thena is at least as acceptable@asThis
axiom assumes thatandb are in thesame graphthus the
attackers of both arguments have fixed acceptability degree

Let Arg be an infinite set of all possible arguments. An Our monotonicity axiom goes one step further by assuming

argumentation graph is defined as follows:

Definition 2 (Argumentation Graph) An  argumentation
graphis an ordered tupleA = (A, w, R), whereA is a finite
subset ofirg, w is a weighting on4, andR C A x A. Let
AG be the universe of all argumentation graphs builtaofg.

For two arguments, b of an argumentation grapA =
(A, w, R), w(a) represents thieasic strengtlof the argument
a, and(a, b) € R means that argumeatattacks argumerit.

Notations: Let A = (4, w, R) be an argumentation graph.

Elements ofR will be denoted byry,rs,...,r,. Note that
R is finite sinceA is finite. Sca (.) andTr (.) are two func-
tions, which return respectively tteourcea and thetarget
b of an attack(a,b) € R. Atta(.) is a function, which
returns all theattackson an argument (i.e. forn € A,
Atta(a) = {r € R | Tra(r) = a}). Let X C R,
Ao X =(Aw R\ X).

thata andb are indifferent graphs Hence, the acceptabil-
ity degrees of their attackers may vary from one graph to the
other. To sum up, it is possible for a semantics to satisfy one
of the two forms of monotony and violates the other.

Definition 6 (Monotonicity) A semantics$s is monotondff

for any argumentation grapA = (A, w, R) € AG, Va € A,
VX C Atta(a), it holds thatbegh (a) < Degg®* (a).
Notation: Let Sem be the universe of all syntax-independent
and monotone semantics definedamn

When the acceptability degree of an argument is lower than
its basic strength, the argument has lost strength due to its
attackers. The total amount of that loss is defined as follows

Definition 7 (Loss) LetS € Sem, A = (A4, w, R) € AG, and
a € A. Thelossof a is Loss§ (a) = w(a) — Degh (a).

From the definitions, we get the following obvious results.

A semantics is a function assigning to every argument irProperty 1 LetS € Sem, A = (A, w, R) € AG, a € A.

an argumentation graph acceptability degreeThe greater

this degree, the more acceptable the argument. The degree

e Loss(a) € [0,1].

is between 0 and the basic strength of the argument. The ® If Atta(a) =0, thenLoss§ (a) = 0.
idea is: If an argument Is not attaCked, then it keepS its full The fo”owing property follows also Straightforward|y

basic strength, otherwise it may lose weight if its attasleee
sufficiently strong. IfAmgoudet al, 2017, we provided an
axiomatic justification for this definition of semantics.

Definition 3 (Semantics) A semanticss a functionS trans-
forming any argumentation grapA = (4, w, R) € AG into
a weighting onA s.t. for anya € A, if Atta(a) = 0, then
Deg4 (a) = w(a), elseDegh (a) € [0,w(a)]. Degh (a) is the
image ofa by S(A), and is calledacceptability degreef a.

Throughout the paper, the semantics is lafispecified

from the monotonicity of semantics of the Setn.

Property 2 LetS € Sem, A = (A, w,R) € AG, anda € A.
ForanyX C Atta(a), Loss(a) > LosséeX(a).

3 Examples of Covered Semantics

The previous section introduced the seh of semantics we
consider in this paper, namely syntax-independentand mono
tone semantics. Before defining contribution measures that
share the loss of an argument under such semantics among

However, without loss of generality, it satisfies the very ba he argument’s attacks, we need first to show that theeset

sic syntax-independengproposed ifAmgoudet al, 2017,

is not empty In other words, we should prove that there exist

andmo_n_otonicityproperties. The fo_rmer ensures that the ac-semantics that satisfy the two above properties. Hopefully
ceptability degree of an argument is independent of the-argunis is the case of at least Dung’s extension semafii8s

ment’s identity. Before defining formally the property, let
first recall the notion of isomorphism of graphs.

Definition 4 (Isomorphism) Let A = (A, w,R),A’ =
(A, w', Ry € AG. Anisomorphismfrom A to A’ is a bi-
jective functionf from A to A’ such that the following hold:

e Vaec A w(a)=w(f(a)),

o Va,be A (a,b) € Riff (f(a), f(b)) € R/,
Definition 5 (Syntax-Indep.) A semantics S is syntax-
independeniff for all A = (A, w,R), A’ = (A", w',R') €
AG, for any isomorphisnf from A to A’, the following holds:
for anya € A, Deg4 (a) = Degd (f(a)).

and Besnard and HuntetsCategorizer semanti¢2001].

In his seminal paper, Dung assumed all arguments have
the same basic strength. Thus, we consider argumentation
graphs whose arguments have each the basic strength 1. An
extension semantics starts by computing subsets of argamen
(calledextensiony which areconflict free(i.e., they do not
contain two arguments that attack each others). Furthermor
theydefendtheir elements (i.e., they attack any argument at-
tacking one of their elements). L&t = (A4, w,R) be an
argumentation graph such that for anyg A, w(a) = 1, and
let£ C A be a conflict-free set.

e & is acompleteextension iff it defends all its elements
and contains any argument it defends.

The monotonicity property ensures that attacks cannot be

beneficialfor arguments. It is worth pointing out that this

property is different from the monotony axiom fropAm-
goud and Ben-Naim, 2016; Amgoust al, 2017, which

e £ is apreferredextension iff it is a maximal (w.r.t. set
C) complete extension.

e & is astableextension iff it attacks any € A\ £.



e £ is agrounded extensioiff it is a minimal (w.r.t. setC) by its target. In other words, for each attacked argument in
complete extension. the graph, the measure divides the total loss of the argument

Let Ext.(A) denote the set of all extensions &f un- among the attacks received by the argument.

der semantics;, wherex € {st,pr,gr,co} andst (resp.  Definition 8 (Contribution Measure) A contribution mea-
pr, gr, co) stands for stable (resp. preferred, grounded, comsureis a functionC on Sem x AG such that¥S € Sem, VA =
plete) semantics. Once extensions are computed, acdeptabj4, w, R) € AG, C(S, A) is a weightingf on R satisfying
ity degrees are assigned to arguments. In what follows, wéhe following condition¥a € A such thatitta (a) # 0,
slightly modify the definition given by Amgoud and Ben-

Naim[2014, in particular the case where a graph has no sta- Z flr)y= Lossg"(a). (1)
ble extensions. Instead of assigning the degree 0.3 to each reatta(a)

argument of the graph, we assume that arguments keep their o

basic strengths. The idea is that there is no reason forgosin/ () is called thecontributionof r to the loss offr(r). Let
strength. Formally, for any € A, if Ext,(A) = 0, then  Ctrg™(r) denotef(r), i.e. the image of by C(S, A).

Al — = .
Deg, (a) = w(a) = 1, otherwise: Equation 1 provides aefficiencycondition, which ensures

e Degh(a)=1iffac [ €. that the entire loss of an argument is divided among the argu-
ECExt, (A) ment's attacks. This leads to the following obvious propert

e Deg(a) = 0.5iff 36,&" € Ext, (A)sta €&, a ¢ & Property 3 For anyS € Sem, any A = (A, w,R) € AG,
o Degh(a) = 03if a¢ | &andi€ € Ext,(A) @V contribution measur€ on (S, A), anya € A such that

E€Ext, (A) Atta(a) # 0, the following two properties hold:
st3be fand(b,a) € R. o If Atta(a) = {r}, thenCtr%’A(r) = Loss& (a).
e Deg(a)=0iffa¢ |J Eand3€ € Ext,(A)sit

£cExt, (A) e If Loss4 (a) = 0, thenvr € Atta(a), Ctr%A(T) =0.

b € £ and(b,a) € R. In addition to the efficiency condition, the division of asos
We show next that the four semantics are part of the se$hould be both reasonable and fair. In what follows, we define

Sem. Indeed, they are in accordance with Definition 3 of se-Properties (called axioms in the paper) that describe what a
mantics, and are all syntax-independent and monotone. ~ reasonable and fair measure is.

Proposition 1 It holds that{st, gr, co,pr} C Sem. The first axiom guarantees syntax-independence. It states
that theidentitiesof arguments cannot change the outcome of

Besnard and Hunt¢2001] proposec-categorizeiseman- a contribution measure.

tics for evaluating arguments in acyclic graphs. This seman

tics was extended by Pu et 2014 to any graph structure. It Axiom 1 (Anonymity) A contribution measureC satisfies
considers as input an argumentation graph whose argumeragonymityiff, ¥S € Sem, VA = (A,w,R) € AG and
have all the same basic strength 1, and returns an acceptabilA’ = (A’,w',R’) € AG, for any isomorphisny from A

ity degree in the intervelD, 1] to each argumentas follows:  to A’, it holds thatv r € R,

S,A S,A’
Degf(a) = L a ctrg™(r) = Crrg™ ((f(Se(r)), £(Tx(r))).
1 D S
+ b:(bgen °8i (%) A fair division of an argument’s loss among the argument’s
. . attacks should take into account the effective impact oheac
with Y~ Degf(b) = 0if Atta(a) = 0. attack. The second axiom concerns worthless attacks. It
b:bRa states that if an attack is not harmful to its target, thendts-

It was ShO\.Nn in[Amgoud a_nd Bef".'\!aim' 201Qhat h- " tribution should be 0. An important question then is: what
categorizeris in accordance with Definition 3, and is syntax- is a worthless, called hecummy attack? A possible defini-

indep_endent. we implemented this semantic_s, a_nd run $everg js: an attack whose source has an acceptability degree 0
experiments, which all show that the semantics is monotonesq cider the following example

Conjecture 1 h-categorizer semantics is monotone.

It is . . . _
thus a member of the Seém. Example 1 Consider the semanticS; defined as follows:

for any argumentation grapA = (A4, w, R), for anya € A,

The two previous results show that the set of semantics in- w(a) ifAtta(a) =0

vestigated in the paper is not emp8gf # () and covers the Degg: (a) = 0 else '

main existing semantics. This semantics is clearly syntax-independent and mono-

o tone, thus it belongs to the se¢m. Consider now the argu-
4 Contribution Measures mentation graphA; = (A;, w1, R1), whered; = {a,b},

A contribution measure takes as input an argumentatioict = {(b,a)}, wi(a) = 1 andw,(b) = 0. Clearly,
framework (an argumentation graph and a semantics, whichegg: (a) = 0. ThUS,LOSS‘;1 (a) = 1 meaning that: loses
evaluates the arguments of the graph), and assigns to ea8H its basic strength. This loss is due to the attack from
attack in the graph a value between 0 and 1. This value reven ifDeg’Sﬁ1 (b) = 0 (sinceAtta, (b) = 0 andw; (b) = 0).
resents theontribution of the attack to the loss undergone Hence,(b, a) is certainly not a dummy attack.



It is worth noticing that a contribution measure should beExample 2 (Cont)Even if one of the two attacks is sufficient
rational whatever its input. Namely, it should be able to per to kill the argument;, none of them is dummy. Let us analyze
form fair division whatever the semantics that is considere r; (the same reasoning holds foy). We should check any
even very basic ones lik®;. From the example, it follows X C Atta(a) \ {r1} = {r2}. There are two cases:

that the above definition of dummy attack is not suitable for ] AOX AO(XU{r})
semanticsS,, and more generally for semantics that do not ® X = 0: Lossy*™" (a) = 1, Lossyy (a) =1.
take into account the acceptability degrees of attackers. W o X = {ra}: LossA20X (a) = 1,
will see in Section 6 that it is not suitable for some extensio LossA2@<Xu{”})(a) -0

st - Y

semantics as well. To sum up, a good definition of dummy _ i
attack should be independent of acceptability degrees-of afNote that whenX = {r,}, the argument is not attacked in
guments. A natural candidate is a definition that is based of{€ 9raphA; © (X' U {r1}), and it is attacked only by, in
themarginal contributionsf attacks. The marginal contribu- (1€ graphAs © X. Thus,r, taken alone is harmful far.

tion of an attack is the difference between the loss undergon We show that a dummy attack cannot weaken its target
by the target and the loss of the target when the attack is reaven when it is the only attack received by its target.

moved from the argumentation graph. A dummy attack is a
attack whose marginal contribution is 0. Let us illustrdis t
idea with an example.

rbroposition 2 LetC be a contribution measure, which satis-
fies Dummy. For any semantisc Sem, any argumentation
graphA = (A,w,R) € AG, anya € A s.t. Atta(a) # 0,
Example 1 (Cont)Recall thatLoss$! (a) = 1. Consider the ~ anyr € Atta(a), if r is dummy, theDegg (a) = w(a) and
argumentation grapiA, = A; © {(b,a)}. In A/, aisnot Loss§ (a) =0, with A’ = A © (Atta(a) \ {r}).
attacked,theneg‘gf (a) =1 andLossgf (a) = 0. The attack The next axiom defines when two attacks targeting the

; ; Ay Al same argument should receive game contribution Such
(b, a) is not dummy sinc@ossgy' () — Lossg' (a) # 0. attacks are said to be&ymmetric One might think that two
Unfortunately, this new definition is still not fully satsf-  attacks are symmetric if their sources have the same accept-

tory as shown in the following example. ability degree. However, the following example shows that

) ) ) this definition may lead to an unfair division of the loss.
Example 2 Consider the argumentation graphk, depicted i i )
below, where each argument has the basic strength 1. Example 3 Consider the argumentation graph; depicted

below, where each argument has a basic strength equal to 1.
Letr; = (a1,a) andry = (az,a). Consider stable se- \@

mantics ét) proposed by Dun§1994. The graphA; has  Under preferred semanticgr, the empty set is the sole ex-
one stable extensiofa;,az}. Thus,Degly?(a) = 0, and  tension ofAs. Thus, the four arguments get the same ac-
LossA?(a) = 1. In order to check whether, is a dummy ceptability degree 0.3Degi*(.) = 0.3). Consequently,
attack ofa, we consider the grapA;, = A, © {r1}. Clearly,  Loss®3(a) = 0.7. Since the two attackers.{ and a,) of

r
Degié (a) = 0 (sinceA), has one stable extensidn;,a;}) @ have the same degree, the previous definition declares their
and Loss™2 (a) = 1. Note thatLoss? (a) — Loss™ (a) attacks as symmetric and assigns to them the same contri-
Thus » iSSt a dumm.y attack and fo?tany contribuiiton rﬁea- b_utlon (0.35 each). However, this division is unfair. Con-
D GA, ’ C sider the two argumentation graphs;, = Az © {(a1,a)}
sureC, Ctrg’ (r1) = 0. However, it is easy to check that 5ng Al = A; O {(az,a)}. Itis easy to check thah),
r9 IS also dummy, and its contribution is 0. This violates theh terred extensi Thus Des (q) — 1
efficiency condition of Equation 1. Indeethrii®?(ry) + as ?Se preterred ex ensmﬁa?al}. L.js’ 8 (a) = 1,
ctrsh A2 (ry) = 0 while Loss¥, (a) = 1. Furthermore, this Lossy;® (a) = 0, and the marginal contribution of the attack
is not intuitive since the argumenthas lost its entire basic @1+ @) iS 0.7. However, tt‘f,,SOIe preferred eﬁt/ensmmgfls
strength because of its two attackers. the empty set. HencbBegp,® (a) = 0.3, Lossp,’(a) = 0.7,
) ) and the marginal contribution of the atta¢ks, a) is 0. This
In order to av_0|d the previous problems, We Propose tpqys that the two attacks do not have the same impaet on
check the marginal contribution of an attack in the initial ) )
graph as well as in all sub-graphs of the initial graph where The previous example suggests that the notion of symmet-
some target’s attacks are removed. ric attacks should not be defined on the basis of acceptabil-
ity degrees, but rather be based on the comparison of the
Axiom 2 (Dummy) A contribution measure satisfidsmmy  marginal contributions of the two attacks. However, likérwi
iff, VS € Sem, VA = (A, w,R) € AG, Va € A st  dummy, the marginal contributions in the initial graph may
Atta(a) # 0, Vr € Atta(a), if VX C Atta(a) \ {r}, lead to unfair divisions as shown by the following example.
Lossg®™ (a) = Lossg “ Y1 (a), thenctrg™(r) = 0. Example 4 Consider the argumentation graph, depicted
We say that is adummyattack. below, where each argument has a basic strength equal to 1.



Consider stable semanties. The graphA,4 has two stable Axiom 5 (Coherence) A contribution measureC satisfies
extensions{al,ag,a3} and{ai,as,as}. ThusDeght(a) =  coherencdff, VS, S’ € Sem, VA = (A, w, R) € AG,Va € A

0 andLoss®(q) = 1. with Atta(a) # 0, Vr € Atta(a), if VX C Atta(a) \ {r},
st 40X () — AS(XU{r) () AOX(4) _

Loss Lossg = Lossg
? @ @ Lossg” 1 (a), thenctrdA (r) = cerd A (r).

Example 2 (Cont) Consider the argumentation grapgky.

Any contribution measure satisfying the axiom of Coherence

assigns the same value #9 (respectivelyr;) under stable,
LetAy = Ay 0 {(ai,a }owithi € {1,2,3}. Forany: #  grounded, complete, and preferred semarfizsg, 199%.

j, Lossit(a) = Lossa (a). Hence, the three attacks on  The five axioms are not fullyindependent Indeed,
a are symmetric, and get the same contributid). (While  Anonymity, Dummy and Dominance follow from the two
(a1,a) and(az, ) are clearly symmetric, this is not the case other axioms (i.e., from Coherence and Symmetry).

for (a1, a) (respectivelyas, a)) and(as, a). Indeedy(ai,a) — poogition 3 Let C be a contribution measure.

alone leads to a loss of 1 far, while (a3, a) alone (i.e., in T o
graphA4 © {(ai1,a), (a2, a)}) leads only to a loss of 0.5. o If C satisfies Coherence, th&hsatisfies Dummy.

Symmetric attacks should then be defined by comparing * Rrgr?ar%?fle:ncd%gﬁ?];%?gd Symmetry, tiesatisfies
the marginal contributions of those attacks in all the guesi ymity ' _ .
graphs where subsets of the target’s attacks are removed. ~ Coherence and Symmetry are however independent, i.e.,

) o L none of them is implied by the other.
Axiom 3 (Symmetry) A contribution measureC satisfies . .
symmetryiff, ¥S € Sem VA = (A,w,R) € AG, Va € Proposition 4 Symmetry and Coherence are independent.
A with [Atta(a)| > 2, Vry,r; € Atta(a) with r; # Hopefully, the five axioms areompatiblei.e., they can all
r, i YX C Atta(a) \ {ri,r;} LOSSQG(XU{m})(a) _ be satisfied by a given contribution measure.

Lossge(xu‘{”})(a), then Ctr%A(Ti) _ Ctr%A(Tj)' We Proposition5 Symmetry and Coherence are compatible.

say that the two attackg andr; are symmetric From propositions 3 and 5, it follows that the five axioms

Example 4 (Cont) Under stable semantics, a contribution are compatible.
measure satisfying symmetry declares the two attécks:), A
(ag, a) symmetric, and both are not symmetric witly, a). 5 Shapley Contribution Measure

A fair di ¢ | ks shoul The previous section introduced the notion of contribution
k air division o ﬁm argume?ts ohss amokl? atthac SS Eu dmeasure, and five axioms that fair and reasonable measures
take into account the power of each attack Alp, the attack g4, 4 satisfy. The following questions raise then natyral

(a3, a) is less harmful than botfu, , a) and(as, a). Thus, the ) _ . e . >
former should receive a lower part than the latter. The next ® EXistenceis there a measure which satisfies the axioms?

axiom captures this idea. It states that the greater theinegdrg e Uniquenessif yes, is it unique?
contribution of an attack, the greater its contribution. Hopefully, the answers to both questions are positive. Befo
Axiom 4 (Dominance) A contribution measureC satisfies ~Presenting the formal results, let us start by introduchg t
dominancsff, ¥S € Sem, VA = (A, w,R) € AG, Ya € A key functionsh, calledShapley measuriia the paper.
with [Atta (a)| > 2,Vr, 7; € Atta(a) withr; # 7, if Definition 9 (Sh) Sh is the function orBem x AG such that
3 h o th VS € Sem, VA = (A, w,R) € AG, Sh(S, A) is the function
e 3X < Attale) \ A{ri,rj} such  that  gomR toR defined as followsyr = (b, a) € R,

AO(XU{r; AQ(XU{r;
Lossi® X ) (4) > Loss] (X913 (), and =3 | X[ (n — X — 1)!(L A1(q) — Loss22(a))
o VX' C Atta(a) \ {r,r;} such thatX’ # X, S\ *XCY n! osSs @ osss la
AO(X'U{r; AO(X'U{r;}) -
Lossg “ ™ “1"P(a) > Lossg ° ™ " (a) whereY = Atta(a) \ {r}, n = |Atta(a)], A1 = A O X,

thenCtry™ () > Cergy™ (ry). andA; = A © (X U{r}).
d The functionsh assigns a real value to each attack, which

All the previous axioms assume a fixed semantics, an
P the weighted sum of its marglnal contributions to the glob

discuss how weights are assigned to attacks under that s
mantics. The last axiom shows how those weights may varg s of the targeted argument. It is easy to show that the pre-
from one semantics to another. It states that if the marginaf0us definition ofSh is equivalent to the following one.
contribution of an attack is the same under two different seTheorem 1 LetS € Sem, A = (A,w,R) € AG, ands =
mantics, then it will receive the same contribution in bothSh(S, A). Itholds thatv(b,a) € R,

cases. This axiom ensures that the contribution of an at- IX|!(n — |X]| —1)! ) A

tack depends solely on its marginal contribution to the loss s((b,a)) = Z l (Degs* (a) — Degg ™ (a)),

of its target. This prevents measures from taking into antou xey

features of semantics like its name, whether it is extersionwhereY = AttA( \{(b,a)},n = |Atta(a)l, A1 = AO
based, whether itis binary (i.e., it allows two degrees), et X, andA; = Ao (X U{(b,a)}).




It is worth noticing thash(S, A) is the well-knownShap- | Properties [ P1 [ P2 [ P3 [ P4 P5 ]

ley value proposed as a solution for transferable utility games Stable no | no | no | no | no
(TU games) by Shapldy1953. A TU game is a set odigents Preferred no [no | no | no| no
and a real-valuedharacteristic functiorassigning a value to Complete no | yes| no | no | no
each subset of agents. Each subset is a coalition and its valu Grounded no | yes| no | no | no
represents how much the coalition can get for itself. The key h-Categorizer| yes| yes| yes| no | no
problem is then, how the agents of the game divide the value

of the grand coalition (the one made of all agents). Shapley Table 1: Properties

value provides a unique division for each game.
In an argumentation context, each pgr, A), with A = . .
(A,w,R), can be seen as setof TU games (one per ar- 0 Properties Related to Semantics
gument inA). The agents of the game corresponding to arShapley measurgh can be applied to any semanticsSiem.
argumentz € A are the attacks o, and the characteristic We show that the contributions it assigns to attacks respect
function isLoss. The latter evaluates the loss@finder se- however, properties of the underlying semantics. For that
manticsS whena is attacked by any subset of its attackers.purpose, we consider the semantics defined in Section 3, a
Those subsets play the role of coalitions. given argumentation grapA = (A,w,R), anda € A
Shapley characterized his value with axioms, one of whictsuch thatAtta (a) # 0. LetAtta(a) = {r1,...,r,} and
is additivity. The latter shows how different games can beSc(r;) = a,. Hence, the attackers afare{as,...,a,}. We
combined. Despite the relationship between a contributiofiocus on the following properties: For anyj € {1,...,n},
measure and TU games, Additivity has no counter-part in th(ﬂal) ctrS A(T‘.) -0
previous section since it does not make sense in the argumen- A '
tation context. Shubiki964 has shown, however, that sym- (P2) Deg? (a;) > 0 = Ctry™(r;) > 0.
metry follows from Shapley’s axiom of anonymity. Note that N S,A/ .\ _
the latter is based on permutations in the roles of agends, arfp3) Degg'(a:) = 0 = Ctrg™ (r:) = 0.
(ai)
)

thus is different from our Anonymity axiom. (P4) Deg’ (a;) > Deg§ (a;) = Ctrg,™(r;) > Ctrg™(r)).

We show next thash is a contribution measure. Indeed, it (P5) Deg (a;) = Deg’ (a;) = cers (r) = CtrSS};A(rj).
assigns a value in the intervidl, 1] to each attack. Further-  (p1) states that there is no dummy attack®?2) follows
more, it satisfies the efficiency condition of Definition 8. from (P1) and ensures that each serious attacker contributes
Theorem 2 Sh is a contribution measure. to the loss ofz. (P3) ensures that killed attackers do not con-

, ) . tribute to the loss of their target. The two last propertiases
Let us illustrate this measure on the running examples.  that the order between acceptability degrees is preserved.

Example 1 (Cont)In the graphA ;, ctrs ' ((b,a)) = 1. Proposition 6 Table 1 resumes the properties that are satis-
fied/violated by the semantics introduced in Section 3.

I,Ag .
Example 2 (Cont) In the graph A, Ctrg™*(r1) = The results show that undhrCategorizer semantics, there

A _ 1 i . - . -
Ctrg,"?(r2) = 5 for # € {gr,co,pr,co}. Consider isnodummy attack. They also confirm the necessity of defin-
now h-categorizer semanticsDegﬁ2 (a) = % and thus ing contribution measures on the basis of marginal contribu
Loss?2(a) = 2, S0,CtrlA? (1) = CtrA2 (ry) = 1 tions of attackers rather than on their acceptability degre

Example 3 (Cont)In the graphA s, Ctr&™*((a1,a)) = 0.7, 7 Conclusion

ctrB**((ag,a)) = 0. Note that(as, a) is a dummy attack The paper introduced a novel concept, contribution measure

under preferred semantics. However, as we will see in thevhich evaluates the intensity of each attack in an argumen-

next section, it is not dummy undhrcategorizer semantics. tation graph. It followed an axiomatic approach. Indeed, it
2. Ay _ defined axioms that characterize reasonable measures, Then

Examfle 4 (Cont) In the gra%hA4, Cergy *((a1,4)) = it showed that there is a unique measure which satisfies them,

Ctrg, " ((a2,a)) = 5 andCtrg; " ((as,a)) = 5, wherez € and itis the well-known Shapley value.

{pr,st}. The two first attacks are more harmful th@am, a). Future work consists of investigating the properties of

The following result is of great importance since it posi- Shapley measure under semantics like the ones proposed in
tively answers the two questions on #dstencandunique-  LPunget al, 200_7; Grossi and Modgil, 2015; Gabbay and
nessof a contribution measure that satisfies the axioms. InRodrigues, 2015; da Costa Perefaal, 2011, those pro-
deed, it provides a characterization, which states thaamgt ~ POSed in probabilistic argumentation settiiginter, 2013;

Sh satisfies the axiomsekistenci but also it is theunique ~ Li €t al, 2011, or in weighted argumentation graphs, i.e.,

contribution measure that satisfies them. graphs where attacks are assigned weights[Gagrolet al.,
2010; Dunneet al,, 2011; 2019).

Theorem 3 A contribution measur€ satisfies the two ax-

ioms of Symmetry and Coherence if and onlZif= Sh. Acknowledgments

From the previous result and the links between the five axThis work was supported by ANR-13-BS02-0004 and ANR-
ioms, it follows thatSh satisfies the five axioms. 11-LABX-0040-CIMI.
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