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SUMMARY
A feasibility study on 3D frequency-domain anisotropic elastic
wave modeling is conducted. The spectral element method is
applied to discretize the 3D frequency-domain anisotropic elas-
tic wave equation and the linear system is solved by parallel di-
rect solvers, MUMPS and WSMP. A hybrid implementation of
MPI and OpenMP for MUMPS is shown to be more efficient in
flops and memory cost during the factorization. The influence
of complex topography on MUMPS performance is negligible.
With available resources, the largest scale modeling, 30 wave-
lengths in each dimension, is achieved. Using the block low-
rank feature ofMUMPS leads to computational gains compared
with the full-rank version. Limitation of MUMPS scalability
for large number ofMPI processes prompts us to investigate the
performance of an alternative linear solver,WSMP. Preliminary
comparison on small scale modelings shows a better scalability
of WSMP while being more computational demanding.

INTRODUCTION
Onshore seismic exploration, such as the elastic full waveform
inversion (FWI), is challenging due to the complex topogra-
phy, free surface boundary condition (FSBC), visco-elastic and
anisotropic effects. The main computational cost comes from
the repeated solution of wave equations to build the model up-
dates. As performing the anisotropic visco-elastic wave mod-
eling is necessary, the majority of current FWI applications
relies on the time-domain forward modeling (Warner et al.,
2013; Trinh et al., 2019). Nevertheless, frequency-domain FWI
possesses several advantages: First, the restriction of Courant-
Friedrichs-Lewy (CFL) stability condition no longer exists in
the frequency domain; Second, the seismic attenuation (vis-
cosity) can be incorporated easily in the frequency domain
by using complex-valued elastic modulus (Carcione, 2015);
Third, while inverting realistic scale dataset, time-domain FWI
generally relies on source subsampling techniques, frequency-
domain FWI invert for only a limited number of discrete fre-
quencies and can account for all the sources provided a di-
rect solver is used to solve the linear system (Duff and Reid,
1983). All these advantages and the recent successful appli-
cations of 3D frequency-domain FWI for visco-acoustic VTI
medium in offshore environment (Operto et al., 2015; Operto
and Miniussi, 2018) prompt us to investigate the feasibility of
3D frequency-domain anisotropic elastic wave modeling.
The spectral element method (SEM) has been investigated par-
ticularly in seismology and seismic exploration (Komatitsch
and Vilotte, 1998; Komatitsch and Tromp, 1999; Trinh et al.,
2019). As a particular instance of finite element method, SEM
incorporates FSBC naturally in the weak form of wave equa-
tion and uses an adaptive design of the mesh which simplifies
the realization of complex topography and acknowledge the
variations in the media. The specific character of SEM con-

sists in using a mesh of hexahedra in 3D and choosing the
Gauss-Lobatto-Legendre (GLL) points for the integration and
Lagrange interpolation. Using high-order Lagrange polynomi-
als and Gauss quadrature on GLL points enables spectral con-
vergence when solving smooth problems. Note that anisotropy
can be considered without making an extra effort, unlike the
conventional finite-difference method (FDM).
In this study, SEM is applied to 3D frequency-domain elastic
wave modeling, incorporating the heterogeneity, anisotropy,
complex topography and FSBC. A Cartesian-based fully de-
formed mesh is used. To solve the linear system generated
from the discretization of the frequency-domain wave equa-
tion, we resort to direct solvers due to their stability. MUMPS
(MUMPS-team, 2017) and WSMP (Gupta et al., 2009) are
used. Both the full-rank (FR) and block low-rank (BLR) ver-
sion of MUMPS are investigated. Performance of FRMUMPS
and the computational gain from the BLRMUMPS in terms of
time and memory complexity is investigated. The free version
of WSMP is tested on small scale modelings. A comparison
on the scalability of WSMP and MUMPS is given.

DISCRETIZATION THROUGH SPECTRAL ELEMENT
METHOD
The 3D frequency-domain elastic wave equation reads

ρω2u j +
∂

∂xi

(
ci jkl

∂uk
∂xl

)
+ f j (ω, rs ) = 0, i, j,k,l=1,2,3, (1)

where ρ is the density, ω is the angular frequency, u j is the
displacement vector, ci jkl is the elastic modulus tensor and
f j (ω, rs ) is the point source force vector located at rs . Einstein
convention is used here. The seismic attenuation in viscoelastic
media is incorporated by using complex-valued elastic moduli.
The weak form of equation 1 is obtained by multiplying a test
function φ and integrating over the physical volume Ω. Using
the integration by parts and incorporating FSBC and absorbing
boundary conditions, the weak form rewrites as

ω2
∫
Ω

ρu jφdx +
∫
Ω

ci jkl
∂uk
∂xl

∂φ

∂xi
dx +

∫
Ω

f j (ω, rs )φdx = 0. (2)

The volume Ω is then divided into a set of non-overlapping
hexahedral elements. An example hexahedral 5th-order SEM
element is shown inFigure 1. Amapping is defined to transform
aunitary cube [−1, 1]⊗[−1, 1]⊗[−1, 1] into a single elementΩe.
The unitary cube is discretized by GLL points. With respect to
these GLL points, a scalar function could be approximated by
corresponding Lagrange polynomials and an integral could be
evaluated by Gauss quadrature. Taking the basis functions as
the test function and incorporating the interpolation and GLL
quadrature, we obtain the discretized linear system as follows

Au = f, (3)
where A = ω2M + K is the impedance matrix, M is the mass
matrix and K is the stiffness matrix. Vector u is the discretized
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Figure 1: Point distribution in one hexahedral element for a
5th-order SEM.
#e/dim NPML |e| (m) Vp (m/s) Vs (m/s) ρ (g/cm3) f (Hz) DOFs /λ

20 2 100 5000 2500 1 25 5

Table 1: Parameter settings for wave modeling.

displacement vector and f represents the discretized source
vector. Note that the combination of the Gauss quadrature and
the Lagrange interpolation at GLL points leads to a diagonal
mass matrix M for the discretization of the wave equation. This
is a huge advantage for the time-domain wave modeling if an
explicit time marching scheme is used, no expensive matrix
inversion being required.
For the boundary conditions, we adopt the anisotropic PML
method (Zhou and Greenhalgh, 2011; Shi et al., 2016) on lat-
eral and bottom sides of the 3D model. With appropriate ar-
rangement, the complex coordinate stretching technique leads
to complex-valued elastic parameters and density, while keep-
ing the original wave equation unchanged. The new parameters
are defined as follows

ρ̃ = ρ sx1 sx2 sx3, c̃i jkl = ci jkl
sx1 sx2 sx3

sxi sxk
, (4)

where s∗ corresponds to the complex coordinate stretching in
each dimension, defined as

sx (x) =
1

1 + i γ(x)
ω

, γ(x) = cPML

(
1−cos

(π
2

x
LPML

))
, (5)

where cPML is an empirical parameter and LPML is the width
of the PML.

NUMERICAL RESULTS FOR DIFFERENT PARALLEL
DIRECT SOLVERS
FULL-RANK MUMPS
In this section, MUMPS 5.1.2 (full-rank version) is used to
solve the linear system 3. It is based on a multifrontal method
(Duff and Reid, 1983), which recasts the original matrix into
multiple frontal matrices and computes the LU decomposition
of these smaller matrices to save memory and computational
cost. We use MUMPS with a hybrid implementation of MPI
and OpenMP (MUMPS-team, 2017). The numerical settings
are summarized in Table 1. The number of DOFs per wave-
length is 5 as we use a 5th-order SEM (De Basabe and Sen,
2007). Thus the number of elements in each dimension is the
same as the number of propagated wavelengths.
The total number of MPI and OpenMP is increased from 96 to
256 and the number of OpenMP threads varies from 1 to 8 in
order to fit our hardware settings (2 Intel E5-2670 processors
per node, 8 cores per processor). Figure 2 presents the corre-
sponding factorization time and memory cost of MUMPS with
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Figure 2: Factorization time andmemory cost ofMUMPSwith
different number of OpenMP threads for fixed number of total
cores (MPI +OpenMP).

different number of OpenMP threads. The dashed lines indi-
cate the ideal scalability and the solid curves are real computing
time. With a fixed total number of MPI and OpenMP, the more
OpenMP threads we use, the better MUMPS scales. For a tar-
get modeling, fewer MPI leads to larger block matrix, where
the BLAS3 part in MUMPS can fully benefit from the matrix-
matrix operations. The multithreaded part of MUMPS also
improves the overall performance with more OpenMP threads.
Both of these allow a better usage of memory when larger
number of OpenMP is used, which is also illustrated in Fig-
ure 2. Although the memory usage of 8 threads is larger for
smaller number of total MPI +OpenMP, the trend agrees well
with the expectation when the number of total MPI +OpenMP
increases.
To investigate the growth trend of MUMPS memory cost and
flops, we increase themodel size from 10×10×10 to 20×20×20
elements. The parameters settings are the same as in Table 1 ex-
cept for#e/dim. The number of cores is64, 96, 160, 192, 224, 256
respectively with #OMP = 8. Free surface boundary condition
is taken into account. Two sets of experiments, one with Carte-
sian non-deformedmesh and the other with vertically deformed
mesh, are conducted to test the influence of complex topogra-
phy. The factorization time and memory cost are presented
in Figure 3. It is promising to see that the deformed mesh
does not introduce great increment of the factorization time
and memory cost because the matrix structure in each case is
similar. A direct solver is thus not affected by this modification.
Conversely, the surface waves generated from the complex to-
pography and FSBC may lead to drastic convergence delay for
iterative solvers (Li et al., 2015).
Table 2 summarizes the largest scalemodelingwehave achieved
so far both with Cartesian and vertically deformed mesh (30
and 28 wavelengths respectively in each dimension). The size
of the linear system reaches tens of millions and the number
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Figure 3: Factorization time (upper) and total memory (lower)
of wave modeling for different model size, with Cartesian and
deformed mesh.

#λ DOF NNNZ #core MT (GB) TF(S) TS(S)
Cartesian 30 1.4 e7 2.1 e9 384 1913.6 2085.9 5.1
Deformed 28 1.2 e7 5.4 e9 320 1434.6 1828.2 4.6

Table 2: Current largest modeling with MUMPS.

of nonzeros in the matrix surpasses 109. As seen, these re-
sults could be obtained using moderate scale of computing
resources. Time for solving each RHS is trivial, which is ap-
pealing for seismic exploration applications with thousands of
sources. The current bottleneck comes from the matrix or-
dering before the factorization. We use the sequential METIS
(Karypis, 2013) which is quite efficient for the subsequent fac-
torization in terms of both time and memory. However, the
memory cost of METIS reaches the limit of one cluster node
as the model size increases to about 30 × 30 × 30 elements.
PERFORMANCE IMPROVEMENT FROM THE BLOCK LOW-
RANK FEATURE OF MUMPS
A Block Low-Rank (BLR) multifrontal solver consists in rep-
resenting the fronts with low-rank sub-blocks based on the
so-called BLR format (Amestoy et al., 2015). Experiments are
conducted to assess the performance gain from the BLR feature
of MUMPS. Version 5.2.0-betapre1 is provided by courtesy
of MUMPS team (MUMPS-team, 2019). The model size is
2.5× 2.5× 2.5 km. The physical parameters are the same as in
Table 1 except for #e/dim and f (Hz). The frequencies are 5Hz,
10Hz and 20Hz, corresponding to elements of size 500m,
250mand 125m, andmeshes consisted of 5×5×5, 10×10×10
and 20 × 20 × 20 elements respectively. The BLR solutions
are computed with three values of threshold ε = 10−3, 10−4

and 10−5 and assessed with analytical solutions. The reduction
of factorization time, flops and memory cost from the BLR
approximation are summarized in Table 3. The computational
gain on factorization time provided by the BLR approximation
increases with the frequencies. The same trend is shown for

f (Hz) Factorization Factorization time (%) (BLR)
time (FR) ε = 10−3 ε = 10−4 ε = 10−5

5 22.207 91.1% 101.3% 108.8%
10 178.193 67.3% 76.7% 88.3%
20 647.065 59.2% 66.6% 77.6%

f (Hz) Flop count Flop count LU (%) (BLR)
LU (FR) ε = 10−3 ε = 10−4 ε = 10−5

5 3.666e12 24.5% 37.6% 53.8%
10 4.609e13 15.5% 25.6% 39.9%
20 1.157e15 16.2% 23.5% 35.7%

f (Hz) Mem LU Mem LU (%) (BLR, GB)
(FR,GB) ε = 10−3 ε = 10−4 ε = 10−5

5 8 69.1% 79.9% 88.8%
10 46 60.5% 70.9% 81.9%
20 517 72.9% 80.2% 89.2%

Table 3: Statistics of the full-rank (FR) and block low-rank
(BLR) results. f (Hz): the frequency. Flop count LU: number
of flops during the LU factorization. Mem LU: memory cost
for LU factors in GB. The metrics of BLR for different values
of threshold ε are given as the percentage of those required by
FR factorization.

f (Hz) FR BLR (10−5) BLR (10−4) BLR (10−3)
5 0.275% 0.276% 0.281% 1.76%
10 0.133% 0.133% 0.193% 14.6%
20 0.181% 0.163% 0.392% 50.5%

Table 4: Relative errors of FR and BLR solutions uy for differ-
ent frequencies.

f (Hz) FR BLR (10−5) BLR (10−4) BLR (10−3)
5 3.07 e-08 3.29 e-07 3.69 e-06 4.93 e-05
10 1.24 e-06 8.35 e-07 8.64 e-06 4.63 e-04
20 2.85 e-05 4.01 e-06 1.35 e-05 3.73 e-04

Table 5: Scaled residuals defined as ‖Au− f‖∞/‖A‖∞‖u‖∞ of
FR and BLR solutions for different frequencies.

the flops, but it is not the case for the memory cost. Figure
4 presents the analytical solutions and the difference between
analytical solutions and FR, BLR solutions. Table 4 gives the
relative errors of uy wavefields ‖uanay − unumy ‖/‖uanay ‖. The
scaled residuals defined as ‖Au− f‖∞/‖A‖∞‖u‖∞ provided by
MUMPS outputs are summarized in Table 5. BLR solutions
with ε = 10−3 is shown to be inaccurate, especially for high
frequency modelings. BLR solutions with ε = 10−5 is almost
the same as the FR solutions. For 20Hz, BLR solutions with
ε = 10−5 is even more accurate than that of FR, which is indi-
cated both from the relative errors and the scaled residuals. For
ε = 10−4 where the solutions are accurate enough, 60–70% of
flops and 20–30% memory cost can be saved compared with
the FR version. Performance gain on larger scale modelings
could be expected in the future research.
COMPARISON BETWEEN MUMPS AND WSMP
MUMPS is unable to maintain a satisfactory scalability when
using more than about one hundred MPI processes (Amestoy
et al., 2001; Mary, 2017). Although resorting to a hybrid
implementation of MPI and OpenMP extend the number of
cores usable for MUMPS, the number of threads has a limit
due to different design of CPUs. For large scale modeling
where thousands, or tens of thousands of cores have to be used,
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Figure 4: Wavefields uy of 5Hz (1st column), 10Hz (2nd
column) and 20Hz (3rd column), obtained from analytical so-
lutions (1st row). Difference between analytical solutions and
BLR solutions with ε = 10−3 (2nd row), ε = 10−4 (3rd row),
ε = 10−5 (4th row) and FR solutions (5th row).

MUMPS seems not to be an appropriate choice. In this frame,
we investigate the performance of the linear solver WSMP as
an alternative because of its scalability up to tens of thou-
sands of cores (Puzyrev et al., 2016; Gupta, 2018). WSMP
uses a modified multifrontal algorithm with a MPI/OpenMP
parallelization. Preliminary tests are conducted using the free
version with a limit of 128 cores. As this version is in double
complex precision, the tests with MUMPS are changed accord-
ingly (ZMUMPS). Experiments are conducted on threemodels,
with 8 × 8 × 8, 9 × 9 × 9 and 10 × 10 × 10 elements. Pure MPI
implementation is set for both solvers. The number of MPI
processes increases from 16 to 128. The number of factors
and flops with 128 MPIs are summarized in Table 6. Scaling
curves of the factorization time are shown in Figure 5, where
the ideal scaling is shown in dotted line. We do not show the
data for Ne = 9, NMPI = 16 and Ne = 10, NMPI = 16, 32 be-
cause WSMP can not run in such settings. As shown, MUMPS
is more efficient for such small scale modelings, in terms of
both flops and time. The fewer number of factors also indi-
cates smaller memory consumption of MUMPS. This can be
due to the quality of matrix reordering. The graph-partitioning
based ordering algorithms used in WSMP may not be effi-
cient as METIS used in MUMPS. However, as shown in Figure
5, MUMPS deviates more from the ideal scaling lines as the
number of MPI increases. WSMP stays close to the ideal lines,
indicating a better scalability, although longer time and more
memory are required. This preliminary test prompt us to in-
vestigate the performance of WSMP on larger modelings with
more powerful clusters in future research.

Ne 8 9 10

Factors MUMPS 2.27e9 3.09e9 4.21e9
WSMP 4.19e9 5.86e9 7.94e9

Flops MUMPS 1.29e13 2.04e13 3.27e13
WSMP 9.71e13 1.61e14 2.54e14

Table 6: Number of factors and flops of MUMPS and WSMP.
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Figure 5: Scaling curves of the factorization time for MUMPS
and WSMP, with 10 elements in each dimension.

CONCLUSIONS AND PERSPECTIVES
SEM is applied to 3D frequency-domain anisotropic elastic
wave modeling, taking into account complex topography, de-
formed mesh and FSBC. The performance of FR and BLR
MUMPS andWSMP are investigated to solve the generated lin-
ear system. MUMPSwith a hybrid implementation ofMPI and
OpenMP presents a satisfactory performance in terms of scal-
ability, flops and memory cost. Deformed mesh only introduce
slight extra flops and memory cost compared with Cartesian
mesh. It is promising for future onshore applications where
complex topography has to be considered. With limited com-
puting resources, a moderate scale modeling (30 wavelengths
in each dimension) is achieved. Tests on BLR MUMPS indi-
cates that both the flops and memory cost are reduced due to
the low-rank feature of the matrix. To avoid current bottleneck
on matrix reordering in MUMPS, alternative methods will be
studied. However, the limitation of MUMPS scalability still
inhibits its application on larger modelings. As an alterna-
tive, WSMP is compared with MUMPS on small scale model-
ings. WSMP shows better scalability but is more demanding in
memory and flops. Further investigation on the performance of
WSMP for larger scale modelings using more powerful clusters
is thus worthwhile. Other parallel direct solvers will also be
future investigation aspects.
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