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Induced polarization response of porous media with metallic particles —
Part 8: Influence of temperature and salinity

André Revil1, Antoine Coperey2, Deqiang Mao3, Feras Abdulsamad2, Ahmad Ghorbani4,
Magali Rossi5, and Dominique Gasquet5

ABSTRACT

We have investigated the influence of temperature and salin-
ity upon the spectral induced polarization of 10 samples includ-
ing rocks with their mineralization (galena, chalcopyrite) plus
sand mixed with semiconductors such as magnetite grains,
graphite, and pyrite cubes of two different sizes. Measurements
are made in a temperature-controlled bath with a high-precision
impedance meter and using NaCl solutions. We cover the tem-
perature range 5°C−50°C and the frequency range 10−2 Hz to
45 kHz. For one large pyrite cube, we also investigated six sal-
inities from 0.1 to 10 Sm−1 (at 25°C, NaCl) and three salinities
for graphite. The spectra are fitted with a Cole-Cole complex
parametric conductivity model for which we provide a physical
meaning to the four Cole-Cole parameters. As expected, the
Cole-Cole exponent and the chargeability are independent of

the temperature and salinity. The instantaneous and steady state
(direct current [DC]) conductivities depend on the salinity and
temperature. This temperature dependence can be fitted with
an Arrhenius law (combining the Stokes-Einstein and Vogel-
Fulcher-Tammann equations) with an activation energy in the
range of 15� 1 kJMol−1. This activation energy is the same
as for the bulk pore-water conductivity demonstrating the control
by the background electrolyte of these quantities, as expected.
The instantaneous and DC conductivities depend on the salinity
in a predictable way. The Cole-Cole relaxation time decreases
with the temperature and decreases with the salinity. This behav-
ior can be modeled with an Arrhenius law with an apparent ac-
tivation energy of 7� 3 kJmol−1. A finite-element model is used
further to analyze the mechanisms of polarization, and it can re-
produce the temperature and salinity dependencies observed in
the laboratory.

INTRODUCTION

Induced polarization is a geophysical method characterizing the
ability of porous media to reversibly store electrical charges (e.g.,
Schlumberger, 1920; Vacquier et al., 1957). For environmental ap-
plications of the technique, interested readers are directed to the re-
view papers by Kemna et al. (2012) and Revil et al. (2012). An
understanding of the induced polarization signature of disseminated
metallic particles is required for ore prospecting (Wait, 1959; Zonge
and Wynn, 1975; Ostrander and Zonge, 1978; Zonge and Hughes,

1981; Meju, 2002; Yoshioka and Zhdanov, 2005; Shen et al., 2007;
Liu et al., 2017), the localization of anticlines hosting oil reservoirs
due to the formation of pyrite halos above these oil traps (e.g.,
Veeken et al., 2009; Flekkøy, 2013), and the monitoring of biore-
mediation of contaminant plumes (e.g., Ntarlagiannis et al., 2005;
Flores Orozco et al., 2011; Mewafy et al., 2013; Abdel Aal et al.,
2014). For all of these applications, knowing how temperature and
salinity affects complex conductivity spectra is important to better
forward model the induced polarization response expected in the
subsurface thanks to the models developed in this series of papers
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(Revil et al., 2015a, 2015b, 2017a, 2017b; Mao and Revil, 2016;
Mao et al., 2016).
An additional motivation of the present study is to test existing

mechanistic models by looking at the mechanisms of induced polari-
zation of disseminatedmetallic particles in a background electrolyte or
electrolyte-saturated porous matrix. We want to determine if the dom-
inant polarization is ionic in nature (i.e., associated with the relaxation
of the field-induced electrical diffuse layers [DLs]) or associated with
the electrodiffusion of electrons and p-holes inside the semiconductors
themselves (for a description of such transport mechanisms in semi-
conductors, see Rajeshwar, 2007), or a composite of both. Indeed, the
temperature dependence of the mobility of the charge carriers belong-
ing to the metallic particles themselves should be pretty different from
the temperature dependence of the mobility of the ions in the pore
water. For ionic processes, the activation energy controlling the mobil-
ity of the charge carriers (and therefore the diffusion coefficient) is the
same as the activation energy controlling the dependence of the
dynamic viscosity of the pore water with temperature (approximately
15� 1 kJMol−1, i.e., approximately 0.16 eV per molecule, see Vik-
tor and Hazra, 2002; Toumi et al., 2009).
Surprisingly, as far as we know, the temperature dependence of

complex conductivity spectra of porous materials with disseminated
ores has never been explored. Several works have focused on the
temperature dependence of the complex conductivity of porous
materials with no metallic particles (Vinegar and Waxman, 1984;
Tong and Tao, 2007; Binley et al., 2010; Zisser et al., 2010; Bairlein
et al., 2016). This dependence is fairly well-explained by the current
model of the dynamic Stern layer model with a mobility of the
charge carriers depending on temperature according to either a
linear or an Arrhenius law (e.g., Zisser et al., 2010; Revil et al.,

Table 1. Properties of the clean sand and minerals used in
the experiments. The formation factor of the clean sand was
determined using in-phase conductivity data at 1 Hz and two
pore-water salinities (10−2 and 10−1 M, NaCl). The porosity
of the sand and the density of the pyrite were obtained from
weight and volume measurements. The P1 pyrite
corresponds to a single large cubic grain, whereas the P2
pyrite corresponds to a single small cubic grain (Figure 1).
For the magnetite sample M1, we use a total of 11 cm size
grains. The density of sample G2 can be compared with the
density of pure lead (11;340 kgm−3).

Parameter Symbol Value

Formation factor clean sand FSd 3.7� 0.2

Mean grain diameter sand d 200� 20 μm
Porosity clean sand φSd 0.40� 0.03

Grain diameter pyrite (P1) a 2.9� 0.2cm

Grain diameter pyrite (P2) a 1.4� 0.2cm

Grain diameter graphite (Gr2) a ð9� 0.2Þ × ð3� 0.2Þcm
Grain diameter galena (G2) a ð5.4� 0.2Þ × ð2.8� 0.2Þcm
Grain diameter magnetite (M1) a 1� 0.2cm

Mass density pyrite (P1) ρm 4400kgm−3

Mass density pyrite (P2) ρm 4700kgm−3

Mass density magnetite (M1) ρm 5200kgm−3

Mass density graphite (Gr2) ρm 2110kgm−3

Mass density galena (G2) ρm 6860kgm−3

Table 2. List of the 17 experiments performed in the present study. We use NaCl solutions, and σw denotes the conductivity of
the pore water at 25°C. The background is made of sand. The quantity φm denotes the volume fraction of metallic particles in
the mixture. S denotes the pure sand sample. FD and TD stand for the frequency-domain and time-domain measurements,
respectively. We used an applied voltage of 0.2 V by default and 3 V for frequency-domain and time-domain measurements,
respectively. The conductivity of the pore water is given at 25°C.

Experiment Material φm (−) Type Temperature range σw (Sm−1)

1 P1-Pyrite 0.26 FD 5°C–50°C 0.1

2 P1-Pyrite 0.26 FD 5°C–50°C 1.0

3 P1-Pyrite 0.26 FD 5°C–50°C 5.0

4 P1-Pyrite 0.26 FD 5°C–50°C 10

5 P2-Pyrite 0.04 FD 5°C–50°C 0.1

6 M1-Magnetite 0.06 FD 5°C–50°C 0.1

7 Gr2-Graphite 0.17 FD 5°C–50°C 0.1

8 S-Sand 0.00 FD 5°C–50°C 0.1−1.0
9 G1-Galena (lead) – FD 5°C–50°C 0.1

10 G2-Galena (lead) – FD 5°C–50°C 0.1

11 C2-Chacopyrite – FD 5°C–50°C 0.1

12 Blende – FD 5°C–50°C 0.1

13 P1-Pyrite 0.26 TD 5°C–50°C 1.0

14 P1-Pyrite 0.26 FD 5°C–50°C 0.3

15 P1-Pyrite 0.26 FD 5°C–50°C 2

16 Gr2-Graphite 0.17 FD 5°C–50°C 1.0

17 Gr2-Graphite 0.17 FD 5°C–50°C 5.0
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2017c). In addition, we are interested to test the salinity dependence
of the Cole-Cole parameters used to model the complex conduc-
tivity response of sulfide-bearing materials in freshwater or saline
environments. Note that previous works have noticed a perhaps
unexpected dependence of the Cole-Cole relaxation time of dis-
persed metallic grains with the salinity of the pore water (Slater
et al., 2005, their Figure 5a; Gurin et al., 2015; Hupfer et al., 2016,
their Figure 11c). This dependence is however not explained by the
classical theories (redox-controlled polarization, Wong, 1979; or
electrical field-induced DL polarization, Chu and Bazant, 2006).
In this paper, we selected 10 samples including semiconductors

(such as pyrite and magnetite), metals (such as lead), and a semi-
metal (graphite) mixed with a well-calibrated sand. The complex
conductivity measurements (17 experiments in total) were per-
formed in a temperature-controlled bath in which the imposed
temperature is highly controlled (approximately 0.1°C) and can
be maintained for a long duration (days if needed) to be sure that
a complete thermal equilibrium state has been reached. The com-
plex conductivity spectra were fitted with a Cole-Cole parametric

a) b)

c) d)

Figure 3. Polarization of a metallic particle. (a) Just after the ap-
plication of the external electrical field E0, all the charge carriers
inside (electrons and p-holes) and outside (cations and anions)
the metallic particle are mobile providing the instantaneous conduc-
tivity σ∞. The metallic particle appears highly conductive. (b) For a
very long application of the external electrical field, the metallic
particle is entirely polarized and appears as an insulator (i.e., the
charge carriers are not mobile anymore). The generated surface
charges are responsible for the formation of field-induced electrical
DLs in the vicinity of the metallic particle. This situation defined the
DC conductivity of the material σ0, which is necessarily smaller
than the instantaneous conductivity. (c) Relaxation of the external
charges in the electrolyte with a relaxation time of τe. (d) Relaxation
of the internal charges in the metallic particle with a relaxation time
of τi.

Figure 2. SCIP from GDD Inc. used for the time-domain measure-
ments with four electrodes (A, B, M, and N). We used the following
set of time-on: 1.0, 2.0, and 4.0 s, and we stack four times. We use
20 windows respecting a Cole-Cole distribution. We use an im-
posed voltage of 3 V.

a)

b) c)

Figure 1. Core samples and equipment. (a) Minerals and core sam-
ples used for the experiments. P1 is a pyrite cube of 3 cm in size.
(b) Thermostat bath. (c) High-precision impedance meter with A
and B being the current electrodes and M and N being the voltage
electrodes.
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model. We also investigated the thermal dependence of (1) a pyrite
cube with a background sand at six different salinities and (2) a
graphite porous bar at three salinities to see how the change of
the conductivity of the background material around the metallic
particles affects the Cole-Cole parameters.

MATERIALS AND METHODS

Materials

We use a new collection of 10 samples described in Table 1 (see
also Figure 1), and we investigated six salinities for one of the core
sample (a large pyrite cube, approximately 3 cm, called P1 below)
and three salinities for a second graphite sample. The minerals and
rocks include chalcopyrite, graphite, galena, magnetite, and two
pyrite cubes. Seventeen experiments were performed mostly in the
frequency domain with also a few experiments performed in the
time domain (see details in Table 2 and Figure 2). For the mixes
between the metallic particles and the sand, we use a pure silica
sand, whose properties are reported in Table 1. The properties and
characteristics of the minerals used in our experiments are also re-
ported in Table 1.

Frequency-domain measurements

The goal of the experiments will be to check the conceptual
model sketched in Figure 3 through temperature-controlled experi-
ments, some of them being performed at different salinities. We
will come back later on the polarization mechanisms involved in
Figure 3 all along this paper. The temperature-controlled bath and
the ZEL-SIP04-V02 impedance meter (frequency-domain measure-
ments) are used in concert (see Figure 1b and 1c, respectively).
The ZEL-SIP04-V02 impedance meter was developed by Egon
Zimmermann at the Central Laboratory for Electronics, ZEL, the
Forschungszentrum Julich (see Zimmermann et al., 2007). Bench-
mark tests can be found, for instance, in Revil and Skold (2011) and

Woodruff et al. (2014) among others and will not be repeated here
(for experiments performed with ore materials, see also Revil et al.,
2017a, 2017b). The typical accuracy of this high-precision imped-
ance meter is 0.1 mrad between 1 mHz and 1 kHz and 0.4 mrad
between 1 and 45 kHz. We used an applied voltage of �0.2 or
�1 V for our experiments (higher voltages can yield nonlinear
effects and, while interesting, were avoided in this study to stay in
the linear regime; for a discussion of the nonlinear regime, see Chu
and Bazant, 2006).
The methodology used for our experiments is essentially the

same as in Revil et al. (2017a) and will not be repeated here. The
sample holder (described below) is put in a heat-resistant insulating
bag immersed in a thermostat bath (KISS K6 from Huber, dimen-
sions 210 × 400 × 546 mm, heating capacity 2 kW, bath volume
4.5 L; see Figure 1b). The temperature of this bath is controlled
with a precision of 0.1°C. Glycol is used as a heat-carrying fluid.
At each temperature, we allow enough time (>1 h, sometimes
more) for the system to stabilize in temperature. An additional
check of the stabilization was done through repeated in-phase con-
ductivity measurements until a plateau was reached.

Figure 5. Experiment 1 (low salinity 0.1 Sm−1 NaCl at 25°C, big
pyrite cube P1; see Table 2). The plain lines are guides for the eyes.

Figure 4. Comparison between the chargeability determined at 25°C
and the volume fraction of the metallic particle mixed with sand. The
two curves (1, with sand background) and (2, without background)
correspond to equation 3 with and without background polarization,
respectively. The new data correspond to the average for experiments
1–7. The two pyrite cubes correspond to P1 and P2 (see Tables 1 and
2). References from the literature: Pelton et al. (1978), Mahan et al.
(1986), Phillips (2010), and Gurin et al. (2015).
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We use a cylindrical sample holder with two current electrodes A
and B placed at the end faces of the sample. This configuration is
used to impose a uniform current through the sample. The two po-
tential electrodes M and N are in contact with the core sample on the
side of the sample holder. Because of the small size of the contact
area between the voltage electrodes M and N and the core sample,
they are considered as point electrodes. The conversion between the
measured impedance into the complex conductivity was done by
using a geometric factor K depending on the geometry of the elec-
trodes (K ¼ L∕A in the present case, where A is the surface area of a
cross section of the cylindrical core sample and L is the distance
between the voltage electrodes M and N).
The core samples were prepared as follows. An electrolyte was

prepared at the desired salinity using dehydrated NaCl salt (with a
high purity level) and deionized water. Then, the brine was degassed
for 30 min with a very low-pressure pump reaching the vapor pres-
sure (approximately 15 Pa). The brine is used to saturate the porous
material. The complex conductivity spectra were taken 24 h after

the preparation of the mixture in the sample holder following the
same rules discussed in detail in Revil et al. (2017a, 2017b). The
frequency-domain measurements were performed from 10 mHz to
45 kHz. At each frequency, the standard deviations are determined
using two cycles. The temperature range investigated in the present
study is 5°C–50°C (Table 2). The classical dependence between the
chargeability and the volume content of metal shown in Figure 4
should be preserved at any temperature. Typical frequency-domain
spectra at different temperatures and salinities are shown in
Figures 5, 6, 7, 8, and 9.

Time-domain measurements

We also performed induced polarization measurement in the time
domain using the sample core I.P. tester (SCIP) from GDD Inc.
(Figure 2). For each measurement, we recorded the resistance (in
ohm), the total chargeability (in mV/V), and the chargeability for
each window. We used three different time-on: 1.0, 2.0, and 4.0 s

Figure 6. Experiments 7 (at 0.1 Sm−1 NaCl at 25°C, graphite Gr2, see Table 2) and 16 (at 1.0 Sm−1 NaCl at 25°C, graphite Gr2; see Table 2).
The plain lines are guides for the eyes.
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and stacks is equal to four. Usually, the number of windows is 20
respecting a Cole-Cole distribution. All measurements were done
with an injection current of 3 V. We use the pyrite cube P1 (brine
solution at 1.0 Sm−1, NaCl, 25°C). The measurements were done at
temperatures (5°C, 10°C, 20°C, 30°C, 40°C, and 50°C). The current
electrodes are located at the end faces (electrodes A and B) of the
core sample, whereas the potential electrodes M and N are located
on the surface of the core sample at some distance from each other
in the direction of the imposed electrical field.

COLE-COLE PARAMETERS

A Cole-Cole complex conductivity model

We write the complex conductivity as σ� ¼ σ 0 þ iσ 0 0, where σ 0

and σ 0 0 in (Sm−1) denote the in-phase and quadrature components.
We consider only the linear response of a system composed of dis-
seminated metallic grains in an ionic background such as a water-
saturated sand (for the modeling of nonlinear effects, see Chu and
Bazant, 2006; for their measurements, see Olhoeft, 1985). In this
work, we assume that the complex conductivity of a porous material
with disseminated semiconductors, such as pyrite (assuming a unim-
odal grain size distribution of the metallic particles) is given by a

Cole-Cole parametric model (see Revil et al., 2017a, their equa-
tion 11)

σ� ¼ σ∞

�
1 −

M
1þ ðiωτ0Þc

�
; (1)

where c (dimensionless) denotes the Cole-Cole exponent, which
describes the broadness of the relaxation time distribution, τ0
denotes the Cole-Cole relaxation time (in s), σ∞ denotes the instanta-
neous conductivity, andM ¼ ðσ∞ − σ0Þ∕σ∞ denotes the chargeabil-
ity (dimensionless; see Figure 4). The instantaneous conductivity
σ0ð< σ∞Þ denotes the conductivity when all the charge carriers
are mobile (Figure 3a). The DC conductivity σ0ð< σ∞Þ denotes
the conductivity in steady-state conditions of the application of an
external electrical field (Figure 3b). The DC conductivity is smaller
than the instantaneous conductivity because some electrical charges
have lost their mobility and are now blocked by the process of polari-
zation in and around the metallic particles (Figure 3a and 3b). There
are several ways to physically derived a Cole-Cole model for the
complex conductivity of dispersed metallic particles (see, for in-
stance, Flekkøy, 2013).

Figure 7. Experiment 2 (big pyrite cube P1, NaCl, 1.0 Sm−1

at 25°C). The plain lines are guides for the eyes.
Figure 8. Experiment 4 (P1, NaCl, 5.0 Sm−1 at 25°C). The plain
lines are guides for the eyes.
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The Cole-Cole exponent c denotes the broadness of the distribution
of relaxation times. Because all of the relaxation times are supposed to
have the same temperature dependence, c is expected to be temper-
ature independent. The chargeabilityM entering equation 1 is directly
related to the (dimensionless) volume content of metallic particles φm

(Revil et al., 2015a; see their equations 69 and 70)

M ≈ 1 −
�
1 −

9

2
φm

�
ð1 −MbÞ; (2)

M ≈
9

2
φm þMb; (3)

where Mb (dimensionless) denotes the chargeability of the back-
ground material. Figure 4 shows how equation 3 agrees well with
some available experimental data, including some data from the cur-

rent study. We have already shown that ∂Mb∕∂T ¼ 0 (Revil et al.,
2017c); i.e., the chargeability of the background material (here the
sand) does not depend on the temperature. Therefore, it is expected
that the chargeability of the mixture of the background material with
the metallic grains would be independent of the temperature; i.e.,
∂M∕∂T ¼ 0.
The instantaneous and the steady state conductivities are related

to the instantaneous (σ∞b ) and steady state (σ0b) conductivities of
the background material (subscript b) according to (Revil et al.,
2015a)

σ∞ ≈ σ∞b ð1þ 3φmþ · · · Þ; (4)

σ0 ≈ σ0b

�
1 −

3

2
φmþ · · ·

�
: (5)

Figure 9. Experiments 1 to 4 (pyrite P1 at 0.1, 1.0, 5.0, and 10 Sm−1 NaCl at 25°C, big pyrite cube P1; see Table 2) and experiments 7, 16, and
17 (graphite Gr2 at 0.1, 1.0, and 5.0, Sm−1 NaCl at 25°C; see Table 2).
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Note that if the background if made of sand, the conductivity de-
pends very weakly on the frequency and therefore, σ0b ≈ σ∞b . We
will note σb the conductivity of the background. It follows that
the temperature dependence of the instantaneous and steady-state
conductivities of the composite (metallic particles and background)
is equal to the temperature dependence of the instantaneous and
steady-state conductivities of the background, which are known
(see Revil et al., 2017c) and are given by

σbðTÞ ¼ σbðT0Þð1þ αwðT − T0ÞÞ; (6)

where T and T0 are expressed in degree Celsius (°C) and where the
reference temperature is T0 ¼ 25°C, αw is the sensitivity coefficient
for the temperature dependence of the charge carriers of the back-
ground material. In the temperature range 0°C–50°C for which we
can consider linear temperature variations (Campbell et al., 1948;
Vinegar and Waxman, 1984), this temperature dependence would
be similar to the temperature dependence of the pore-water conduc-
tivity σwðTÞ given by

σwðTÞ ¼ σwðT0Þ½1þ αwðT − T0Þþ · · · �: (7)

For water, we have αw ≈ 0.020� 0.002°C−1. For instance, consid-
ering experiment 8, with just a clean sand, the temperature depend-
ence of the conductivity is αw ¼ 0.019� 0.001°C−1 (see Figure 10).
We infer therefore that the instantaneous and DC conductivity of

the mixture depend on temperature according to

σ∞ðTÞ ¼ σ∞ðT0Þð1þ αwðT − T0ÞÞ; (8)

σ0ðTÞ ¼ σ0ðT0Þð1þ αwðT − T0ÞÞ; (9)

respectively. Alternatively, we can also use an Arrhenius equation to
fit the data using an activation energy Ew

a (this choice is explained in
more detail in Appendix A). The rationale behind the use of this
equation is that the hydrated ions have to move through the water
molecules, which are offering some viscous resistance to the move-
ment of the ions by electromigration or diffusion. The temperature
dependence of the conductivity depends on the temperature depend-
ence of the mobility of the charge carriers, which in turn depend on
the viscosity of the pore water. In this case, the use of an Arrhenius
(semiempirical) equation yields

σwðTÞ ¼ σo exp

�
−
Ew
a

RT

�
; (10)

σwðTÞ ¼ σwðT0Þ exp
�
−
Ew
a

R

�
1

T
−

1

T0

��
; (11)

where T and T0 are expressed in degrees Kelvin (K) (T0 ¼ 298 K), σo
is a constant that has the dimension of a temperature independent con-
ductivity, R is the universal gas constant (R ¼ 8.314 Jmol−1 K−1),
and Ew

a (expressed in Jmol−1) denotes the activation energy
associated with the viscosity of the pore water. For the clean sand
alone (experiment 8), the data shown in Figure 10 yield
Ew
a ¼ 14.5� 0.5 kJMol−1. It therefore follows that equations 8

and 9 can be replaced by

σ∞ðTÞ ¼ σ∞ðT0Þ exp
�
−
Ew
a

R

�
1

T
−

1

T0

��
; (12)

σ0ðTÞ ¼ σ0ðT0Þ exp
�
−
Ew
a

R

�
1

T
−

1

T0

��
; (13)

providing some simple and testable expressions for the dependence
of the instantaneous and DC conductivities of the mixture with the
temperature.
The last parameter to investigate is the Cole-Cole relaxation time

(and by extension all of the relaxation times of the system). In
Figure 3c and 3d, it is clear that there are at least two main relax-
ation times involved in the system. One τe is associated with
the formation of the field-induced double layers on each side of
the metallic grain (e stands for external to the metallic grain).

Figure 10. Dependence of the low- and high-frequency conductiv-
ities with temperature for the clean sand alone at 0.1 Sm−1 (NaCl at
25°C) (experiment 8).
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The second τi corresponds to the relaxation time associated with the
relaxation of the charge carriers inside the metallic particle (i stands
for inside). In the situation depicted in Figure 3, we have τe ≪ τi
(i.e., the polarization is controlled by the relaxation of the charge
carriers inside the metallic grains), but this is not necessarily always
the case as discussed at the end of this paper (see the “Discussion”
section below).
In Revil et al. (2015a; see their discussion), we infer that the char-

acteristic time constant for the polarization process in the electrolyte
is given by

τ0 ¼
a2

DS
; (14)

where DS is the intrinsic diffusion coefficient of the charge carriers in
the metallic particles and a is the radius of the metallic particles. The
mobility of the charge carriers βS can be related to their diffusion co-
efficientsDS through the Einstein relationshipDS ¼ βSðkbT∕eÞ with
kb being the Boltzmann constant (1.38 × 10−23 m2 kg s−2 K−1), T is
the absolute temperature (298 K), and e is the elementary charge
(1.6 × 10−19C). Using an Arrhenius equation, this yields

DSðTÞ ¼ D0 exp

�
−
Ea

RT

�
; (15)

where T is expressed in degree Kelvin, D0 is proportional to the
absolute temperature T and Ea denotes the activation energy for the
diffusion of the charge carriers that are relaxing in the process of
polarization of the metallic particles. Therefore, the temperature
dependence of the charge carriers of the grains is given by (see also
Appendix A)

DSðTÞ ¼ DSðT0Þ
T
T0

exp

�
−
Ea

R

�
1

T
−

1

T0

��
; (16)

where T and T0 are expressed in degree Kelvin (T0 ¼ 298 K). The
time constant obeys therefore the following temperature dependence:

τ0ðTÞ ¼ τ0ðT0Þ
T0

T
exp

�
þEa

R

�
1

T
−

1

T0

��
: (17)

We will see however that equation 14 is unable to explain fully our
experimental observations unless a correction factor is applied to this
relationship. We will demonstrate later that this correction term, used
to explain the dependence of the relaxation time with the salinity, can
be justified via finite-element numerical modeling.
We also performed time-domain induced polarization measure-

ments (e.g., Frische and von Buttlar, 1957). We assume now that
the primary current Jp ¼ σ0E has been applied from −T to time
0 (T denotes the period). During the injection of the primary cur-
rent, each cell of the discretized subsurface will see a secondary
current building up. The secondary source current density is deter-
mined by (Seigel, 1959)

JSðtÞ ¼ −MðtÞJp: (18)

Equation 18 means that the dipole moment associated with the
polarization of a grain is antiparallel to the applied current density,
explaining the sign “−” in this equation. If the period is much
greater than all of the relaxation times of the system, the time-
dependent chargeability (normalized secondary voltage) is given by

MðtÞ ¼ M

�
1 −

X∞
n¼0

ð−1Þnð1 −MÞn
�

t
τ0

�
nc

Γð1þ ncÞ
�
: (19)

Equation 19 is written to be consistent with the Cole-Cole complex
conductivity model. The function Γð:Þ denotes the Euler gamma
function defined as

Figure 11. Example of Cole-Cole fit of the complex
conductivity spectra (experiments 1 to 4, big pyrite
cube P1). The fit corresponds to the plain lines and is
done with the simulated annealing method.
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ΓðxÞ ¼
Z

∞

0

ux−1e−udu; (20)

where x > 0. For a period T, we can easily use the superposition
principle to find the appropriate secondary voltage response func-
tion (see Tombs, 1981). Note that equation 19 is built on the time-
domain solution for the Pelton complex resistivity model (Pelton
et al., 1978) in which we replaced the Pelton time constant τP by
the time constant for the complex conductivity model, i.e., τ0, using
τ0 ¼ τPð1 −MÞ1∕c (see Florsch et al., 2012; Tarasov and Titov,
2013, their equation 24).

Fit of the data

The frequency-domain and time-domain measurements were
inverted to determine the four Cole-Cole parameters (i.e., σ∞,
σ0, τ, and c) using a stochastic approach. For the frequency-domain
measurements, we use the magnitude and phase of the complex

conductivity measurements at different frequencies were used in
the objective function to define a data misfit term using the L2-norm
(there is no regularization term involved). The same procedure was
followed for the time-domain measurements using the secondary
voltage decay a given period. For the frequency-domain measure-
ments, equal weights were assigned for the magnitude and phase
measurements in the inversion of the model parameters at different
equilibrium temperatures. During SIP measurements, 13 data points
were taken in each decade. With the frequency range from 0.01 to
1000 Hz, there are definitely more data than the four unknown
parameters. As shown, for instance, by Ghorbani et al. (2007), the
Cole-Cole parameter inversion using frequency-domain data is gen-
erally presenting a well-posed problem. For time-domain data, sev-
eral input voltage or current periods need to be used to reduce the
nonunicity of the inversion.
The inversion was done with the simulated annealing method us-

ing the “simulannealbnd” function in MATLAB used as a global
optimization scheme. We used constraints on the four Cole-Cole

Figure 12. Example of Cole-Cole fit of the complex conductivity spectra (experiments 1-P1, 6-M1, 7-Gr2, and 9-G1). The fit corresponds to
the plain lines and is done with the simulated annealing method as explained in the main text.
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parameters based on the raw data themselves. Indeed, from the raw
data (see, for instance, Figure 5), we can easily determine a range of
values for σ∞ (from the high-frequency asymptotic limit of the in-
phase conductivity), σ0 (from the low-frequency asymptotic limit of
the in-phase conductivity), and τ (from the phase peak frequency).
For the Cole-Cole exponent, we limit the search to the range
[0.5–1]. We have checked that these choices speed up the search of
the global minimum of the cost function by the simulated annealing
method, but they do not change the optimum values. In the simu-
lannealbnd function, the default convergence condition is the objec-
tive function smaller than 10−6 and the step between two iterations
larger than 10−10. Stochastic inversion of the Cole-Cole parameters
is known to be a robust approach using frequency-domain data
(Chen et al., 2008). Examples of the fit of the spectra with the
Cole-Cole complex conductivity model are shown in Figures 11
and 12. We see that the complex conductivity model is clearly able
to represent the data (one exception is the chalcopyrite, which
seems to have a phase peak at too-low frequencies). The Cole-Cole

parameters resulting from this fitting procedure are shown in
Figures 13, 14, 15, 16, 17, 18, and 19.

RESULTS

Effect of temperature

Some characteristic dependences of the Cole-Cole exponent with
the temperature are shown in Figures 13 and 14. As expected from
the discussion given in the previous section, the Cole-Cole exponent
c is temperature independent. Similarly, the characteristic depend-
ence of the chargeability with the temperature is shown in Figures 13
and 15. As expected again from the discussion given in the previous
section, the chargeabilityM is temperature independent. As shown in
Figure 4, the chargeability depends on the amount of metallic par-
ticles in the material plus the background chargeability, both being
temperature independent.
In Figures 13, 16, and 17, we show that the temperature depend-

ence of the DC conductivity σ0 and instantaneous conductivity σ∞

Figure 13. Temperature dependence of the instantaneous conductivity σ∞, steady-state conductivity σ0 (see Figure 3), Cole-Cole exponent c,
chargeability M, and Cole-Cole relaxation time τ0 for the big pyrite cube P1 determined from the inversion of the data in experiment 1. Note
that the Cole-Cole exponent and the chargeability do not depend on the temperature in agreement with the theory.
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are identical. The data can be fitted by an Arrhenius law with an ac-
tivation energy comprised between 13 and 15 kJMol−1. From
Table 3, the mean values and standard deviations for the DC conduc-
tivity σ0 and instantaneous conductivity σ∞ are 14.0� 1.1 and
14.0� 1.4 kJMol−1, respectively. This is consistent with the activa-
tion energy of the pore water of clean sand 14.5� 0.5 kJMol−1 (see
Table 3). For water, the activation energy reported for the viscosity is
typically at approximately 15.6 − 15.8 kJMol−1 (e.g., Viktor and
Hazra, 2002; Toumi et al., 2009). The activation energy does not de-
pend on the salinity. Therefore, the temperature dependence of the
DC conductivity σ0 and instantaneous conductivity σ∞ agrees with
the temperature dependence of the pore-water viscosity as expected.

The last point to investigate is the temperature dependence of
the relaxation time (see Figures 18 and 19). It can be roughly fitted
with an Arrhenius law. From Table 3, the mean values and standard
deviations for the Cole-Cole relaxation time are 7.9� 4.2 kJMol−1

(the mean value and standard deviation for pyrite alone are
5.7� 2.0 kJMol−1; see Figure 19a). These values are therefore
clearly smaller than the activation energy of the DC and instanta-
neous conductivities, and it shows that the polarization process is
not controlled by the formation of the field-induced DL around the
metallic particles but possibly by the polarization of the metallic
particles themselves (see Figure 3). The dependence of the Cole-
Cole relaxation time of graphite at two salinities is shown in

a)

b)

Figure 14. Evolution of the Cole-Cole exponent c for the complex
conductivity model for some core samples. The Cole-Cole exponent
appears essentially temperature independent. (a) Experiments with
the big pyrite cube P1 at six different salinities (experiments 1 to 4
and 14 and 15). (b) Experiment with different types of mineraliza-
tions. Experiment 1 (pyrite), experiment 6 (magnetite), experiment
7 (graphite), and experiment 9 (galena).

a)

b)

Figure 15. Evolution of the chargeability M for the complex con-
ductivity model for some core samples. The chargeability appears
essentially temperature independent. (a) Experiments with pyrite
cube P1 at four different salinities (experiments 1 to 4). (b) Experi-
ments with different mineralizations. Experiment 1 (pyrite), experi-
ment 6 (magnetite), experiment 7 (graphite), and experiment 9
(galena).
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Figure 19b. The trends are characterized by a higher activation
energy 11� 2 kJMol−1.

Effect of salinity on the Cole-Cole parameters

Figure 20a shows that the chargeability and the Cole-Cole expo-
nent are independent of the salinity in agreement with the theory and
with the experimental data recently presented by Abdulsamad et al.
(2017). Figure 20b shows that the DC and instantaneous conductiv-
ities of the mixture depend linearly on the conductivity of the pore
water. This is expected from the theory. Indeed, considering equa-
tions 3 and 4 and a background conductivity given by the conductivity
of the pore water divided by the formation factor of the sand, we have

σ∞ ≈
σw
Fsd

ð1þ 3φmþ · · · Þ; (21)

σ0 ≈
σw
Fsd

�
1 −

3

2
φmþ · · ·

�
; (22)

where Fsd, the intrinsic formation factor of the sand, is reported in
Table 1 (Fsd ¼ 3.7). We could define the low-frequency and high-fre-
quency formation factors as

σ∞ ≈
σw
F∞

; (23)

σ0 ≈
σw
F0

; (24)

a)

b)

Figure 16. Evolution of the normalized DC conductivity with tem-
perature for some of the core samples. The dependence on temper-
ature of the DC conductivity can be fitted with an Arrhenius law.
(a) Experiments with big pyrite cube P1 at four different salinities
(experiments 1 to 4). (b) Experiments with different mineralizations.
Experiment 1 (pyrite), experiment 6 (magnetite), experiment 7 (graph-
ite), and experiment 9 (galena).

a)

b)

Figure 17. Evolution of the normalized instantaneous conductivity of
the complex conductivity model for some core samples. The depend-
ence on temperature of the instantaneous conductivity can be fitted
with an Arrhenius law. (a) Experiments with pyrite cube P1 at four
different salinities (experiments 1 to 4). (b) Experiments with different
mineralizations. Experiment 1 (pyrite), experiment 6 (magnetite), ex-
periment 7 (graphite), and experiment 9 (galena).
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where F∞¼Fsd∕ð1þ3φmþ ···Þ and F0¼Fsd∕ð1−1.5φmþ ···Þ.
For the experiments reported in Figure 20b, we have φm ¼ 0.26,
which yields the following experimental values: F∞ ¼ 3.03 and
F0 ¼ 7.09. We can use the measured values of F∞ and F0 to deter-
mine the values of φm and Fsd. Using

φm ¼ F0 − F∞

3ðF∞ þ F0∕2Þ
; (25)

FSd ¼ F∞ð1þ 3φmÞ: (26)

This yields φm ¼ 0.21 and Fsd ¼ 4.9. These values are close to the
measured values φm ¼ 0.26 and Fsd ¼ 3.7 (see Table 1).

Regarding the effect of salinity, Figure 21 shows that the Cole-
Cole relaxation time is inversely proportional to the conductivity of
the pore water. Hupfer et al. (2016) formulate the inverse propor-
tionality between the time constant and the conductivity of the pore
water in a similar way. Such a dependence is however not predicted
by the model described above. A similar work was done for the
graphite sample Gr2, and the relaxation time shows also an inverse
dependence to the conductivity of the pore water at a constant
temperature.

Time-domain induced polarization

Figure 22 shows the normalized secondary voltage versus time at
six different temperatures for the big pyrite cube P1 in sand. The
data were fitted by a Cole-Cole model (plain lines in Figure 22). For
this experiment, the chargeability and the Cole-Cole exponent
do not change with the temperature. The uncertainty regarding the
determination of the relaxation time τ0 was too big to determine
precisely the temperature dependence of this Cole-Cole parameter
with temperature.

NUMERICAL SIMULATIONS

Based on the solution of the Poisson-Nernst-Planck equations,
Abdulsamad et al. (2017) recently present a numerical simulation
of the polarization phenomena in a background medium containing
semiconductor materials. The fundamental equations are summarized
in Appendix B. In this simulation, the unique source of polarization is
the electromigration of the charge carriers and their accumulation at
both sides of the metallic-electrolyte interface. No oxidation-reduc-
tion reactions at the interface between the metallic particles and the
background material are considered. The numerical simulations are
based on the finite-elementmethod (for details, see Abdulsamad et al.,
2017). Our goal is to see if these simulations can be extended to see
the effect of salinity and temperature on the spectra. To simplify the
problem, we consider a pyrite grain of small size (20 μm in grain
radius) immersed in a background electrolyte with NaCl (Figure 23).
The small size of the metallic grain is imposed by numerical con-
straint in our study because of meshing restrictions.
The observed dependence of the relaxation time on the salinity

could be explained by considering the semiconductor grain as an
electrical dipole formed during the current injection. This electrical
dipole impacts the electric potential and consequently the charge
distribution in its vicinity. Figure 24 shows the variation of the
charge concentration away from the metallic particle/electrolyte in-
terface at the end of the current injection time. We notice that, as
long as the electrolyte concentration is low, the influence of the
electric dipole is further from the grain/electrolyte interface, which
provides a higher relaxation time (a larger distance for the ions to go
back to the equilibrium state). These results are qualitatively con-
sistent with the experimental observation of the relaxation time
dependence with salinity at different temperatures.
On the other hand, to test the dependence of the numerical re-

sponse with temperature, we fixed all of the parameters (see Table 4)
and we changed the temperature in the same range tested with our
laboratory measurements. Changing the temperature affects the dif-
fusion coefficients in the semiconductor and in the electrolyte. The
diffusion coefficient changes with temperature according to the Ar-
rhenius law (equation 16) with an activation energy of 15 kJ mol−1

for the ions. Figure 25 shows the dependence of the secondary

a)

b)

Figure 18. Evolution of the inverse of the Cole-Cole relaxation time
of the complex conductivity model for some core samples. The
dependence on temperature of the Cole-Cole relaxation time can be
fitted with an Arrhenius law. (a) Experiments with pyrite cube P1 at
four different salinities (experiments 1 to 4). The dispersion in the
results implies that in reality the activation energy depends on the
conductivity of the pore water. (b) Experiments with different min-
eralizations. Experiment 1 (pyrite), experiment 6 (magnetite), experi-
ment 7 (graphite), and experiment 9 (galena).
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voltage versus time at different temperatures. The relaxation time
calculated from the numerical simulation depends on temperature
as shown in Figure 26. We notice that the relaxation time decreases
slightly (in the same order of magnitude) with temperature. The
small values of the relaxation time calculated from this simulation
come from the small grain radius (20 μm). For these small grain
sizes, the polarization is controlled by the formation of DLs gen-
erated by the application of the primary electrical field. That said,
such type of polarization does not dominate the observed response
for larger metallic particles as discussed in more detail in the next
section. With the exception of the relaxation time, the results of the
numerical simulation are qualitatively in agreement with our exper-
imental results for the other Cole-Cole parameters.

DISCUSSION

In this discussion, we want to come back to the two relaxation
times of the problem sketched in Figure 3, τe and τi, i.e., corre-
sponding to the relaxation of the charge carriers in the electrolyte
(ions for the electrical field-induced electrical DLs) and the relax-
ation time associated with the electrodiffusion of the charge carriers
in the metallic particles (electrons and p-holes), respectively. We are
going to compare these two relaxation times as a function of the
properties of the problem. The relaxation time associated with the
electrical-field-induced electrical DLs is given by (see Chu and
Bazant, 2006)

τe ¼
axd
2Dð�Þ

; (27)

where Dð�Þ denotes the diffusion coefficient of the ions in the
electrolyte around the metallic particles and xd denotes the Debye
length scale defined by

xd ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
kbTεw
2e2C0

ð�Þ

s
: (28)

In equation 28, e denotes the elementary charge (1.6 × 10−19C), kb
is the Boltzmann constant (1.38 × 10−23 m2 kg s−2 K−1), εw denotes
the dielectric constant of the pore water (see Table 4), C0

ð�Þ is the
concentration of the electrolyte (in ions per m3), and T is the
absolute temperature (in K). For the concentration, we can use a
concentration inMol L−1 by replacing C0

ð�Þ by 103NC0
ð�Þ, where

N denotes the Avogadro number (6.022 × 1023 Mol−1). The Debye
length provides an estimate of the thickness of the DL formed
around the metallic particle (typically in the range of 10–100 nm).
The relaxation time associated with the relaxation of the charge

carriers inside the metallic particle is given by (Revil et al., 2015a)

τi ¼
a2

Dm
: (29)

The relaxation time associated with the internal polarization of the
charge carriers of the metallic particle is much larger than the re-
laxation time of the ions in the field-induced electrical DL (i.e.,
τe ≪ τi) if the following condition is met:

a ≫
Dm

2Dð�Þ
xd: (30)

Table 3. Properties of the spectra for the recorded experiments. The parameter c denotes the Cole-Cole exponent, M is the mean
chargeability (averaged over the temperature range), the activation energy Ew

a is determined from the temperature dependence
of the instantaneous and DC conductivities, and the activation energy Ea is determined from the activation energy of the
relaxation time. Experiment 11 (C2-Chalcopyrite) could not be fitted with a Cole-Cole model, and the results are not reported
here. For experiment 8 (pure sand), the activation energy for the conductivity is 14.5� 0.5 kJMol−1. For the time-domain
measurements, the DC conductivity is determined first and the instantaneous conductivity is determined from the DC
conductivity and the chargeability.

Experiment cð−Þ Mð−Þ Ew
a (kJ∕Mol) (from σ0) Ew

a (kJ∕Mol) (from σ∞) Em
a (kJ∕Mol) (from τ0) τ0 (s) (20°C)

1 0.81 0.63 15.2� 0.5 15.7� 0.6 14.9� 1.2 4.48e-2

2 0.81 0.62 13.3� 0.6 13.7� 0.4 6.8� 1.3 4.63e-3

3 0.78 0.61 11.2� 0.5 10.6� 0.5 4.1� 1.0 7.77e-4

4 0.83 0.61 13.3� 0.3 13.4� 0.1 3.2� 0.9 4.27e-4

5 0.82 0.12 15.2� 0.5 15.0� 0.5 6.3� 0.7 1.28e-2

6 0.41 0.25 14.8� 0.8 14.8� 0.6 15.8� 0.8 8.50e-4

7 0.59 0.77 14.2� 0.6 14.0� 0.7 10.7� 0.4 3.38e-1

9 0.63 0.80 14.3� 0.5 14.8� 0.3 9.7� 1.1 3.09e-2

10 0.63 0.80 14.4� 0.6 14.4� 0.6 6.7� 1.3 3.04e-2

12 0.42 0.061 14.4� 0.4 14.0� 0.4 3.1� 3.7 1.04e-2

13 0.86 0.64 14.6� 0.3 14.2� 0.4 12.6� 2.2 1.4e-2

14 0.82 0.66 14.4� 1.5 15.5� 1.6 5.1� 1.7 2.68e-1

15 0.80 0.62 13.3� 0.2 12.6� 0.1 8.6� 0.2 3.30e-3

16 0.68 0.74 14.1� 0.5 14.5� 0.3 9.3� 2.3 0.174

17 0.68 0.85 14.4� 0.4 14.2� 0.6 25.2� 2.8 0.012
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Taking Dm ¼ 10−5 m2 s−1, Dð�Þ ¼ 10−9 m2 s−1 (see Table 4) and
xd ¼ 100 nm (at low salinities), we have a ≪ 500 mm. For the
minerals investigated in the laboratory in the present study, this is
always the case. In other words, the polarization of the mixtures is
always controlled by the polarization of the charge carriers inside the
metallic grains. That said, for the numerical experiment described
in the previous section, we choose (because of computational con-
straints) a small size for the metallic particle (20 μm). In these con-
ditions, the polarization was controlled by the polarization of the
charge carriers outside the metallic particles, explaining that the tem-
perature dependence of the relaxation timewas controlled by the tem-
perature dependence of the diffusion coefficient of the ion charge
carriers and characterized by an activation energy of approximately
14 kJMol−1. This partly solves the discrepancy observed above

between the numerical experiments and the experimental data.
The fact that at a small particle radius of metallic particle, the relax-
ation time is directly proportional to the particle radius (rather than
the square of the particle radius) is consistent with the finite-element
simulations of Abdulsamad et al. (2017, their Figure 13).
Finally, according to equation 30, for large grains (>500 μm

at low salinity), we can neglect the formation of field-induced
DLs. We have therefore done a last set of numerical simulations
neglecting this effect and keeping only the polarization due to the
electrodiffusion of the charge carriers inside the metallic grain. For a
grain with a radius of 1.5 cm, the relaxation time is on the order of a
second. It decreases with the increase of the conductivity of the

a)

b)

Figure 19. Dependence of the Cole-Cole relaxation time with tem-
perature. (a) Experiments 2 to 5, 14, 15, pyrite cubes. Note that it is
more difficult to precisely determine the value of the activation en-
ergy when its value is small. The mean value and standard deviation
are 5.7� 2.0 kJMol−1. (b) Experiments 7 and 16, graphite Gr2.

a)

b)

Figure 20. Cole-Cole parameters as a function of the conductivity
of the brine at 25°C. (a) Cole-Cole exponent and chargeability ver-
sus salinity. We use an average of all the values determined in the
temperature range 5°C−50°C. Experiments 1 to 4 and 14 and 15.
(b) Dependence on the DC and instantaneous conductivities at 20°C
as a function of the conductivity of the brine. The slopes of these
linear trends yield the following values for the apparent formation
factors: F∞ ¼ 3.03 and F0 ¼ 7.09.
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background electrolyte and increases with the increase of the met-
allic particle conductivity itself (see Figure 27). The conductivity of
the metallic grains is controlled, at a given temperature, by the con-
centration of the charge carriers. This dependence can be written as

τi ¼
a2

Dm

�
1þ σ∞S

σw

�
; (31)

where σ∞S denotes the instantaneous conductivity of the metallic
grain. Equation 31 should replace equation 14 in our previous
model. When the ratio σ∞S ∕σw is much larger than one, we have

Figure 21. Cole-Cole relaxation time (in s) as a function of the con-
ductivity of the brine at 25°C. Experiments 1 to 4 and 14 and 15. It
appears that at a given temperature (20°C), the relaxation time is
inversely proportional to the conductivity of the brine expressed
in Sm−1. For graphite (sample Gr2), the relaxation time follows
a similar inverse relationship with d ¼ 0.07 smS−1. In this plot, d
denotes a constant of proportionality between the relaxation time
and the inverse of the conductivity of the pore water (at a constant
temperature).

Figure 22. Temperature dependence of the time-domain induced
polarization data. Dependence of the secondary voltage relaxation
curves with the temperature for the big pyrite cube P1 (experiment
13). The primary current is turned on for 2 s (Ton). This curve can be
fitted with a Cole-Cole model (solid lines) with M ¼ 0.64� 0.04
and c ¼ 0.85� 0.02.

Figure 23. Numerical modeling. (a) Two-dimensional finite-
element mesh used in the numerical simulations and computation
of the secondary potential distribution ψðrÞ showing the dipolar
moment created by the metallic particle (grain radius 20 μm) im-
mersed in a background electrolyte of salinity 0.1 mol L−1. (b) Dis-
tribution of the electrical potential during a cycle in the application
of the electrical field and for different temperatures. (c) Distribution
of cations and anions in the vicinity of the left side of the metallic
particles (the distance is taken from the surface of the metallic par-
ticle). We observe therefore an excess of cations and a deficiency of
anions on this side of the grain and the opposite (not explicitly
shown here) on the other side in agreement with Figure 3. This cor-
responds to the formation of field-induced DLs on each side of the
metallic grain.

Figure 24. Variation of the concentration of the ionic species in the
vicinity of the mineral water interface (d = 0 on the mineral surface)
at the end of the primary current injection. We observe that at high
salinities, the relative change in the ionic concentrations close to the
surface of the metallic particle is smaller than at low salinities.
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τi ≈
a2σ∞S
Dmσw

: (32)

Because σ∞S is expected to be proportional to the diffusion
coefficient of the charge carriers, the relaxation time is expected
to be independent of the diffusion time of the charge carriers.
Because the mobility of the charge carriers and their diffusion
coefficient are related to each other through the Einstein
relationship Ds ¼ ðβskbT∕eÞ with kb the Boltzmann constant
(1.38 × 10−23 m2 kg s−2 K−1), T is the absolute temperature

(298 K), and e is the elementary charge (1.6 × 10−19C), we
obtain

τi ≈
a2e2Cm

kbTσw
; (33)

Table 4. Parameters used for finite-element simulation. The
quantity C��� denotes the ionic concentration at equilibrium
state, Cm

��� denotes the charge concentration in the
semiconductor grain at equilibrium state, D��� denotes the
diffusion coefficients of the ionic species in the surrounding
of the metallic particle, Dm

��� denotes the diffusion coefficients
of the charge carriers in the metallic particle, and ε0, εS, and
εw denote the permittivity of free space, the permittivity of
pyrite, and the permittivity of electrolyte, respectively.

Parameter Value

DðþÞ ¼ Dð−Þ 1.2 × 10−9 m2 s−1

Dm
ðþÞ ¼ Dm

ð−Þ 2.9 × 10−5 m2 s−1

Cm
ðþÞ ¼ Cm

ð−Þ 5 × 1023 m−3

CðþÞ ¼ Cð−Þ 0.1 mol L−1

T0 298 K

ε0 8.81 × 10−12 F∕m
εS 10.9 ε0
εw 80 ε0

Figure 25. Dependence of the secondary voltage relaxation curves
with the temperature. The primary current is turned on for 0.05 ms
(Ton). This curve can be fitted with a Debye model and a chargeability
that is independent of the temperature.

Figure 26. Dependence of the relaxation time with the temperature
for the numerical simulations for a small grain of pyrite (20 μm), for
which the polarization is controlled by the formation of electrical-
field-induced DLs. The fit is obtained with equation 17. We obtain a
relaxation time τ0 at 25°C of ð5.57�0.03Þ×10−6 s. (R2¼0.9989).
We use a value of 15 kJmol−1 for the activation energy of the ions
for the background electrolyte.

Figure 27. Finite-element simulations (filled symbols) of the
polarization time constant τ associated with a single pyrite spherical
grain (diameter 1 cm) immersed in a background electrolyte of
conductivity σw. We note that σ∞S is the instantaneous conductivity
of the metallic grain. We observe that the relaxation time scales
as (1þ σ∞S ∕σw) (plain line). This model explains very well the
observed dependence of the relaxation time with the salinity of the
pore water.
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where Cm denotes the concentration of the charge carriers in the solid
metallic particle. For semiconductors, the dependence of the concen-
tration of the charge carriers is temperature dependent and given
approximately by

CmðTÞ ≈ C0
mT exp

�
−
ΔE
RT

�
: (34)

This yields the following temperature dependence of the relaxation
time:

τiðTÞ ¼ τiðT0Þ exp
�
Ea

R

�
1

T
−

1

T0

��
; (35)

where the apparent activation energy is given by

Ea ¼ Ew
a − ΔE: (36)

This would lead to a reduction of the apparent activation energy with
respect to the value in the pore water in agreement with observations.
This calls for further future developments in the theory and numerical
modeling that are too extensive to be reported here.

CONCLUSION

Spectral induced polarization measurements were performed in the
temperature range 5°C–50°C and frequency range 10 mHz to 45 kHz
for various metallic minerals (chalcopyrite, graphite, galena, magnet-
ite, and pyrite) in a background clean sand that was independently
characterized. For one pyrite cube, we investigated the complex con-
ductivity spectra at six distinct salinities (NaCl solutions). A 2D finite-
element model was used to understand the nature of the polarization
mechanism for a small (20 μm) pyrite grain immersed into a back-
ground 1:1 electrolyte. The following conclusions have been reached:

• The quadrature conductivity spectra show a clear peak that
moves to higher frequencies when the temperature and/or
salinity are increased. The shape of the spectra remains the
same.

• A Cole-Cole model reproduces fairly well the data. The
Cole-Cole parameters have a clear physical meaning from
which their temperature dependence can be, in principle, in-
ferred.

• The Cole-Cole exponent describes the broadness of the re-
laxation time distribution. When only one mechanism of
polarization is at play (or dominates the overall response),
all the relaxation times are expected to have the same temper-
ature dependence, and therefore the Cole-Cole exponent is
expected to be temperature independent. This is in agree-
ment with the experimental data. The Cole-Cole exponent
is also independent of the salinity in agreement with the ex-
perimental data.

• The chargeability is temperature and salinity independent
and depends solely on the volumetric content of metallic par-
ticles and the chargeability of the background material.

• The instantaneous conductivity and steady-state conductivity
depends linearly on temperature with a thermal sensitivity
coefficient of 0.021� 0.01°C−1 (equivalent to an activation
energy of 14–16 kJMol−1). This temperature coefficient
(activation energy) is the same as describing the dynamic

viscosity of the pore water. This is expected because the in-
stantaneous conductivity and steady-state conductivity are
related to the conductivity of the background (the material
surrounding the metallic particles) and to the volumetric con-
tent of metallic particles. The conductivity of the material is
in turn controlled by the conductivity of the pore water, and
its temperature dependence is controlled by the viscosity of
the pore water.

• The Cole-Cole relaxation time decreases with the increase of
temperature. The mean value of the activation energy and
standard deviations for the Cole-Cole relaxation time are
7.9� 4.2 kJMol−1; they are therefore smaller than for the
DC and instantaneous conductivities and may depend on the
mineral type. These values should be seen as indicative
rather than as definitive.

• The previous results are confirmed by a 2D finite-element
simulation in which we model the polarization of a semicon-
ductor immersed in a background 1:1 electrolyte. In the
numerical simulations, changing the activation energy of
the charge carriers in the metallic particle has little influence
on the apparent activation energy controlling the relaxation
time. This is only true for very small metallic grains (20 μm),
whereas the laboratory experiments were performed with
large metallic grains (≫500 μm). The results indicate that
the chargeability and the Cole-Cole exponent do not depend
on the temperature and that the Cole-Cole relaxation time
can be modeled with an Arrhenius law. However, we show
that for small metallic grains (<500 μm), the relaxation time
can be controlled by the formation of field-induced electrical
DLs, whereas for large metallic grains (>500 μm), the relax-
ation time seems to be controlled by the relaxation of the
charge carriers inside the metallic particles. For our numeri-
cal simulations with large metallic grains (>500 μm), we
also neglected the formation of DL induced polarization phe-
nomena inside the bulk electrolyte. In this case, the simula-
tions show that the relaxation time inversely depends on the
conductivity of the background electrolyte in agreement with
the experimental evidences obtained in this paper and by
others.

• Our model also implies that the porosity of the background
material affects the formation factor and therefore the instan-
taneous conductivity and DC conductivity of the mixture. In
turn, the change of the background conductivity can affect
the position of the peak frequency in agreement with finite-
element numerical simulations. In addition, different metal-
lic minerals with the same grain size cannot be discriminated
using spectral induced polarization data (at least in the linear
regime). That said, in the field, different mineralizations
(e.g., graphite in shale and sulfide deposits) are likely to
be characterized by different grain sizes and therefore their
polarizations are expected to occur in different frequency
bands.
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APPENDIX A

ARRHENIUS ACTIVATION ENERGY

We discuss here the temperature dependence of the diffusion
coefficient of the ions in the electrolyte. Typically, the diffusion
coefficient is related to the dynamic viscosity of the pore water ηw
(in Pa s) by the Stokes-Einstein relationship given by

D ¼ kbT
6πrηw

; (A-1)

where r denotes the radius of the diffusing species in the solvent
(water) and is determined by the molecular volume of the species.
The temperature dependence of the viscosity can be written accord-
ing to the Vogel-Fulcher-Tammann equation (e.g., Vogel, 1921)

ηwðTÞ ¼ ηo exp

�
Ew
a

RT

�
; (A-2)

in the context of the transition-state theory of Arrhenius chemical
kinetics to transport phenomena. It follows that the temperature
dependence of the ion diffusion coefficient is given by

DðTÞ ¼ kbT
6πrηo

exp

�
Ew
a

RT

�
; (A-3)

or alternatively by

DðTÞ ¼ DðT0Þ
T
T0

exp

�
−
Ew
a

R

�
1

T
−

1

T0

��
: (A-4)

APPENDIX B

PYRITE GRAIN IMMERSED IN AN ELECTROLYTE

In this appendix, we discuss the key equations needed to numeri-
cally model the polarization around a grain of a semiconductor in a
background electrolyte (seeWong, 1979; Wong and Strangway, 1981;
Chu and Bazant, 2006; Gurin et al., 2015; Misra et al., 2016a, 2016b
for further readings on this subject). The equations can be written
either in the frequency or time domain. We consider an applied har-
monic field such as Ea ¼ E0 expðiωtÞ. The electrolyte around the
pyrite grain is a binary symmetric 1:1 electrolyte such as NaCl or
KCl without redox active species. The concentrations and electrical
potential are given by the sum of values at equilibrium plus pertur-
bations

Cð�Þðr; tÞ ¼ C0
ð�Þ þ δCð�Þðr; tÞeiωt; (B-1)

ψeðr; tÞ ¼ δψeðr; tÞeiωt; (B-2)

C0
ðþÞ ¼ C0

ð−Þ; (B-3)

where ψe describes the electrical potential that is external to the met-
allic particle and C0

ð�Þ describes the equilibrium concentrations of the
ions in the electrolyte in the absence of an external applied field.
The current density is controlled by the occurrence of a gradient

in the electrochemical potentials of the charge carriers in the electro-
lyte, which can be expressed as

∇ ~μð�Þ ¼ −ð�eÞEþ kbT∇ ln Cð�Þ; (B-4)

where e denotes the elementary charge (1.6 × 10−19C), kb is the
Boltzmann constant, and T is the absolute temperature (in K).
The different mobilities can be defined by

βð�Þ ¼ jqð�Þjbð�Þ ¼
jqð�ÞjDð�Þ

kbT
; (B-5)

where qð�Þ denotes the charge of the cations and anions. In the fol-
lowing, we express the problem in terms of the diffusion coefficient
only, but equation B-5 can be used to rewrite the corresponding
equations to alternative expressions explicitly using the mobilities
rather than the diffusion coefficients. The diffusion flux densities
can be written as

Jð�Þ ¼ −bð�ÞCð�Þ∇ ~μð�Þ; (B-6)

Jð�Þ ¼
�
ð�eÞ

Dð�ÞC0
ð�Þ

kbT
∇δψeðr; tÞ−Dð�Þ∇δCð�Þðr; tÞ

�
eiωt:

(B-7)

The continuity equation for the ionic species can be expressed as

∇ · Jð�Þ ¼ −
∂Cð�Þðr; tÞ

∂t
: (B-8)

Combining equations B-7 and B-8 yields

ð�eÞ
Dð�ÞC0

ð�Þ
kbT

∇2δψeðr; tÞ −Dð�Þ∇2δCð�Þðr; tÞ

¼ −iωδCð�Þðr; tÞ: (B-9)

The fluctuations in the electrical potential and the ionic concen-
trations are also given by a Poisson equation based on Gauss’s law:

εf∇ · E ¼ ρ; (B-10)

ρ ¼ e½CðþÞðr; tÞ − Cð−Þðr; tÞ�: (B-11)

This yields

∇2δψeðr; tÞ ¼ −
Ne
εf

½δCðþÞðr; tÞ − δCð−Þðr; tÞ�: (B-12)

The same type of equations can be written inside of the metallic
particle for the two charge carriers: electrons and p-holes, which
also obeys the electrochemical potential gradients:
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ð�eÞ
Dm

ð�ÞC
m
ð�Þ

kbT
∇2δψ iðr; tÞ −Dm

ð�Þ∇
2δCm

ð�Þðr; tÞ

¼ −iωδCm
ð�Þðr; tÞ; (B-13)

∇2δψ iðr; tÞ ¼ −
Ne
εS

½δCm
ðþÞðr; tÞ − δCm

ð−Þðr; tÞ�; (B-14)

where Dm
ð�Þ denotes the diffusion coefficient of the positive charges

(p-holes) and electrons in the semiconductor, εS denotes the dielec-
tric constant of the solid grain, and δψ i is the perturbed potential
inside the metallic particle. To simulate the effect of temperature,
we assume that the diffusion coefficient of the ions and the elec-
trons/p-holes follow an Arrhenius type law; i.e.

Dð�ÞðTÞ ¼ Dð�ÞðT0Þ
T
T0

exp

�
−
Ew
a

R

�
1

T
−

1

T0

��
; (B-15)

Dm
ð�ÞðTÞ ¼ Dm

ð�ÞðT0Þ
T
T0

exp

�
−
Em
a

R

�
1

T
−

1

T0

��
: (B-16)

The solution of the previous system of equations was calculated
in the time domain (constant electrical potential during injection Ton

and null during Toff ) using a Dirichlet boundary condition to the
right and left sides of the domain. We also use the Neumann con-
dition at the top and bottom of the model where we assume that
no flux of charge is allowed (the normal derivative of the potential
is null). This corresponds to insulating the boundary conditions at
these frontiers. On the metallic grain, we impose a blocking boundary
condition on the pore water/metallic grain interface. The charge con-
centration and charge mobility in each zone (grain and electrolyte)
are defined using a space function, the ions are defined in the electro-
lyte, whereas electrons and holes are defined in the metallic grain
(i.e., the holes and electron concentration are null outside the grain).
At the beginning of calculation (t ¼ 0), we assume the following ini-
tial conditions: (1) The potential is zero everywhere in the medium
(no external electric field), (2) the electron and p-hole concentrations
are equal and homogeneous in the semiconductor grain, and (3) the
cation and anion concentrations are equal and homogeneous in the
electrolyte.
For large metallic grains (>500 μm, see the discussion in the main

text), we neglect the diffusion of the charge carriers in the surround-
ing electrolyte, i.e., we consider that the formation of induced DL
does not control the overall polarization process. This is done by put-
ting the concentration gradient term equal to zero in the Nernst-
Planck equation in the electrolyte.
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