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The location of buried utility pipes is often unknown. We use the time-domain induced polarization method to
non-intrusively localize metallic pipes. A new approach, based on injecting a primary electrical current between
a pair of electrodes andmeasuring the time-lapse voltage response on a set of potential electrodes after shutting
down this primary current is used. The secondary voltage is measured on all the electrodes with respect to a
single electrode used as a reference for the electrical potential, in a way similar to a self-potential time lapse sur-
vey. This secondary voltage is due to the formation of a secondary current density in the ground associated with
the polarization of themetallic pipes. An algorithm is designed to localize themetallic object using the secondary
voltage distribution by performing a tomography of the secondary source current density associated with the
polarization of the pipes. This algorithm is first benchmarked on a synthetic case. Then, two laboratory sandbox
experiments are performed with buried metallic pipes located in a sandbox filled with some clean sand. In
Experiment #1, we use a horizontal copper pipe while in Experiment #2 we use an inclined stainless steel
pipe. The result shows that the method is effective in localizing these two pipes. At the opposite, electrical resis-
tivity tomography is not effective in localizing the pipes because they may appear resistive at low frequencies.
This is due to the polarization of the metallic pipes which blocks the charge carriers at its external boundaries.

© 2017 Elsevier B.V. All rights reserved.
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1. Introduction

Population growth, economy development, and industrial expan-
sion have led to a dramatic increase of the construction of underground
infrastructures, especially buried pipes and cables used to satisfy the
societies demand for light, heat, clean water, communication, and
sewerage (Costello et al., 2007). As a result, the underground has
become a maze of electrical cables, gas pipes, drainage, water pipes,
telecommunication cables and other essential services infrastructures
(Jeong and Abraham, 2004; Dziadak et al., 2009). In China, the
total length of pipes used for supplying clean water, gas, and heat is
N1.7 million km in 2015 and is currently increasing by 0.1 million km
per year (Qi, 2016). However, due to the long history and the absence
of comprehensive and accurate maps, the task of locating these buried
pipes and cables is becoming increasingly important.

In the last few decades, various non-destructive methods have been
applied to localize underground pipes. They include ground penetrating
radar (Olhoeft, 2000; Tong, 1997; Bernstein et al., 2000), electromag-
netic and radiofrequency line locators (Dziadak et al., 2009; Fedde and
Patterson, 1988), magnetometers (Vickridge and Leontidis, 1997; Sun
et al., 2011), acoustic location systems (Muggleton and Brennan,
2004), and infrared thermography (Costello et al., 2007;
Wirahadikusumah et al., 1998). Resistivity-based methods (either
through galvanometric or induction-based techniques) are not effective
in localizing metallic pipes since metallic bodies can appear resistive at
low frequencies due to their polarization (i.e., the secondary field
exactly cancels out the primary field, e.g., Wong, 1979). Ground
penetrating radar is most commonly used to detect underground
pipes (Al-Nuaimy et al., 2000; Grandjean et al., 2000; Pettinelli et al.,
2009; Ayala-Cabrera et al., 2011; Janning et al., 2012). However, in the
case of conductive host materials (such as clay and saturated soils),
the strong attenuation of high frequency electromagnetic waves greatly
affects the penetration depth of GPR and drastically reduce its
usefulness (Goodman, 1994). This is due to the small skin depths of
electromagnetic disturbances at high frequencies in conductive
environments.

We introduce in this paper a novel strategy using time-domain
induced polarization data to locate buried metallic pipes especially in
conductive environments for which the ground penetrating radar is
ineffective. Time domain induced polarization is based on injecting a
primary current in the ground, then this current is shut down, and we
measure remotely the secondary voltage associated with the reversible
accumulation of electrical charges in the ground. Typically the primary
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current is injected on two current electrodes A and B and the voltages
measured on two potential electrodes M and N. We will introduce a
new linear approach for time domain induced polarization tomography
that is faster than the classical non-linear approach used to perform a
tomography of the chargeability.

In this paper, we first describe the underlying physics associated
with the induced polarization ofmetallic pipes in terms of the formation
of a secondary source current density. Then, amodified time-domain in-
duced polarizationmethod is discussed in the context of buriedmetallic
pipes localization. Two sandbox experiments are performed: onewith a
horizontal copper pipe and the other with an inclined stainless steel
pipe to demonstrate the applicability of the method in conductive
environments. So there are three new points that are described in this
paper namely (1) a new inversion procedure for time-domain induced
polarization, (2) a new strategy to find metallic pipes in conductive
ground, and (3) a validation of these approaches using synthetic and
sandbox experiments.

2. Basic principles

Induced polarization is a non-intrusive method looking at localizing
low-frequency (b1 kHz) polarization mechanisms in conductive
materials (Figs. 1 and 2). These low-frequency polarizationmechanisms
are associated with the reversible storage of charge carriers during the
application of a primary electrical field or electrical current and their
diffusion in their concentration gradients. The method was initially
developed by Schlumberger (1920). The history of induced polarization
method can be found in Seigel et al. (2007) for ore prospection and Revil
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Fig. 1. Polarization of a metallic pipe in a saturated porous material containing an electrolyte (t
primary electrical field, the pore water contains cations (+) and anions (−). In the pipe, we ha
semi-metal). b. In presence of a primary electrical field (applied normally to the pipe), the n-an
dipolemoment. c. After a longer time, the porewater close to the pipe starts to get polarized as
in and around themetallic pipe. The characteristic time depends on the radius a of the pipe. This
electrical field that can be remotely measured.
et al. (2012) for non-metallic porous materials. Nowadays, induced
polarization is widely used to explore ore deposits, such as porphyry
coppers, bedded lead/zinc and sulphide-related gold (Loeb and
Bertin, 1976; Seigel et al., 2007; Kemna et al., 2012; Revil et al.,
2012). It is much more effective than electrical resistivity
tomography, which cannot be used to localize disseminated ores be-
cause they appear resistive at low frequencies (see Wong, 1979;
Revil et al., 2015a, b). The induced polarization method is also used
in environmental geosciences for contaminant plume delineation
and remediation (Vanhala et al., 1992; Kemna et al., 2004; Gazoty
et al., 2012), facies differentiation (Slater and Lesmes, 2002; Kemna
et al., 2004), and the monitoring of geochemical changes in porous
media (Doetsch et al., 2015).

In time-domain induced polarization, a primary electrical current is
injected over a certain time in the ground between two current elec-
trodes A and B (Fig. 2). Such current pair is called a current bipole in
the following. Then, this current is suddenly shut down and a secondary
electrical field is generated and measured between two potential elec-
trodes M and N (or a set of potential electrodes) for a period of time
(Fig. 2). As a first approximation, the metallic object in the ground be-
haves as a capacitor that gets charged during the application of the pri-
mary current and is discharging in the conductive ground after the
shutdown of the primary current (Kemna et al., 2012). The polarization
mechanisms associated with this “chargeability” of the metallic object
are summarized in Fig. 1. After the shut-down of the primary current
or electrical field, a secondary field can be observed (see Mao and
Revil, 2016, and Fig. 2). It is this secondary electrical field that we are in-
terested to study in this paper.
c. Primary electrical field (long time)
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hemineral grains are not shown here to simplify the sketch). a. Before the application of a
ve p-and n-charge carriers (electrons and p-holes depending on the nature of themetal or
d p-charge carriers are blocked by the surface of the pipe and the pipe starts to develop a
well. d. Upon removal of the primary electrical field, there is diffusion of the charge carriers
diffusion process is the source of a secondary current density,which generates a secondary
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Fig. 3. Sketch of the sandbox used for the two experiments. a. Configuration of Experiment
#1 with a horizontal copper pipe. The brassy cylinder denotes the copper pipe. The
spheres represent the electrodes on the surface of the sandbox. Ref denotes the
reference electrode for the set of electrodes used for the secondary potential
measurements. b. Sketch of Experiment #2 with an inclined stainless steel pipe. The
dark gray cylinder denotes the stainless steel pipe. The angle of the pipe with respect to
the horizontal x-y plane is 10°.

Table 1
Parameters used for the data collection of the two sandbox experiments.

Injected
current

Ton Prim. acq.
time

Initial
delay

Base IP
interval

No. of
windows

Total time for all
the windows

5 mA 1 s 0.1 s 0.03 s 0.02 s 8 5.1 s

Table 2
Parameters of the 8 windows associated with the collection of the time-domain induced
polarization data for the two sandbox experiments.

Window number 1 2 3 4 5 6 7 8

Duration of each window (s) 0.02 0.04 0.08 0.16 0.32 0.64 1.28 2.56
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3. Time domain induced polarization

3.1. Background

As indicated by Revil et al. (2015a, b), the secondary electrical field is
associatedwith a secondary source current density. This secondary cur-
rent density is itself associated with the diffusion of the charge carriers
once the primary current or electrical field has been shut down (Fig. 1).
The principle of time-domain induced polarization is underlined in
Fig. 2. In a traditional time-domain induced polarization survey, a
large number of current injection pairs [A, B] are used, which is time-
consuming, and the electrical field is measured only on few pairs of
electrodes M and N at a time. In our new approach (following Mao
andRevil, 2016), the current injection pairs are reduced to a fewbipoles,
but we increase drastically the number of potential electrodes [M, N]
used for measuring the secondary voltage distribution. One of the elec-
trodes (for instance N) serves as a unique reference for all themeasure-
ments of the secondary voltages/potentials and all the time (in other
words we have a high number of electrodes M used to monitor the
decay of the secondary voltages and the voltage measurements are
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referenced to one electrode N). Therefore, a lot of time can be saved
when conducting such a survey by comparison with a classical induced
polarization survey. This type of acquisition is similar in treating the
secondary voltage as an equivalent transient self-potential signal.

Apart from the acquisition of the data, the inversion algorithm used
below also differs from that used in the traditional time-domain in-
duced polarization method. In the classical approach, we solve a non-
linear problem in order to image the chargeability from the secondary
voltages. In the new approach, we are focusing on the inversion of the
secondary source current density. The relationship between the second-
ary voltages/potentials and the secondary current density is linear (as
discussed below). Since the secondary voltage is associated with a sec-
ondary source current density caused by the metallic pipe (Fig. 1), the
inversion approach focuses in obtaining the source current density
rather than the chargeability. Our goal is indeed to focus on the localiza-
tion of the pipe (through a tomography of the secondary source current
density) and not to determine a material property (such as the
chargeability).

We discuss now the equations describing the underlying physics of
the problem. After the primary current is shut down, the total current
density J (expressed in A m−2) can be written as the sum of a conduc-
tion current density (given by Ohm's law) and a source current density
of diffusional nature (e.g., Mao and Revil, 2016),

J ¼ σEþ Js; ð1Þ

where E denotes the secondary electrical field (in Vm−1),σ denotes the
electrical conductivity of the porousmaterial (in S m−1) (ρ=1/σ is the
resistivity expressed in Ωm), and Js (in A m−2) denotes the secondary
source current density. In the quasi-static limit of the Maxwell equa-
tions, ∇ × E=0, and therefore E= – ∇ψ (induction neglected) where
ψ (in V) denotes the secondary voltage or electrical potential. It is this
potential that is remotely measured at the voltage electrodes after the
shutdown of the primary current density. The secondary current den-
sity Js is due to the formation of charge accumulations during the pri-
mary current injection on the current electrode pair [A, B]. In essence,
it is due to the gradient of the chemical potential of the charge carriers
(e.g., Leroy et al., 2008, andRevil et al., 2015a, b, 2017a, b, and see Fig. 1).

The conservation of charge corresponds to the continuity equation
for the current density. In the low-frequency limit of the Maxwell
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equations, it is written as (e.g., Mao and Revil, 2016)

∇ ∙ J ¼ 0: ð2Þ

Combining Eqs. (1) and (2) yields the following Poisson's equation
for the secondary electrical potential,

∇ ∙ σ∇ψð Þ ¼ ∇ ∙ Js: ð3Þ

This equation is similar to the equation used to solve self-potential
problem in geophysics. In the self-potential method, the electrical po-
tential distribution is remotely measured (e.g., at the ground surface)
and associatedwith in situ source of current Js, which can be of diffusive
nature (Ikard et al., 2012), electrokinetic nature (Soueid Ahmed et al.,
2013), or of thermal nature (Revil et al., 2013). It is also similar to the
equation solved in medical imaging for electroencephalography to de-
termine what part of the brain is active at a given time or to localize
the source of epilepsy (Grech et al., 2008).

3.2. Data inversion

The electrical potential solution of Eq. (3) can bewritten also into an
integral form, which, once discretized (e.g., with the finite element
method), can be written in a linear form (Grech et al., 2008; Rittgers
et al., 2013; Mao and Revil, 2016)

d ¼ Km; ð4Þ

where d denotes the vector of secondary electrical potential data, K
denotes the discretized form of the kernel (formed by a collection
of Green functions, which can be easily computed as long as the
resistivity distribution is known, for instance through electrical re-
sistivity tomography), m is the vector of source current density
time the volume of each cell. The vector m is the model vector we
want to determine.

The determination of the kernel is the most computationally inten-
sive step in this approach (see for instance Grech et al., 2008, for details
for encephalographic problems). Here, we use the finite element code
Comsol Multiphysics 5.0 to compute the kernel by placing elementary
dipoles in the 3 principal directions x, y, and z (Jardani et al., 2008).
Since, according to Eq. (3), the secondary electrical potential field is
affected by the electrical conductivity distribution, the electrical con-
ductivity distribution is included in the computation of the elements
of the kernel (Mao et al., 2015). Electrical resistivity tomography can
be used to independently obtain this information. The computation of
the kernel also accounts for the boundary conditions (insulating bound-
aries in the case discussed below).

After establishing the kernel, we consider the following cost function
to be minimized:

Pλ mð Þ ¼ Wd Km−dobsð Þk k2 þ λ Wmmk k2; ð5Þ

where the optimal model vector is given bym* = argmin[Pλ(m)]. The
first term of Eq. (5) is called the data misfit term and the second term
is the regularizer. In this equation, the matrix Wd is related to the data
covariance matrix (in absence of information regarding the electrical
potential measurements, it is taken as the identity matrix). The vector
dobs denotes the electrical potential data measured at each electrode
M (secondary voltages). The parameterλ denotes the regularization pa-
rameter (under the constraint that 0 b λ b ∞) and is used to balance the
data misfit term and the regularizer. Various methods exist to optimize
this parameter (see details in Grech et al., 2008). The matrix Wm de-
notes the weighting matrix used to ensure a stable result. It is related
to the model covariance matrix. In this paper, identity matrix I is used,
which means that we use the minimum norm approach to regularize
the inverse problem.

As pointed out by Jardani et al. (2008), without the use of a depth
weighting function the inversion of the surface electrical potential
data is likely to generate a shallow source current density distribution,
i.e. close to the position of the electrodes. Therefore, a depth weighting
matrix is usually applied to the kernel during inversion to counteract
the sensitivity of the kernel matrix to near-surface model parameters
and is given by the following relationship:

Λ ¼ diag ∑
N

j¼1
K2
ij

 !1=4

; ð6Þ

where, “diag” refers to a diagonal matrix and N is the number of
measured electrical potential data (d the data vector has a dimension
of N).

The minimum support (MS) method (see Last and Kubik, 1983)
is used in this paper to compact the spatial support of source current
density, i.e., to find one model m with the minimum spatial volume
of source currents. Thus, a new diagonal weighting matrix is
established:

Ω ¼ diag
Λ2
kk

m2
k−1 þ β2

 !1=2

; ð7Þ
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wheremk−1 is the source current density at iteration k− 1, β is a small
threshold number. The solution of the problem (corresponding to the
minimum of the cost function) is given by

m� ¼ K�T WT
dWd

� �
K� þ λ WT

mWm

� �h i−1
∙ K�T WT

dWd

� �
dobs

h i
; ð8Þ

whereK∗ =KΩ−1 andm∗ =Ωm denote a normalized kernel and a nor-
malized model vector, respectively. Once the algorithm has converged,
the retrieved source current density must be transformed back to get
an unscaled current density using m=Ω−1m∗. Such an approach was
used in several of our previous works for self-potential problems (see
details in Rittgers et al., 2013; Haas et al., 2013; Mao and Revil, 2016).
It has never been used for induced polarization.

4. Sandbox experiments

4.1. Experimental setup

The plastic tank used for this experiment has the following dimen-
sions 0.46 m × 0.29 m × 0.27 m. It was filled with a well-calibrated
water-saturated quartz sand. The sandhas the following characteristics:
mean grain diameter and standard deviation 130± 20 μm, composition
95% SiO2, 4% KSi3AlO8 and b1% NaAlSi3O8, and a porosity 0.34 ± 0.02
(see details in Naudet and Revil, 2005). Tap water was used to saturate
the sand. The electrical conductivity of the tap water was measured to
be 0.49 mS cm−1 (at 25 °C) i.e., its resistivity was 20.4Ωm. Since the
formation factor of this sand was 3.6 (see Naudet and Revil, 2005), the
resistivity of water-saturated sand was around 74Ωm.

Two experiments were performed. For these two experiments (la-
beled Experiment #1 and Experiment #2 below), a total of 45 stainless
steel electrodes were arranged on the top surface of the sandbox
forming a set of five lines (Fig. 3). The electrodes were inserted in the
sand at a depth of ~1 cm and with a horizontal spacing of 5 cm. Elec-
trode #1 was used as reference (electrode N) for all the measurements
of the secondary voltages and all times.

In Experiment #1, a copper pipe (diameter 2 cm, length 40 cm) was
buried horizontally inside the tank (Fig. 3a). The depth of the pipe was
therefore constant and equal to 5 cm. The pipe was located from x=
0
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Fig. 6. 3D inverted electrical resistivity tomogram of the sandbox in the first experiment. Not
because its spatial support is too small and resistivity is not a high resolution method. The tomo
The inversion respects the insulating boundary condition at the four boundaries of the sandbox.
0.03m from the left border of the tank to x=0.43m, from y=0.135m
to y=0.155m and from z=0.21m to z=0.23m (see the brassy cylin-
der in Fig. 3a). In Experiment#2, an inclined stainless steel pipe (diameter
2 cm, length 40 cm) was buried in the tank with the inclination angle of
10 degrees with the horizontal direction (Fig. 3b). The depth was 3 cm
at the left end, and 10 cm at the right end.

4.2. Data acquisition

As stated in Section 3, the data collection approach applied in this
paper is different from the traditional one. A common reference for
each measurement of the secondary voltage is used (electrode #1). A
total of 9 current bipoles were conducted in Experiment #1 and 7 cur-
rent bipoles in Experiment #2. Each test was characterized by a single
current bipole [A, B] for the application of the primary current.

In Experiment #1, 9 current electrode pairs located at the two sides
of the pipe in horizontal direction (y-direction) are used, i.e., [A, B] =
[10, 28], [11, 29], [12, 30], [13, 31], [14, 32], [15, 33], [16, 34], [17, 35]
and [18, 36]. In Experiment #2, 7 current injection pairs are used with
[A, B] = [2, 38], [3, 39], [4, 40], [5, 41], [6, 42], [7, 43] and [8, 44]. These
7 pairs were chosen because the distance between [A, B] is larger. A
larger [A, B] can generate a deeper electrical field, which would reach
the inclined stainless steel pipe. Furthermore, the current electrode
pairs [1, 37] and [9, 45] were not included because that electrode #1
was the reference and the stainless steel pipe was not present between
each pair.

For each current injection test, 42 electrical potential data were col-
lected with an ABEM SAS1000 with respect to the reference electrode
and the potential for the two current injection electrodeswere notmea-
sured. Therefore, a total of 378 and 294measurementswere collected in
these two experiments, respectively. For each test, the current injection
duration was setup to 1.0 s. The magnitude of the injected current was
fixed to 5 mA in the first experiment. Since the distance between [A,
B] in Experiment #2 was larger than that in the first one, we need a
higher current to excite the pipe. We increased the current to 20 mA
in the second experiment. In field conditions, there is no problem to in-
crease the current up to 200mA and to use more bipoles to localize the
buried pipes. The present experiments should be seen as a proof-of-
concept of this new approach.
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The initial delay used to start measuring the secondary voltages was
set up to 0.03 s (i.e., a dead timeof 30ms) to avoid electromagnetic effects
(see Table 1). A total of 8 windows were employed tomeasure the decay
of the secondary voltage after this deadtime has ended (Fig. 2b show a
sketch of the sampling of the secondary voltage decay after the shutdown
of the primary current). The smallest windowwas characterized by a du-
ration of 0.02 s and the maximum window had a duration of 2.56 s (see
Table 2). The total time for all the windows was fixed to 5.1 s.

4.3. Synthetic test

Before the inversion of the laboratory data, we used the finite ele-
ment code Comsol Multiphysics 5.0 to build a numerical model of the
tank (accounting for the insulating boundary conditions on all the
external surfaces). The geometry used in the model is the same as
the tank used in the laboratory experiment described hereinafter,
i.e., 46 cm × 29 cm × 27 cm. The resistivity of the material inside
the tank is arbitrarily set up to 100 Ω m. A source current density
(Jx = 0 A m−2, Jy = 0.1 A m−2, Jz = 0 A m−2) is located at the source
position x = 23 cm, y = 14.5 cm, and z = 22 cm with a magnitude
x (cm)

y
 (

cm
)

0.05         0.10         0.15         0.20          0.25        

0.05

0.10

0.15

0.20

0.25

Reference
a. Snapshot of the secondary

A

B

-2.0E-04

-6.0E-04

-1.0E-03

-1.4E-03

-1.8E-03

1.5E-05

5.0E-06

-5.0E-06

-1.5E-05

-2.5E-05

Y
X

Z

   Current 

density (A m   )-2

   Current 

density (A m   )-2

Iteration 1 Iteration 2

Iteration 4 Iteration 5

b. Iterative inversion of the sou
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of 0.1 A m−2. Then, we solved numerically Eq. (3) with the finite
element approach to compute the electrical potential distribution
everywhere.

Then, we simulated the acquisition of the resulting electrical
potential data shown in Fig. 4a (in other words, we sampled the
electrical potential at the position of the electrodes). The potential
at the reference electrodes (electrode #1 is used as a zero potential)
was removed to the electrical potential collected at each electrode.
Finally, the kernel matrix was calculated using the resistivity
data (constant resistivity here), the position of these electrodes,
and the insulating boundaries of the tank. The inversion of the data
was performed with Matlab using the algorithm underlined in
Section 3.2.

Fig. 4a shows the surface map of the computed electrical potential
distribution, from which we can see the anomaly is generated by the
synthetic bipole source current. Fig. 4b shows the iterative compaction
procedure of the source current density (y-component) iteration by it-
eration. The spatial distribution of the source current density is shown
at iterations 1 to 6 in the compaction/inversion process. The source cur-
rent density concentrates step by step closer and closer to the true
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position of the source. After only 5 iterations, the retrieved source is
compact and the data misfit is stable. The source current locates at the
position where the source is originally set up in the model. At iteration
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Fig. 9. Inverted source current density Jy (in Am−2) for all the 9 snapshots in Experiment #1 at
the green spheres denote negative current electrodes (current retrieval). Each snapshot (1 t
shutdown of the primary current) using compactness of one of the following bipole current in
[18, 36]. (For interpretation of the references to colour in this figure legend, the reader is refer
6, the value of the compacted source current density is 0.09 A m−2, very
close to the true value used in themodeling (0.10 A m−2). This indicates
that our approach is efficient to invert the electrical potential data in
terms of source current density distribution.
4.4. Inversion of the laboratory data

Regarding the laboratory data, we need also a temporal reference
(e.g., Linde et al., 2007). Therefore, the secondary voltages at all win-
dows and for each test are referenced to the voltage measured at the
last window (i.e., at t = 5.13 s). Indeed, we assume that at this time
the secondary voltages have fully relaxed, i.e., the electrical potentials
are assumed to have decayed to zero (this will be discussed further at
the end of this paper).

Before inverting the secondary electrical potential data (shown in
Fig. 5), we need to get the electrical resistivity distribution inside the
tank to calculate the kernel matrix. Therefore, the resistivity data should
be inverted first by using the resistance data collected during the induced
polarization test, i.e., using the primary electrical fields measured during
the injection of the primary current (see Fig. 2). This is a classical method
in geophysics called electrical resistivity (or resistance) tomography. The
inversion algorithm used for resistivity tomography in this paper was de-
veloped by Mao et al. (2015) using Matlab and Comsol Multiphysics and
the Application Programming Interface (API) functions. The domain was
discretized into 20 × 12 × 12=2880 cells in x, y and zdirections covering
the volume of the tank. This means the model vectorm for the resistivity
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problem contains 2880 unknown electrical resistivity values. The 3D
inverted resistivity tomogram is shown in Fig. 6. Note that the inversion
accounts for the insulating boundary conditions at the tank boundaries.
Because of the lack of resolution of this method, resistivity does not
show the position of the pipe (as expected) but is required for the compu-
tation of the kernel as mentioned above. Also another reason why the
pipe is not detected by ERT is that resistivity analyzes the electrical field
at very low frequencies. At shown in Fig. 1, at low frequencies the excita-
tion of the pipe in the normal direction implies that the charge carriers
will be blocked by the boundaries of the pipe itself. So the pipe may ap-
pear as an insulating body at low frequencies as shown in the laboratory
experiments discussed by Revil et al. (2015b). Imaging an insulating body
in a conductive environment is a notoriously difficult task since the cur-
rent lines are going to go around the target. This is why induced polariza-
tion is more appealing than electrical resistivity tomography in localizing
the metallic pipe.

For the inversionof the secondary electrical potential data, the domain
includes a total of 1600 cells (16 × 10 × 10 cells in x, y and z directions, re-
spectively). Since the kernel values were defined on the node, there were
a total of 2057 nodes (17 × 11 × 11 nodes in x, y and z directions, respec-
tively) for placing the dipole sources. The dimension of the kernel was
therefore 42 × 6171 for each test. We have there 42 measurements and
2057 × 3=6171 unknown source current density in x, y and z directions,
2057 unknowns if we consider only a y-component normal to the pipe.
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Fig. 10. Iso-surface distribution of the averaged source current density (y-component) for
all the 9 snapshots in Experiment #1 at iteration 5 in the compaction process (the
secondary current is here normalized to the primary current density). The brassy
cylinder denotes the copper pipe. a. The secondary voltages are inverted at time t =
0.05 s after the shutdown of the primary current. b. Same work at 0.17 s after the
shutdown of the primary current.
5. Results

5.1. Experiment #1

Fig. 5 shows the secondary voltage distribution at few selected elec-
trodes collected in snapshot #5 ([A, B]= [14, 32]) of Experiment 1. All
of the data at electrodes #2 to #9 (located at one side of the copper
pipe in the y-direction normal to the pipe) are negative. At the opposite,
all of the data at electrodes #28 to #36 (located on the other side of the
copper pipe) are positive. These evidences indicate that the secondary
electrical potentials are generated by a horizontal (in the y-direction)
secondary source current density. Furthermore, the data with largest
amplitude are collected near the two current injection electrodes.

Fig. 7a shows an equipotential map of the secondary electrical po-
tential collected at time t= 0.05 s after the shutdown of the primary
current in snapshot 5 (current electrode pair [A, B] = [14, 32]). From
this potential distribution, a clear source is expected close to the center
of the bipole [A, B] = [14, 32]. Fig. 7b shows the iterative compaction
procedure of the source current density (y-component) for snapshot
5. The source current density is shown at iterations 1 to 6 in the compac-
tion process. For each snapshot, the red sphere denotes the positive cur-
rent electrode and the green sphere denotes the negative current
electrode. During the inversion, the source current density focuses in
the center of the bipole. After only 5 iterations, the source current den-
sity is compact and well localized in the tank. We can also clearly see
that the value of compact source current has a direction that is opposite
to the direction of the primary current density (see Fig. 1 where
similarly the secondary electrical field is in the direction opposite to
the primary electrical field).

The comparison between measured and estimated electrical
potential data for snapshot 5 at different iterations is shown in Fig. 8.
The estimated data reproduces the real data very well and the self-
potential data are well-recovered by the inversion algorithm. Fig. 9 is
the inverted source current density for all the 9 snapshots. The source
current densities are always localized around the target as expected.
Finally, the source current density distributions obtained from all the 9
bipoles [A, B] are averaged to recover the geometry of the copper pipe.
In Fig. 10a, we plot the isosurface distribution of the averaged source
current density (normalized with respect to the primary current
density) together with the true position of the copper pipe. The source
current density distributes around the copper pipe and is therefore
able to image the true position of the pipe.

In Fig. 10b, we repeat the same exercise at a later time. We chose
the time 0.17 s after the shutdown of the primary current. Again the
same conclusion can be reached regarding the adequacy between the
position of the source of current and the true position of the pipe.

5.2. Experiment #2

The final inverted source current densities for the 7 snapshots are
shown in Fig. 11 in the case of Experiment #2. We can observe that
the position of the source current density moves along the current
bipole and gets deeper from left to right. In order to recover the geom-
etry of the stainless steel pipe, we combine all the data from the 7 snap-
shots. As shown in Fig. 11, the value of the inverted source current
density in each snapshot differs. Therefore, we don't use the source cur-
rent density directly to recover the geometry of the pipe. Instead, we
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first normalize it by dividing theminimumvalue (since Jy is negative) in
each snapshot, and then average the normalized Jy from all the 7 snap-
shots. Fig. 12 shows the isosurface distribution of the averaged normal-
ized source current density. The true position of the stainless steel pipe
is surrounded by the retrieved source current density isosurface. The
inverted pipe position shows a fair agreement with its true position.
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represent the 7 bipoles [A, B], respectively. Note that the density distributes around the
two ends of the pipe is not resolved because that we do not have current electrode pairs
investigating these areas. The secondary voltages are inverted at time t = 0.05 s after
the shutdown of the primary current. (For interpretation of the references to colour in
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5.3. Relaxation time

The secondary voltage decays are shown in Fig. 13 for selected
electrodes. We first see that the potentials have fully relaxed or so at
time t = 5.13 s after the shutdown of the primary current. The data
can be approximately fitted by an exponential decay characterized by
a relaxation time. This relaxation time can be related to the characteris-
tic grain size, a, of the metallic pipe by τ0 = a2/D, where D (in m2 s−1)
denotes an apparent diffusion coefficient of the charge carriers
(see Revil et al., 2015a, b; Mao and Revil, 2016 for disseminatedmetallic
grains). We fitted an exponent decay to the data shown in Fig. 1).
The relaxation time is approximately 0.50 ± 0.15 s for a pipe radius of
1 cm (for both Experiments #1 an #2). As shown in Fig. 14, these data
are consistent with other data usually based on disseminated metallic
particles in sands and slags (including data from references
Grissemann et al., 2000; Nordsiek and Weller, 2008; Florsch et al.,
2011; Mao and Revil, 2016). The trend shown in Fig. 14 indicates that
the mean value of the diffusion coefficient is D = 0.028 m2 s−1 (25
°C). This means that in field conditions, we could use the information
contained in the relaxation time to get an idea of the radius of the pipe.
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6. Conclusions

Our goal was to test the effectiveness of a newnon-intrusivemethod
to localize underground metallic pipes. Two sandboxes were designed
to conduct experiment with a horizontal copper pipe (Experiment #1)
and an inclined stainless steel pipe (Experiment #2). We invert here
the secondary voltages and compact the causative current source
using algorithms that are similar to those developed in electroencepha-
lography. The following conclusions have been reached:

(1) The synthetic test indicates that our algorithm is efficient in re-
trieving the position andmagnitude of a source current distribu-
tion located at depth in a conductive environment.

(2) The presence of a metallic pipe generates a very clear secondary
self-potential anomaly on the surface of a sandbox after the
primary current is shut down.

(3) No resistivity anomaly is observed on the resistivity tomogram
from both experiments. The electrical resistivity tomography
seems not sensitive enough to locate the buried metallic pipes.
Indeed at low frequencies a conductive pipe can appear resistive
if the current is applied perpendicularly to the pipe direction. The
reason is that at low-frequencies, the pipe can be totally
polarized and the charge carriers re blocked at the boundaries
of the metallic body.

(4) The recovered source current density is consistent with the true
position of themetallic pipes whatever their direction. The result
indicates that this novel method could be applied to localize
accurately underground metallic pipes.

(5) The relaxation time contains some information regarding the
radius of the pipe.

Futureworkswill concern the use of principal component analysis to
discriminate between the signals associated with several pipes and the
use of more sophisticated delineation image processing technique to
underline the position of the pipe from the inverted signals. A compar-
ison between the proposed techniques and other method would be in-
teresting in order to see if these methods can be applied in concert in
better localizing metallic pipes in the ground.
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