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We study the liquid-gas phase separation observed in a system of repulsive particles dressed with ferromag-
netically aligning spins, a so-called “spin fluid”. Microcanonical ensemble numerical simulations of finite-size
systems reveal that magnetization sets in and induces a liquid-gas phase separation between a disordered
gas and a ferromagnetic dense phase at low enough energies and large enough densities. The dynamics after
a quench into the coexistence region show that the order parameter associated to the liquid-vapour phase
separation follows an algebraic law with an unusual exponent, as it is forced to synchronize with the growth
of the magnetization: this suggests that for finite size systems the magnetization sets in along a Curie line,
which is also the gas-side spinodal line, and that the coexistence region ends at a tricritical point. This picture
is confirmed at the mean-field level with different approximation schemes, namely a Bethe lattice resolution
and a virial expansion complemented by the introduction of a self-consistent Weiss-like molecular field. How-
ever, a detailed finite-size scaling analysis shows that in two dimensions the ferromagnetic phase escapes the
Berezinskii-Kosterlitz-Thouless scenario, and that the long-range order is not destroyed by the unbinding of
topological defects. The Curie line becomes thus a magnetic crossover in the thermodynamic limit. Finally,
the effects of the magnetic interaction range and those of the interaction softness are characterized within a
mean-field semi-analytic low-density approach.

Keywords: Theory of liquids, Spin magnetism, Phase separation

I. INTRODUCTION

Spin fluids are a family of models introduced by Weis
and coworkers1,2 as simplified models of magnetic col-
loids or alloys, and more recently used to study binary
fluids3–5. They are, essentially, off-lattice versions of in-
teracting spin systems, in which (anti)ferromagnetically
coupled spins are carried by particles and (usually short-
range) distance-dependent interactions. An ideal spin
fluid is one such system with no explicit attractive inter-
action, but only kinetic energy, core repulsion, and mag-
netic spin coupling. Up to now, continuous-spin spin flu-
ids were only studied in 3d, first with Heisenberg spins1,2,
and later with planar spins6. The aim of these studies
was to determine the phase diagram of these unusual sys-
tems, that can display both isotropic-(anti)ferromagnetic
and gas-liquid-solid phase transitions. The phase di-
agrams, with the magnetic and gas-liquid transitions,
were found by solving integral equations under various
closure hypotheses that used both Born-Green-like and
Hypernetted-chain-like relations. The crystal, when pre-
dicted2, was found through density-functional theory, fol-
lowing standard textbook methods,7 and well-established
literature on the matter.8

In two-dimensional space, the magnetization transition
of the on-lattice XY model is known to be highly peculiar.
The Mermin-Wagner theorem9,10 prohibits spontaneous

a)Electronic mail: casiulis@lptmc.jussieu.fr

symmetry breaking at any finite temperature. However,
a static phase transition occurs at a finite critical temper-
ature, TKT between a high-temperature disordered para-
magnet and a low-temperature ferromagnetic phase with
quasi-long-range order. This phase transition obeys the
Berezinskii-Kosterlitz-Thouless (BKT) scenario,11–13 ac-
cording to which the magnetization is suppressed by spin
waves for T < TKT and by isolated vortices for T > TKT .
The validity of this scenario as well as its possible influ-
ence on the properties of two-dimensional XY spin fluids
is, to our knowledge, a completely open question. This
matter is relevant for several physical systems, from ul-
tracold polar atoms,14 to certain ionic liquids.15

In this paper, we focus on a 2d ferromagnetic ideal spin
fluid, constituted by repulsive disks dressed with short-
range ferromagnetic pair interactions. We shall show
that, as in the 3d case, a ferromagnetism-induced phase
separation (FIPS) develops, and provides this system
with a non-trivial phase diagram. Our main goal is to
obtain such phase diagram, and in particular to charac-
terize the interplay between the magnetization crossover
and the liquid-gas separation.

We first perform Molecular Dynamics (MD) simula-
tions in the microcanonical ensemble to identify the mag-
netic and structural properties of finite-size systems, fo-
cusing on the fluid phases. In so doing, we recover a phase
diagram qualitatively very similar to those obtained for
planar spins in 3d.6 Schematically, we find a phase sepa-
ration between a paramagnetic gas and a ferromagnetic
liquid. The coexistence curve ends in a tricritical point,
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from which stems a magnetization Curie-like line which
extends in the region of the phase diagram where the
temperature is too high for liquid-gas phase separation
to occur, also called the supercritical fluid region in the
standard theory of simple liquids.7 However, a finite-size
scaling analysis suggests that the ferromagnetic phase es-
capes the BKT scenario. This result is confirmed by the
numerical study of the equilibration dynamics using equi-
librated initial conditions in which the particles are posi-
tioned on the vertices of a regular triangular lattice with
a few free vortices, or rapid quenches from random high
temperature initial conditions into the magnetized phase.
No vortices survive either way. The magnetically ordered
phases of finite-size systems are characterized by an ex-
tremely large correlation length, as expected for a critical
system at its lower critical dimension: in the thermody-
namic limit (i.e. when the system size becomes larger
than the correlation volume), the ferromagnetic order is
destroyed by low-energy spin wave excitations, and the
Curie line becomes a crossover. Regarding the phase sep-
aration, equilibration dynamics following quenches into
the coexistence region show that the growth of the order
parameter associated to the liquid-vapour phase separa-
tion does not follow standard algebraic scalings. Instead,
its growth rate is forced to synchronize to that of the
magnetization, suggesting that the gas-side spinodal line
coincides with the Curie (crossover) line.

On the theoretical side, we adapt standard methods
from the liquid-state theory to describe spin fluids, which
carry an internal degree of freedom. We thereby ob-
tain the mean-field equation of state and phase diagram.
The latter qualitatively reproduces the phenomenology
observed in the simulations. In particular, the magneti-
zation sets in along a Curie line, which is also the gas-side
spinodal line. Finally, our methods allow for a charac-
terization of the role played by the magnetic interaction
range and the softness of the repulsive interaction.

The paper is organized as follows. In Section II, we in-
troduce the model. Section III presents phenomenology
observed in molecular dynamics simulations performed
in the microcanonical ensemble. Section IV describes an
on-lattice approach that predicts phase separation and
magnetization in the case of hard-core repulsion. Sec-
tion V introduces a self-consistent approach, based on a
Curie-Weiss-like approximation, coupled to two different
approximations for the local structure of the spin fluid.
Finally, in Section VI, we present our conclusions and
some perspectives for future research.

II. THE MODEL

Throughout this paper, we will study systems of par-
ticles described by the Lagrangian

L =

N∑
i=1

m

2
ṙ2
i +

N∑
i=1

I

2
θ̇i

2

−1

2

∑
k 6=i

U(rik) +
J0

2

∑
k 6=i

J(rik) cos θik , (1)

where m is the mass of each particle, I their moment
of inertia, ri the position of the ith particle and θi the
angle coding for the direction of the XY spin they carry.
The last two terms represent the interactions. U(rik)
is a purely repulsive potential, and J(rik) a finite-range
ferromagnetic coupling, with J0 its typical amplitude.
Note that the spins here simply represent an internal
anisotropy and follow precessional dynamics with an as-
sociated rotational kinetic energy, making the present
model a planar rotor model16,17 and not a ferromagnet
model stricto sensu. We will henceforth use an adimen-
sionalized version of this Lagrangian, defined through the
replacements ri/

√
I/m → ri, t/

√
I/J0 → t, L/J0 → L,

U/J0 → U . The Hamiltonian associated to this adimen-
sionalized dynamics can then be written in the usual way,

H =

N∑
i=1

1

2
p2
i +

N∑
i=1

1

2
ωi

2

+
1

2

∑
k 6=i

U(rik)− 1

2

∑
k 6=i

J(rik) cos θik , (2)

where the canonical momenta are defined as pi = ṙi and
ωi = θ̇i. Finally, the Hamiltonian equations of motion,

ṗi =
∑
k(6=i)

(
∂J(rik)

∂ri
cos θik −

∂U(rik)

∂ri

)
, (3)

ω̇i =
∑
k(6=i)

J(rik) sin θik , (4)

will be used in the simulations presented in the next sec-
tion. The first of these equations displays quite clearly
why the physics of liquids of this kind could be interest-
ing from a fundamental viewpoint: a ferromagnetic cou-
pling (J > 0) that decays with distance (J ′(r) < 0) im-
plies that particles with spins lying in the same half-plane
(si · sj > 0) are attracted to each other, while particles
with spins lying in opposite half-planes (si · sj < 0) are
purely repulsive. Therefore, even for a purely repulsive U
coupling, spin-carrying particles feature a spin-mediated
effective attraction, that could allow for a liquid-gas
phase separation.

III. PHENOMENOLOGY FROM MOLECULAR
DYNAMICS SIMULATIONS

We start by presenting the key phenomenology of the
system using Molecular Dynamics (MD) simulations that



3

0.0 0.2 0.4 0.6 0.8 1.0

0

1

2

3

4

5

r/σ

V
(r

,θ
)

0.5 0.6 0.7 0.8 0.9 1.0
-0.1

0.0

0.1

0.2

0.3

0.4

0.5
Zoom

Inset

FIG. 1. Effective pairwise interaction. Total pairwise
interaction potential U(r)− J(r) cos θ used in simulations for
aligned (orange), orthogonal (green) and anti-aligned (blue)
spins. We highlight the V (r, θ) = 0 line, which separates
the repulsive (V > 0) and attractive (V < 0) parts of the
potential, with a dashed black line. In the inset, we show a
zoom on the region indicated by a gray rectangle, in order to
emphasize the attractive part in the case of aligned spins.

rely on the above Hamiltonian equations of motion, and
were performed in the microcanonical ensemble. To en-
sure well-behaved dynamics, we use soft interaction po-
tentials, given by

J(r) = (σ − r)2Θ(σ − r) ,
U(r) = U0(σ − r)4Θ(σ − r) , (5)

where Θ is a Heaviside step function, σ is a range that
was fixed to 1, and U0 = 4 was chosen so that both po-
tentials are equal at half-range. We show the associated
effective pairwise interaction V (r, θ) ≡ U(r) − J(r) cos θ
in the cases of aligned, anti-aligned and orthogonal spins
in Fig. 1.

We define the particle radius r0 = σ/2, the zero-
temperature exclusion radius for fully-aligned spins, and
use it to define the packing fraction φ. We simulate the
dynamics starting from random states with uniformly
distributed {ri, θi}i=1..N and {pi, ωi}i=1..N drawn from
centered, reduced Gaussian distributions. Such initial
states were placed into a square box with periodic bound-
ary conditions and, after giving some time for the dy-
namics to settle in, are subjected either to a numerical
annealing or to a high-rate quench. These procedures are
implemented as follows.

Numerical annealings are performed by multiplying
all rotational velocities by λA = 0.9999 every 100 time

units in our adimensionalized variable, with an integra-
tion time step equal to δt = 10−3 in the same units. This
method enables us to reach low-energy states which, if
the cooling is slow enough, should be equilibrium states
of the system.

Quenches are carried out by multiplying all rotational
velocities and momentum components by λQ = 0.10
once, at some initial time. This method violently takes
the system away from equilibrium, thereby enabling us
to study the subsequent equilibration dynamics.

A. Magnetization properties

In this subsection, in order to decouple the discussion
of the behaviour of the magnetization from the one of
the structural properties as much as possible, we start
by presenting the results obtained at a number density
such that very little local density fluctuations can take
place, namely ρ = N/L2 ≈ 2.81 where L is the size of
the system. Equivalently, this density corresponds to a
packing fraction φ = 0.55.

1. Equilibrium properties

The system we are studying here is, from the mag-
netic point of view, an off-lattice version of a diluted 2d
XY model. As such, true long-range magnetic order is
forbidden by the Mermin-Wagner theorem: there is no
ferromagnetic phase transition at finite temperature for
continuous spins with isotropic and finite-range interac-
tions in two dimensions.9,10 The square-lattice XY model
is however known to present a static phase transition at a
temperature TKT between a high-temperature disordered
paramagnet and a low-temperature ferromagnetic phase
with quasi-long-range order.11–13 Here, we will demon-
strate that this BKT scenario does not survive in our
off-lattice setting.

Even in the absence of long-range order in the L→∞
limit, when the linear system size L is smaller than the
spin-spin correlation length ξ, a non-zero magnetization
m(T, L) is observed at low enough temperatures T . Fur-
thermore, m(T, L), ξ(T, L), and the magnetic suscepti-
bility χm(T, L) obey scaling laws around a temperature
Tc(L) to be determined empirically.

For usual magnetization transitions, these scaling laws
take power law forms: m ∼ tβ , ξ ∼ t−ν , and χm ∼
t−γ , where t = T/Tc(L) − 1 and Tc(L) → TC , the Curie
temperature, in the thermodynamic limit L → ∞. In
practice, infinite system size scalings lead to the following
finite system size scalings of m and χm with L,

m ∝ L−β/ν , (6)

χm ∝ Lγ/ν . (7)

These scalings, however, only hold as long as the di-
mensionality of space, d, is high enough. For any mag-
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netic system, there is a value dc of d, called the lower crit-
ical dimension, below which no critical transition occurs
at any finite temperature. As indicated by the Mermin-
Wagner argument, as well as field-theoretical calcula-
tions,18 for the XY model, dc = 2. As a consequence,
the magnetization of the square-lattice XY model is only
non-zero at T = 0 in the thermodynamic limit. The way
in which m is suppressed with system size, however, un-
dergoes a dramatic change depending on the value of the
temperature.

In the limit T → 0, the square-lattice XY magnetiza-
tion modulus is suppressed with system size following the
scaling19,20

lnm = − T

8πJ
ln (aN) , (8)

where N is the number of sites, J the ferromagnetic cou-
pling constant, and a a constant. This unusual scaling
is often called the spin-wave scaling, as it reflects the
fact that the magnetization is slowly suppressed by low-
energy plane waves, that can be described by a free field
theory at low temperatures.18,21

As temperature grows, there is a finite temperature
Tc(L) at which the suppression of the magnetization be-
comes dramatically faster. This is a sign of an essen-
tial singularity of the underlying theory, also called the
BKT transition, characterized by the proliferation of free
vortices above Tc(L). Around this singularity, the cor-
relation length diverges exponentially, ln ξ ∼ t−ν , with
ν = 1/2 and Tc(L) → TKT , which approaches a finite
value, as the system size grows. Note that in this con-
text, Tc(L) is sometimes denoted T ?(L),22 a notation we
shall adopt henceforth.

Regardless of these differences, Eqs. (6) and (7) still
hold, so that the magnetization and magnetic suscepti-
bility can still be related to the linear size of the sys-
tem and to the critical exponent ratios.23 In particular,
the magnetic susceptibility at the BKT transition uni-
versally13 grows like L7/4, although it does not feature a
peak at TKT , but keeps growing to its spin-wave value
as temperature decreases.19 Equivalently, one defines the
anomalous dimension η = 2 − γ/ν, which in the BKT
universality class24 takes the value η = 1/4. Finally, the
finite size scalings of m and χm are linked by the hyper-
scaling relation,25 2β + γ = νd which, for d = 2, can be
rewritten as 2β/ν = η.

We are now in a position to check whether the BKT
scenario survives in 2d XY spin fluids. Using MD sim-
ulations, we cool down systems with a number of par-
ticles ranging from 128 to 16384 with a slow simulated
annealing (i.e., slow enough to ensure that equilibrium
is reached), and measure their magnetization, and rota-

tional and translational temperatures, defined as

M =

N∑
i=1

si,

TR =
1

N

N∑
i=1

ωi
2 −

(
1

N

N∑
i=1

ωi

)2

,

TT =
1

N

N∑
i=1

p2
x/y,i −

(
1

N

N∑
i=1

px/y,i

)2

.

We then compute the averages of the modulus of the
magnetization, the temperature T and the usual mag-
netic susceptibility defined as

m =
1

N
〈|M |〉,

T = 〈TR〉 = 〈TT 〉,

χm =
1

N

(
〈M2〉 − 〈M〉2

)
,

where 〈·〉 denotes an average over independent configura-
tions, here obtained by letting the dynamics run for suf-
ficiently long times and using different initial conditions.
Note that, having checked that TR = TT , we henceforth
use the symbol T for temperature, without further spec-
ification.

Curves obtained for N = 8192 particles are showcased
in Fig. 2, which displays m(E) and T (E) curves obtained
by MD simulations after averaging over 102-103 configu-
rations for each point in panel (a) and its inset. At low
energies and temperatures, we observe a non-zero mag-
netization, that crosses over to values close to zero at
a finite energy and temperature. In panel (b), we show
a typical snapshot of the configuration of spins in the
high-magnetization regime for N = 8192 particles. In
this snapshots as well as all the others in this section,
spins are colour-coded depending on their direction, us-
ing the hue variable of the HSL colour code,26 meaning
that θ = 0 is coded by pure red, θ = 2π/3 by pure
green, and θ = 4π/3 by pure blue, and that every in-
termediate colour is a linear interpolation between the
nearest two primary colours. This pictures shows that in
the low-temperature regime T → 0, the magnetization
is suppressed by harmonic spin waves. This is similar
to the very low-temperature regime of the on-lattice XY
model,22 described by a massless theory.18,21

In panel (c), we show the m(T ) curves obtained by
combining m(E) and T (E) curves such as those shown
panel (a), this time varying the size of the system be-
tween N = 128 and N = 16384 at fixed packing frac-
tion. We observe that the magnetization is suppressed at
all temperatures, and that the finite-size crossover from
high- to low-magnetization is pushed to lower values of
the temperature when increasing the system size, as ex-
pected from a model at its lower critical dimension. In
the inset of (c), we check that the low-temperature part
of the magnetization curves follows the spin-wave scaling
given in Eq. 8.
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FIG. 2. Magnetic Properties at Low Temperatures. (a)
Magnetization modulus and temperature against the energy
per particle for N = 8192, (b) typical snapshot of a system of
N = 8192 particles in the spin-wave regime (c) magnetization
modulus against temperature for growing system sizes, and
(d) magnetic susceptibility (in log scale) against temperature
for growing system sizes, all at φ = 0.55. In the inset of (a),
we report the measured mean temperature against the energy
per particle. Black arrows indicate where the snapshot shown
in (b) lies in phase space. In the inset of (b), we show the
colour-code used for spins to represent their orientation. In
the insets of (c) and (d), we report the best collapses of m
and χm, respectively, near T = 0 using the spin-wave scaling
described in the main text.

In panel (d), we show the corresponding χm(T ) curves,
with a logarithmic vertical scale. At low temperatures,
this susceptibility grows as the system size increases, and
seems to saturate, as expected in the spin-wave regime
where the system is smaller than its correlation length. In
the inset of (d), we plot χm/N against the same rescaled
temperature as in the inset of (c), and thereby show that
the zero-temperature susceptibility is extensive. This is a
check that, as predicted by spin-wave calculations,19 the
magnetic properties of the system at low temperature are
controlled by a Gaussian fixed point at T = 0, so that
η → 0 as T → 0.

Let us now discuss the nature of the finite-size
crossover between the low- and high-magnetization
regimes. In order to do so, let us define a modified sus-
ceptibility that features a maximum at a finite temper-
ature,20 defined through the fluctuations of the modulus
of the magnetization,

χ|m| =
1

N

(
〈|M |2〉 − 〈|M |〉2

)
. (9)

This modified susceptibility is plotted against the tem-

perature for different system sizes in Fig. 3(a). As
expected, it features a maximum at a finite tempera-
ture that decreases with the system size, reflecting the
crossover that m undergoes. This maximum, χmax,
grows higher and sharper as the system size grows. As
shown in the inset of Fig. 3(a), where we plot χmax/N
against the system size in log-log scale, we measure
χmax ∝ L2−η with η ≈ 0.26 ± 0.01. This value is remi-
niscent of the BKT exponent η = 0.25, although it is no
proof of BKT behaviour alone.

To investigate further, in Fig. 3(b), we plot the ex-
ponent β/ν obtained at each temperature by using the
scaling law m(L, T ) ∝ L−β/ν . The corresponding log-log
plot of m against the system size is shown in the inset
of this panel. We find that β/ν smoothly goes from 0 at
zero-temperature (where m = 1 regardless of the system
size) to 1 at high temperatures (where the magnetization
is simply a sum of independent random variables). The
value η ≈ 0.26, if it corresponds to a BKT-like critical
point, can be associated to the critical value of β/ν us-
ing the hyperscaling law 2β/ν = η. We can therefore
evaluate a candidate value for TKT from Fig. 3(b). Fol-
lowing this strategy, we find T ?KT ≈ 0.14, and we define
the reduced temperature t = t/T ?KT − 1. Moreover, re-
calling the on-lattice spin-wave scaling given in Eq. (8),
at low temperatures, we expect β/ν = T/(4πJsw). As a
result, the initial slope of β/ν(T ) enables us to estimate
the effective coupling felt by the low-temperature spin
waves. We find Jsw ≈ 0.13. Interestingly, in the BKT
scenario, the critical temperature seems to follow the RG
prediction TKT ≈ 1.35J .20,27 Here, however, we find that
T ?KT ≈ 0.14 is significantly smaller than 1.35∗Jsw ≈ 0.19,
which is a first clue that the present system might not
follow the BKT scenario.

Having determined the candidate values of the tem-
perature T ?KT , and of the exponents η and β/ν, we still
have to check whether the observed value of ν is compat-
ible with BKT physics. In order to do so, we try three
different strategies to rescale the magnetization and sus-
ceptibility curves.

(i) Recalling the BKT scaling of the correlation length,
ln ξ ∼ t−1/2, we rescale the reduced temperature
by multiplying it by (lnL)2, and plot the rescaled
magnetization mL1/8 and susceptibility χ|m|/L

7/4

in Fig. 3(c)− (d).

(ii) Assuming that the system does not follow BKT
scalings but another similar scaling ln ξ ∼ t−ν ,
we determine the value of ν such that the curves
of mL1/8 and χ|m|/L

7/4 against t(lnL)1/ν collapse
best near the crossover. The resulting curves, ob-
tained for ν = 0.37 (below the BKT value ν = 1/2),
are shown in Fig. 3(e)− (f).

(iii) Assuming that, for the range of sizes explored in
this paper, the crossover can be described by an
effective algebraic rescaling of the reduced temper-
ature, we seek the value νalg that leads to the best



6

□□□□□□□□□□□□□□□□□□□□□□□□□□□□□□ □□□□□□□□□□□□□□□□□□□□□□□□□□□□□□□ □□□□□□□□□□□□□□□□□□□□□□□□□□□□□□ □□□□□□□□
□□□□

□□□□□□□□□□□□□□□□□□ □□□□□□□
□

□

□
□

□
□
□

□□□□□□□□□□□□□□□□ □□□□□□□
□

□

□

□
□

□
□

□
□□□□□□□□□□□□□□□ □□□□□□□

□
□

□

□

□

□

□

□□□
□□□□□□□□□□□□ □□□□□□

□
□

□

□

□

□

□

□

□□

□□□□□
□□□□□

0.0 0.1 0.2 0.3 0.4 0.5

0

50

100

150

200

T

χ
m 10

2
10

3
10

4
0.01

0.02

N
χ

m
a

x
/N

η ≃ 0.26

(a)

N = 128
N = 256
N = 512
N = 1024
N = 2048
N = 4096
N = 8192
N = 16384

□
□□

□□
□

□
□

□

□

□

□

□

□

□
□□□□□□□

□□□□□

0.0 0.1 0.2 0.3 0.4 0.5

0.0

0.2

0.4

0.6

0.8

1.0

T

β
/ν

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●
●

●

●

●

●
●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

● ●
●

●
●

●

●
●

● ●
●

●
●

●
●

●

● ●
●

● ●
●

●
●

● ● ● ● ●
●

●

●

● ● ● ● ●
● ● ●

● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ●
● ● ● ● ● ● ● ●
● ● ● ● ● ● ● ●
● ● ● ● ● ● ● ●
● ● ● ● ● ● ● ●● ● ● ● ● ● ● ●
● ● ● ● ● ● ● ●● ● ● ● ● ● ● ●● ● ● ● ● ● ● ●● ● ● ● ● ● ● ●

10
2

10
3

10
4

0.01

0.1

1

N -1/2

(b)

BKT

N

m

□
□□

□
□
□
□

□

□

□

□
□
□
□□
□
□
□□
□□
□□
□□
□□□□□□

□□□□
□
□
□

□

□

□

□
□
□
□□
□
□
□□
□□
□□

□
□□□
□□□□

□□□□□
□

□
□

□

□

□

□
□
□
□

□
□
□
□
□□
□□

□
□□
□□□
□□

□□□□□□□
□

□

□

□

□
□

□
□

□
□
□
□
□□
□□

□
□□
□□□□□

□□□□□□□
□

□

□

□

□

□

□

□

□
□
□
□
□
□□
□

□
□□
□□□□
□

□□□□□□□□
□

□

□

□

□

□
□

□

□
□
□
□
□
□□

□
□
□□
□□□□

□□□□□□□□□
□

□

□

□

□

□

□

□
□
□

□□
□□

□
□
□□
□□□□

□□□□□□□□□
□

□
□

□

□

□

□
□

□□

□
□□

□
□

□□
□

-20 0 20 40 60

0.0

0.5

1.0

1.5

t (ln L)2

m
/

L
1
/8

(c)

□

□

□

□

□

□

□

□
□

□

□

□
□

□
□

□
□
□□□□□□□□□□□□□□

□
□

□

□

□

□

□

□

□

□

□

□

□

□
□

□
□□
□□□□□□□□□□□□□

□
□

□
□

□

□

□

□

□

□

□

□

□

□

□

□
□
□
□
□□□□□□□□□□□□

□□□
□

□
□

□

□

□

□

□

□
□

□

□

□
□□□□□□□□□□□□□□□

□□□□□

□
□

□

□

□

□

□

□

□

□

□
□□□□□□□□□□□□□□□ □□□□□□

□
□

□

□

□

□

□

□

□

□

□□
□□□□□

□□□□□□□□ □□□□□□
□

□

□

□

□

□

□

□

□

□□□

□□□
□

□□□□□□□□ □□□□□□□
□

□
□

□

□

□

□

□

□□

□□□□□
□□□□□

-20 0 20 40 60

0.00

0.01

0.02

0.03

0.04

t (ln L)2

χ
m
/

L
7
/4

(d)

□
□□

□
□
□
□

□

□

□

□
□
□
□□
□
□
□□
□□
□□
□□
□□□□□□

□□
□□

□
□
□

□

□

□

□
□
□
□□
□
□
□□
□□
□□
□
□□□
□□□□

□□□
□□

□
□
□

□

□

□

□
□
□
□

□
□
□
□
□□
□□

□
□□
□□□
□□

□□□□□□
□

□
□

□

□

□
□

□
□

□
□
□
□
□□
□□

□
□□
□□□□□

□□□□□□□
□

□

□

□

□

□

□

□

□
□
□
□
□
□□
□

□
□□
□□□□
□

□□□□□□□□
□

□

□

□

□

□
□

□

□
□
□
□
□
□□

□
□
□□
□□□□

□□□□□□□□□
□

□

□

□

□

□

□

□
□
□

□□
□□

□
□
□□
□□□□

□□□□□□□□□
□

□
□

□

□

□

□
□

□□

□
□□

□
□

□□
□

-50 0 50 100 150

0.0

0.5

1.0

1.5

t (ln L)1/νfit

m
L

1
/8

(e)

□

□

□

□

□

□

□

□
□

□

□

□
□

□
□

□
□
□□□□□□□□□□□□□□

□
□

□

□

□

□

□

□

□

□

□

□

□

□
□

□
□□
□□□□□□□□□□□□□

□
□

□
□

□

□

□

□

□

□

□

□

□

□

□

□
□
□
□
□□□□□□□□□□□□

□□□
□

□
□

□

□

□

□

□

□
□

□

□

□
□□□□□□□□□□□□□□□

□□□□□

□
□

□

□

□

□

□

□

□

□

□
□□□□□□□□□□□□□□□ □□□□□□

□
□

□

□

□

□

□

□

□

□

□□
□□□□□

□□□□□□□□ □□□□□□
□

□

□

□

□

□

□

□

□

□□□

□□□
□

□□□□□□□□ □□□□□□□
□

□
□

□

□

□

□

□

□□

□□□□□
□□□□□

-50 0 50 100 150

0.00

0.01

0.02

0.03

0.04

t (ln L)1/ν

χ
m
/

L
7
/4

(f )

□
□□

□
□
□
□

□

□

□

□
□
□
□□
□
□
□□
□□
□□
□□
□□□□□□

□□
□□

□
□
□

□

□

□

□
□
□
□□
□
□
□□
□□
□□
□
□□□
□□□□

□□
□□

□
□
□
□

□

□

□

□
□
□
□

□
□
□
□
□□
□□
□
□□
□□□
□□

□□□□
□□

□
□
□

□

□

□
□

□
□

□
□
□
□
□□
□□

□
□□
□□□□□

□□□□□□
□

□
□

□

□

□

□

□

□

□
□
□
□
□
□□
□

□
□□
□□□□
□

□□□□□□□□
□

□

□

□

□

□
□

□

□
□
□
□
□
□□

□
□
□□
□□□□

□□□□□□□□□
□

□

□

□

□

□

□

□
□
□

□□
□□

□
□
□□
□□□□

□□□□□□□□□
□

□
□

□

□

□

□
□

□□

□
□□

□
□

□□
□

-40 -20 0 20 40 60 80 100

0.0

0.5

1.0

1.5

t L1/νalg

m
L

1
/8

(g )

□

□

□

□

□

□

□

□
□

□

□

□
□

□
□

□
□
□□□□□□□□□□□□□□

□
□

□

□

□

□

□

□

□

□

□

□

□

□
□

□
□□
□□□□□□□□□□□□□

□
□

□
□

□

□

□

□

□

□

□

□

□

□

□

□
□
□
□
□□□□□□□□□□□□

□□□
□

□
□
□

□

□

□

□

□
□

□

□

□
□□□□□□□□□□□□□□□

□□□□□

□
□

□

□

□

□

□

□

□

□

□
□□□□□□□□□□□□□□□ □□□□□□

□
□

□

□

□

□

□

□

□

□

□□
□□□□□

□□□□□□□□ □□□□□□
□

□

□

□

□

□

□

□

□

□□□

□□□
□

□□□□□□□□ □□□□□□□
□

□
□

□

□

□

□

□

□□

□□□□□
□□□□□

-40 -20 0 20 40 60 80 100

0.00

0.01

0.02

0.03

0.04

t L1/νalg

χ
m
/

L
7
/4

(h)

FIG. 3. Finite-Size Scalings Near the Crossover. (a)
Susceptibilities of the modulus of the magnetization for differ-
ent system sizes, (b) algebraic scaling exponent of the modulus
of the magnetization with size, (c)− (d) logarithmic rescaling
of the magnetization and modulus susceptibility curves with
BKT exponents, (e) − (f) best logarithmic rescaling of the
magnetization and modulus susceptibility with a non-BKT
ν ≈ 0.372, (g)− (h) best algebraic rescaling of the magnetiza-
tion and modulus susceptibility with νalg ≈ 1.3. In the inset
of (a), we report the measured maxima of χ|m|/N versus N
in log-log representation, with error bars showing a 5% confi-
dence interval around each value, and the best power law fit
of it, corresponding to an exponent η ≈ 0.26. The red line
in (b) indicates the location of the expected BKT value of
β/ν = 1/8 at TBKT , which is here very close to the apparent
transition temperature. In the inset of (b), we report m(N) in
log-log scales at various temperatures, going from blue (low
temperatures) to red (high temperatures). The dashed black

line shows the N−1/2 limit observed at high temperatures. In
(c) − (h), t = T/T ?

KT − 1 is the reduced temperature, where
T ?
KT is the putative BKT temperature found in (b).

collapse of mL1/8 and χ|m|/L
7/4 against tL1/νalg

near the crossover. The resulting curves, shown in
Fig. 3(g)− (h), are obtained for νalg = 1.3.

We find that out of these three strategies, the BKT
rescaling yields the poorest collapse at temperatures
near, but above the crossover. As in the case of an on-
lattice XY model the susceptibility is known to be very
close to the exact RG predictions,20 this is a sign that the
finite-size crossover of the magnetization might, in fact
not follow the BKT scenario here. However, a thorough
proof of this result using only finite size scalings would
be numerically very tedious, as several decades of logN
would be required for a precise determination of the value
of ν in the hypothesis ln ξ ∼ t−ν . A recent example of
these difficulties is the study of the closely related prob-
lem of melting of hard disks in 2d, which was shown (after
a 50-year long controversy) to follow a two-step melting
scenario.28

That is why we now focus on another aspect of the
on-lattice BKT phenomenology, the unbinding of pairs
of topological defects at the crossover. In order to do
so, we simulate a system of N = 8192 particles, inter-
acting through the same J(r) and placed in a box with
the same linear length as heretofore, but with particles
pinned on the nodes of a regular triangular lattice. We
then cool it down using MD simulations, and taking the
same annealing rate as before, but without updating the
particles’ positions. As expected in an on-lattice setting
because the BKT scenario holds there, at temperatures
close to but above the finite-size crossover temperature,
we observe free vortices and antivortices in the system. A
typical example is shown in Fig.4(a), which was obtained
at a temperature T ≈ 0.15, and where we highlight with
black crosses and letters an unbound vortex (V) - an-
tivortex (A) pair. In order to check the stability of this
structure in the off-lattice setting, we use this configu-
ration as an initial condition for particle positions, spins
and rotational velocities, draw their velocity components
from Gaussian distributions with variance T , and let the
dynamics run. As shown in Fig.4(b) − (d), in which we
show snapshots separated from the initial condition by
a time τ each time indicated in the top left corner, this
leads to the annihilation of the topological defects when
they meet.

The annihilation of free topological defects suggests
that this kind of defects is made unstable by the cou-
pling to fluid motion and attracto-repulsion, so that this
system does not follow the usual BKT scenario of vor-
tex unbinding at finite temperatures. This suggestion
is made stronger by the fact that free vortices similar
to those shown in Fig.4(a) are never clearly observed at
any step during the annealing, even for sizes and temper-
atures at which they have been reported19 and should be
expected if the BKT scenario were realized. Instead, the
suppression of magnetization is seemingly still caused by
(anharmonic) spin waves.

All in all, the behaviour observed here is reminiscent of
the finite size 1d Ising model,29 which features an expo-
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nentially growing correlation length at low temperatures
analogous to spin waves and a finite-size crossover to low
magnetization at higher temperatures. If the analogy
holds, the crossover happens because, at the lower critical
dimension, the correlation length ξ grows exponentially
with temperature and diverges.18 As a consequence, fi-
nite size systems are in practice always smaller than ξ
at a finite temperature, and therefore behave in a mean-
field-like way at small enough temperatures.

2. Dynamics after a quench

A final confirmation of the absence of vortices at equi-
librium is provided by following the non-equilibrium re-
laxation after a fast quench to a very low temperature
(see Fig. 5). At short times, rather inhomogeneous states
with a lot of vortices develop. These vortices rapidly an-
nihilate, leading at longer times to the emergence of large
domains with homogeneous magnetizations. The short
lifetime of the vortices, is coherent with the equilibrium
results: in the absence of a BKT transition, the vortices
created by the non-equilibrium dynamics die out during
equilibration. This contrasts with the quench dynamics
of the square-lattice XY model30 at very low tempera-
tures, where exceeding vortex-antivortex pairs annihilate
rather slowly and a finite density of paired vortices sur-

FIG. 4. Dynamics starting with free vortices in the
initial condition. We run the dynamics of the spin fluid,
starting from the initial condition (a), that was prepared by
equilibrating 8192 spins pinned on a triangular lattice at T ≈
0.15. In (b)− (d), we show snapshots taken at times τ = 400,
500 and 600. The position of the two free point defects is
indicated by a cross, as well as a letter reflecting its nature:
V for vortex and A for antivortex.

FIG. 5. Magnetic equilibration after a quench. Snap-
shots of a system composed of 8192 particles, in a square box
with periodic boundary conditions, after a quench from an av-
erage temperature T0/T

?
KT ≈ 15 to an average temperature

TQ/T
?
KT ≈ 1.7 10−1, at 4 different times τ after the quench,

(a) τ = 100 (b) τ = 150 (c) τ = 300 (d) τ = 4900. Spins are
color-coded on a circle, which is reminded in panel (a).

vives.
Altogether we have obtained evidence that our 2d XY

spin fluids do not belong to the BKT universality class.24

This important feature is another manifestation of the
fragility of the BKT behaviour against changes in the un-
derlying lattice,31 the interaction symmetry,32 the addi-
tion of quenched non-magnetic impurities,17 or the form
of the potential.33,34 In the present case, the coupling
between the spin alignment and the attraction-repulsion
between particles makes point defects even costlier than
usual.

B. Phase Separation and Domain Growth

We now concentrate on the stability properties of the
fluid phases at different packing fractions and tempera-
tures. Like previously done for the magnetic properties,
one can study them either after a slow annealing or a fast
quench, thus focusing on the static equilibrium proper-
ties or the equilibration dynamics. Note that we choose
not to discuss the solid phases of the system here.

1. Equilibrium properties

A liquid-gas phase separation is expected in systems
such that interactions have an attractive part, and is
rather robust against the precise shape of the poten-
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FIG. 6. Numerical phase diagram. (a) Points on the phase diagram close to the putative finite-size Curie line (dashed red)
and coexistence curve (gray) below the liquid-gas critical point (red dot). We used orange disks for homogeneous magnetized
states, blue disks for homogeneous isotropic states, and green disks for phase separated states. Whenever possible, we determined
the densities of the two fluids in equilibrium: the corresponding liquid and gas densities are plotted as black disks. We spot
by a magenta dashed line the packing fraction φ = 0.55 that was used throughout Figs. 2-5. Stars are points for which we
show density distributions in (b) and (c). (b): well-resolved density peaks corresponding to each part of the phase diagram,
that correspond to the snapshots (d), (f) and (g). (c) is an example of the density distribution of a phase-separated state,
illustrated in the snapshot (e), for which peaks cannot be resolved with the system size we used. It seems that the Curie line
meets the coexistence curve exactly at the liquid-gas critical point, here found at φ ≈ 0.23 and T/j ≈ 0.6, meaning that it
is a tricritical point. A sharp feature of the coexistence line, that looks like a cusp, is visible on this line. Error bars for the
tricritical point were roughly determined by visual inspection of density inhomogeneities in that region of the phase diagram.

tial.7,35 It is associated to a line of first-order phase tran-
sitions terminating in a critical point that belongs to the
Ising universality class, both on-lattice and in continuous
space.36 The symmetry associated to the transition is the
discrete Z2 symmetry, and the liquid-gas critical point is
thus also expected in 2d.

A slow annealing, just like the one described in the
previous section, can be repeated for other densities,

which allow for larger local density fluctuations. We an-
nealed systems with packing fractions φ ∈ [0.10; 0.55]
and N = 2048 particles. We do observe phase-separated
states (Fig 6(g)), meaning that a spin-mediated effec-
tive attraction is sufficient for the separation to occur,
without an explicit attractive part in the interaction po-
tential. This phase separation takes place between an
isotropic gas and a ferromagnetic liquid, as described
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in previous works for Heisenberg and planar spins in
three dimensions.1,2,6 As a result, the liquid-gas criti-
cal point lies exactly on the finite-size Curie line, where
the crossover to finite magnetization takes place in the
supercritical fluid. This is reminiscent of the tricritical
point, observed in higher dimension of space.1,2,6 Such
tricritical points are always accompanied by a cusp of the
coexistence lines.37 This is clearly observed in Fig. 6(a)
where the phase diagram indicates the domains of sta-
bility for the magnetically isotropic and ferromagnetic
homogeneous fluids, together with the coexistence region
between the two. Note that the temperature has been
rescaled by an averaged value of the ferromagnetic cou-
pling,

j =
2

σ

∫ σ

σ/2

drJ(r) = 1/12. (10)

In this phase diagram, the coexistence line is obtained by
computing the coarse-grained density probability distri-
bution. The typical aspect of these distributions is shown
in Fig. 6(b) and (c), along with the corresponding snap-
shots in panels (d) through (g). The homogeneous phases
are clearly identified by a single peak in the distribution.
Deep in the coexistence regime, two well-identified peaks
enable us to pinpoint the densities of the two coexist-
ing phases. Closer to the top of the coexistence region,
the peaks are less separated but the distribution is still
clearly not unimodal (Fig. 6(c)). This, together with
the visual inspection of the system, enable us to infer
the shape of the coexistence region closer to the critical
point.

2. Dynamics after a quench

When quenching the system deep into the coexistence
region, one expects both magnetic domain and liquid
droplet growths. We here investigate the joint dynam-
ical evolution of these growth processes when the system
relaxes to equilibrium. More specifically, it is interesting
to see how the droplet growth, associated to a correlation
length ξl, is linked to the growth of magnetized domains,
associated to an a priori different correlation length ξm.

We define the spatial magnetic correlation function at
time τ ,

C(r, τ) = 〈si(τ) · sj(τ)〉rij=r, (11)

where the average is computed over all particle pairs sep-
arated by a distance r and random initial conditions.
Similarly, we define the density-density correlation func-
tion at time τ ,

h(r, τ) = 〈δρ(0, τ)δρ(r, τ)〉, (12)

related to the standard radial distribution function g(r, τ)
through h = g − 1. At short range, h typically features
exponentially damped oscillations that correspond to the
microscopic structure of the liquid,38 while longer-range

structures code for the typical size of liquid domains in
phase-separated states.39,40

Concerning the magnetic ordering, when the BKT sce-
nario holds, the spatial correlation following a quench
into the critical phase obeys the scaling law30

CBKT (r, τ) ∼ r−η(T )fBKT

(
r

ξm(τ)

)
, (13)

where τ is the time after the quench, fBKT is a scaling
function, and η(T ) is the static XY exponent. The tem-
perature dependence of η(T ) reflects the fact that the
whole low temperature phase is critical in the 2d XY
model. In the present system, we have provided evidence
that the BKT scenario does not hold, so that we actually
expect a non-critical scaling of the correlation function

C(r, τ) ∼ f
(

r

ξm(τ)

)
, (14)

typical of conventional coarsening systems. Likewise, af-
ter a quench into a phase-separated region, the density-
density correlation function h is expected to follow the
scaling law39,40

h(r, τ) ∼ fh
(

r

ξl(τ)

)
, (15)

where fh is another scaling function.
The correlation lengths ξm and ξl typically grow alge-

braically on short time scales,

ξ ∼ τ1/z, (16)

where z, the dynamical exponent, defines the universal-
ity class of the dynamics. Following the nomenclature
introduced by Hohenberg and Halperin,41 well-known ex-
amples are that of model A with z = 2, when the order
parameter is locally non-conserved, and that of model
B with z = 3, when the order parameter is locally con-
served.42

Here, we compute the correlation functions C(r, τ) and
h(r, τ) for τ ∈ [5; 5000] for systems of N = 8192 particles,
and average over 10 to 20 independent quenches. Regard-
ing the magnetization, the correlation length ξm(τ) is ex-
tracted through the definition C(ξm(τ), τ) = 0.5. As can
be seen on Fig. 7(a), ξm(τ) ∼ τ1/2, that is zm = 2. The
inset of the figure confirms the scaling for the correlation
function. As for the density fluctuations, it is convenient
to define the correlation length ξl(τ) as the first value
beyond the oscillatory regime such that h(ξl(τ), τ) = 0.
It also features a power-law dependence on τ (Fig. 7(b)),
although with a different exponent: ξl(τ) ∼ τ1/3, so that
zl = 3. Here also, the inset confirms the scaling property
of the correlation function.

We conclude that the local conservation laws asso-
ciated with the order parameters (density is conserved
while magnetization is not) govern the dynamical scal-
ings: the magnetization (respectively density) fluctua-
tions follow the prescriptions of model A (respectively
model B).
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FIG. 7. Correlation lengths growth after a quench.
(a) Magnetic correlation length ξm, here obtained from

C(ξm(τ), τ) = 0.5, which is in good agreement with a τ1/2

growth (dashed black line). In the inset of (a), we plot C

against the rescaled distance rτ−1/2, which leads to a rather
good collapse. (b) Liquid correlation length ξl, obtained from
the correlation function h = g − 1 using h(ξl(τ), τ) = 0, fol-

lows a τ1/3 growth (dashed black line). In the inset of (b),

we plot h against the rescaled distance rτ−1/3 after taking
out the short distance oscillations, thus collapsing the curves.
Both correlation lengths are normalized by L/2, the upper
bound of measurable correlation lengths in a periodic square
box of linear length L. All the curves presented here were
obtained for N = 8192 particles, for φ = 0.35 and each g or
C was averaged over 10 to 20 realizations.

However, the order parameters themselves are ex-
pected to grow concomitantly since the effective attrac-
tion is mediated by the local magnetization. We shall
investigate this focusing on three different quench proto-
cols, as sketched on Fig. 8:

(i) a quench at a density lower than that of the tri-
critical point (or critical density for short), start-
ing from the high-temperature isotropic gas, and
across the liquid-gas coexistence line,

(ii) a quench at a density higher than the critical den-
sity, starting from an isotropic supercritical fluid,
and across both the Curie line and the liquid-gas
coexistence line, and

(iii) a quench at a density higher than the critical den-
sity, starting from a magnetized supercritical fluid
and crossing only the liquid-gas coexistence curve.

Figure 9 displays four successive snapshots illustrating
the coarsening dynamics for each of the above cases. In
case (i) (first column), the system is initially in a param-
agnetic gas phase. After the quench, magnetized liquid
domains grow by attracting nearby particles whose spins
are aligned with the magnetization of the domain. In
case (ii) (second column), the system starts from a para-
magnetic supercritical fluid. Crossing the Curie line, the
magnetization should set in. However, crossing the coex-
istence line at a density larger than the critical one, den-
sity inhomogeneities develop in the form of gas pockets
across which the ferromagnetic alignment cannot carry
over. In case (iii) (third column), the system is initially

ϕ

T
/j

(a
)→

(e
)

(i)

(f
)→

(j
)

(ii)
(k
)→

(o
)

(iii)

FIG. 8. Sketch of the three kinds of considered
quenches. The Roman numbers correspond to the defini-
tions given in the main text. The letters indicate the corre-
sponding panels of Fig. 9.
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FIG. 9. Dynamics after a quench through the liquid-vapour coexistence curve. Quenches in the three cases discussed
in the main text and schematically represented in the phase diagram in Fig 8. Four snapshots are shown in each case in panels
(a)− (d),(f)− (i),(k)− (n). We show the growth of the local order parameters ml and ∆φ = φl − φg, defined in Eqs. (18) and
(19), in panels (e), (j) and (o), using the same order as in the snapshots. In order to make the snapshots easier to peruse, the
times after the quench are all indicated in the leftmost column, and the packing fractions in the top row. The colour-code used
for the spins is reminded in panel (a). For all snapshots, we used N = 8192 particles.
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in a ferromagnetic supercritical fluid with a finite mag-
netization. Accordingly, the crossing of the coexistence
curve leads to the coarsening of gas pockets, but within
a magnetization pattern that is already established.

To be more quantitative, one needs to introduce proper
order parameters measured within spatial scales dictated
by the coarsening process. The simulation box is divided
into (l/L)2 boxes Ba with linear size l. We first introduce
a local magnetization:

ma =
1

na

∣∣∣∣∣ ∑
ri∈Ba

si

∣∣∣∣∣ , (17)

where na is the number of particles in box Ba. Since we
are interested in the magnetization inside liquid droplets,
we define a mean local magnetization modulus weighted
by the local density so as to give less statistical weight
to empty regions,

ml =
nama

na
, (18)

where the overline symbolizes an average over all boxes.
The analogue of the magnetization for the liquid-gas
transition is the difference ∆φ = φl − φg between the
average packing fraction of the liquid, φl, and the one of
the gas, φg.

36 These packing fractions are estimated from
the list of local packing fractions φa = naπr

2
0/l

2 in box
Ba by computing

φl =
φaΘ

(
φa − φa

)
Θ
(
φa − φa

) , (19a)

φg =
φaΘ

(
φa − φa

)
Θ
(
φa − φa

) , (19b)

where Θ is the Heaviside step function.
By construction, ∆φ is close to 0 if the distribution of

densities is unimodal and grows over time to its equilib-
rium value ∆φeq(T ) given by the coexistence curve. We
therefore normalize ∆φ by the zero-temperature width
of the numerical phase diagram shown in Fig. 6(a) to
get a quantity that is bounded between 0 (homogeneous
phases) and 1 (T = 0 phase-separated state at equilib-
rium).

Just like the correlation length growth, a local order
parameter, say ∆φ, is expected to follow an algebraic
scaling ∆φ ∼ tλl/z for short times following a quench
across a critical transition. The exponent λl relates the
growth of m to the corresponding correlation length ξl:
∆φ ∼ ξλll .43,44 As seen on Fig. 9(e) and (j) at short times,
for both cases (i) and (ii), we observe

ml ∼ t1/2, (20)

∆φ ∼ t1/2. (21)

Their dynamics are synchronized. Note that ml is not
strictly the order parameter associated with the correla-
tion function C(r, τ), as the modulus in Eq. (18) erases

long-range correlations between spin orientations. How-
ever, assuming that ml behaves like the local vector mag-
netization in the liquid at short times (i.e. when corre-
lations are short-ranged), and together with the values
zl = 3 and zm = 2, we respectively find λl ' 3/2 and
λm ' 1 for the liquid and magnetic growths.

The value λm ' 1 is the expected analytical value for
O(n) vector models in 2d with n → ∞,43 and is there-
fore coherent from the magnetic point of view. The λl
we find, however, is more surprising, as the standard
liquid-gas separation belongs to the same universality
class as the 2d Ising model with locally conserved or-
der parameter and should thus exhibit λ = 2, following
general scaling arguments.45 We attribute this discrep-
ancy to the coupling of the density field to the locally
non-conserved magnetization field via the spin-mediated
effective attraction. Coincidentally, the selected growth
rate, τ1/2, is the slower of the two a priori expected val-
ues, namely τ1/2 for a standard O(n) model in 2d and
τ2/3 for a standard liquid-gas phase separation.

In case (iii), following a quench through the coexis-
tence curve only (i.e. starting from below the Curie line),
Fig. 9(o) shows that ∆φ retains the scaling t1/2 while the
magnetization has already set in before the quench and
does not obey any algebraic scaling.

Altogether, the short-time dynamics of the order pa-
rameters following a quench is dominated by the slowest-
growing one, namely the magnetization, thereby altering
the standard scalings for the growth of the density order
parameter. An intuitive way to think about it is that the
liquid-gas phase separation has to wait for the magnetiza-
tion to set in in order to induce the effective attraction.
This interpretation means that the limit of stability of
the gas, or gas-side spinodal line, and the continuation
of the Curie line under the coexistence curve are one and
the same. If this were the case, both the compressibil-
ity and the magnetic susceptibility should diverge at the
exact same values of temperature and density. This re-
sult is, in fact, consistently recovered in the theoretical
approaches developed in the following sections.

C. Summary: a Ferromagnetism-Induced Phase
Separation

Altogether, the above numerical study shows that

1. in spatially homogeneous states, the finite-size
magnetization crossover escapes the BKT scenario
as it is not accompanied by vortex unbinding, and
is akin to a usual critical system studied at its lower
critical dimension.

2. a phase separation between a paramagnetic gas and
a ferromagnetic liquid takes place as a result of the
spin-mediated effective attraction.

3. the finite-size Curie line hits the liquid-gas coex-
istence curve exactly at the critical point, and is
accompanied by a cusp in the coexistence line.
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4. the relaxation dynamics following a quench into
the coexistence region suggests that the finite-size
Curie line and the gas-side spinodal coincide.

In the following, we shall recover the above obser-
vations using different theoretical approaches. Starting
with a Bethe-lattice description, we obtain the mean-field
phase diagram, which already captures the main afore-
mentioned features. This approach deals with the mag-
netic and liquid properties at the same mean-field level of
approximation. An alternative off-lattice approach would
be to follow previous works on 3d spin fluids1,2,6 and write
down a set of integro-differential equations obtained from
the Ornstein-Zernike equation and Born-Green-like clo-
sures. Here, we rather develop lighter approaches, taking
advantage of the mean-field-like behaviour of the magne-
tization, while retaining a finite-dimensional description
of the liquid structure. In short, we propose a Curie-
Weiss like scheme for the magnetization, where the num-
ber of neighbours is found from the pair correlation func-
tion of the liquid. Apart from confirming the general
properties of the phase diagram, it enables us to capture
the influence of both the softness of the repulsion, and
the interaction ranges.

IV. BETHE-LATTICE DESCRIPTION

First, let us discuss an on-lattice description of the
equilibrium properties of our spin fluid. In order to
model our continuous-space interactions, we take inspira-
tion from the Blume46-Capel47 (BC) model, defined as a
lattice model of ferromagnetic Ising spins with vacancies.
It is described by the Hamiltonian

HBC = −J
∑
<i,j>

ninjSiSj + U
∑
i

n2
i , (22)

which contains ferromagnetic alignment of strength J , an
on-site repulsion of amplitude U , acting on Ising spins
{Si = ±1} and occupation numbers {ni = 0, 1}. For
U →∞, this model has been shown to feature a tricritical
point atop a phase separation region, even though it then
only contains hardcore exclusion and nearest-neighbour
ferromagnetic interactions.48 This model has been shown
to be closely related to 2d Ising-spin fluids,49 which sug-
gests that an XY-spin extension could be relevant here.
However, simply replacing the Ising spins by XY spins
would lead to an over-simplistic phase diagram: the full
particle-hole symmetry in the U → ∞ limit enforces a
symmetric coexistence region around a tricritical point
at half-filling.48 To describe richer physics, we define a
slightly different Hamiltonian,

H = −J
∑
<i,j>

ninjSi · Sj + U
∑
<i,j>

f (σi, σj)ninj , (23)

with XY spins, and where we introduce a repulsion that
depends on an internal degree of freedom σi, here used to
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FIG. 10. On-lattice interaction rules. Exclusion and mag-
netic rules for (a) an XY-spin Blume-Capel model, and (b) the
lattice model we use instead. When a square box contains a
particle (black bullet), it forbids any other particle from oc-
cupying the red area. In case (a), it amounts to the usual
exclusion rule. In case (b), the exclusion rule depends on the
location of the particle within the square box. All particles
carry an XY spin and interact ferromagnetically with their
nearest neighbours, as defined by the square lattice (green
area). (c) Rooted tree as obtained by digging a cavity in the
Bethe lattice which approximates the original lattice. (d) and
(e) display the two types of occupied states of a given site
that arise due to the anisotropy of the exclusion rules.

make interactions slightly anisotropic in a way inspired
by previous works on colloidal gels and glasses.50–52

We restrict ourselves to the case of hardcore exclusion,
U → ∞, as it simplifies calculations in the follow-
ing. To be more specific, for the direct XY-spin ex-
tension of the BC model (Fig. 10(a)), one uses stan-
dard exclusion rules, namely one particle per site at most
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(red area), and nearest-neighbour magnetic interactions
(green area). Here, the particle has 4 possible locations
within each site of the square lattice (Fig. 10(b)), thus
providing an anisotropy to the exclusion pattern (red
area). The magnetic interactions are unchanged.

We obtain a mean-field description of the lattice fluid
by approximating the square lattice by a Bethe lattice,
which only contains nearest-neighbour couplings. We
then compute the free-energy density resorting to the so-
called cavity method.53,54 Any site c in the Bethe lattice
is connected to 4 neighbouring sites. Removing site c,
each of its neighbours becomes the root of a rooted tree-
like graph (Fig. 10(c)). This is called “digging a cavity”.
On each of these rooted tree-like graphs, it is then pos-
sible to obtain recursively the (cavity) probability of the
possible states of the root in terms of the (cavity) proba-
bilities of the states of its nearest neighbours in absence
of the root itself. With our choice of interactions, the
possible states of the root can be split into three kinds:
empty, backward occupied when the particle is located
closer to the root, and forward occupied when it is lo-
cated closer to any of the branches (Fig. 10(d)-(e)).

Let us call ZBi→c(θi), Z
Fk
i→c(θi), and ZEi→c the cavity

partition functions defined on site i in absence of c and
restricted to the backward occupied, forward occupied
towards the k-th branch, and empty configurations, re-
spectively. In cases corresponding to an occupied site,
there is a dependence on the orientation of the spin of
the particle, here noted as θi. Let us finally introduce
ZFi→c(θi) =

∑3
k=1 Z

Fk
i→c(θi). In the grand-canonical en-

semble the recursion rules for these three quantities and

a given cavity site c read,

ZFki→c(θi) = eβµZEik→i∏
j(6=k)

[
ZEij→i +

∫
dθjZ

F
ij→i(θj)e

βJ cos θij

]
(24a)

ZBi→c(θi) = eβµ
∏
j

[
ZEij→i +

∫
dθjZ

F
ij→i(θj)e

βJ cos θij

]
(24b)

ZEi→c =
∏
j

[
ZEij→i +

∫
dθj

(
ZFij→i(θj) + ZBij→i(θj)

)]
(24c)

where µ is the chemical potential, and ik a neighbour-
ing site in the k-th direction (see panel Fig. 10(c) for
notations). These equations look cumbersome, but they
are in fact quite simple to understand as enumerations of
allowed states of the neighbours of the root, i, depend-
ing on its state. The first equation, for instance, means
that if the root is forward occupied in a given direction,
it forces the nearest neighbour in that direction to be
empty (j 6= k), but the other two neighbours can be ei-
ther forward occupied or empty.

From these quantities, we can also define recursions
on normalized probabilities by dividing each equation by
ZTi→c ≡ ZEi→c +

∫
dθi
(
ZFi→c(θi) + ZBi→c(θi)

)
, the sum of

all partial partition functions on the removed link be-
tween i and c. We denote these probabilities ψSi→c, where
S is E, B, Fk or F just like for their partial parti-
tion function counterparts. We furthermore introduce
ψOi→c(θi) = ψBi→c(θi) +ψFi→c(θi), the probability that site
i is occupied (in any way) in the absence of the cavity
and carries a spin parametrized by θi. From these prob-
abilities, the free energy F and, therefore, the thermo-
dynamic properties can be reconstructed by considering
all the processes that allow to reconnect four cavity sites
to obtain a well-defined Bethe lattice where all the sites
have connectivity equal to four (see Refs.51–54 for more
details). This free energy verifies

βF =−
N∑
c=1

ln

 4∏
i=1

(
ψEi→c +

∫
dθiψ

O
i→c(θi)

)
+ eβµ

4∑
p=1

ψEp→c

∫
dθj

∏
i 6=p

(
ψEi→c +

∫
dθie

βJ cos(θi−θj)ψEi→c(θi)

)
+
∑
〈i,j〉

ln

[
ψEi→jψ

E
j→i + ψEi→j

(∫
dθjψ

O
j→i(θj)

)
+ ψEj→i

(∫
dθiψ

O
i→j(θi)

)
+

∫
dθidθie

βJ cos(θi−θj)ψFi→j(θi)ψ
F
i→j(θi)

]
.

(25)

Looking for homogeneous solutions, the recursive equa-
tions (24) become a system of self-consistent algebraic
equations, and they can be easily solved numerically once
the spin orientation has been discretized (here, we use
16 values). Phase separations and phase transitions are

then visible as singularities of the free energy or, equiv-
alently, as density jumps or the onset of magnetization.
For completeness, we also seek the liquid-crystal coexis-
tence curves using a similar technique.51 Note that the
liquid-crystal transition is absent in the case of the usual
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FIG. 11. Bethe-lattice phase diagram. Phase diagram
corresponding to a numerical resolution of the coupled equa-
tions (24) for homogeneous and crystalline solutions, in the
(φ, T/J) plane, using 16 discrete values for spin orientations.
We plot the coexistence line between the paramagnetic gas
and the ferromagnetic liquid (black), the Curie line (red), the
spinodal line associated to the liquid-gas separation (dashed
gray), and the fluid-crystal coexistence region (green lines).
We also spot the close-packing density (magenta line). The
left-most branch of the spinodal is practically superimposed
with the coexistence curve. The tricritical point is found at
φc ≈ 0.26 and Tc/J ≈ 0.24.

BC model,48 and is here a result of the anisotropic ex-
clusion rules.

Figure 11 displays the so obtained phase diagram in
the (φ, T/J) plane. The packing fraction is calculated
from the ratio of filled sites on the lattice (that can go
up to 1) by rescaling it so that for a completely filled
lattice it takes the value of the 2d close-packing packing
fraction, φCP = π

√
3/6 ' 0.9069.

The mean-field phase diagram in Fig. 11 captures the
phenomenology observed in the simulations: liquid-gas
phase coexistence takes place, even for hard-core exclu-
sion; it terminates at a tricritical point, located within
this approximation at φc ≈ 0.26 and Tc/J ≈ 0.24. These
values, especially the packing fraction, are in good agree-
ment with the simulation results considering that it is
just a mean-field approximation and that, moreover, it
approximates the soft potential of the simulations by a
hard one. Note that within mean field, the Curie line
is a true critical line, which becomes a crossover in 2d,
as already stressed in Sec. III. Our combined analysis of
magnetic and density degrees of freedom give us access to
the spinodal lines. On the gas-side, we observe that the
spinodal is essentially superimposed with the coexistence

curve. This corroborates the numerical observations. Fi-
nally, we reckon that within the range of explored tem-
peratures, the fluid-crystal coexistence region and the
liquid-gas coexistence one are well-separated. This en-
sures that not taking into account the solid phases when
discussing the fluid ones is justified.

V. CURIE-WEISS-LIKE APPROXIMATION

We now discuss an alternative off-lattice approach to
describe a 2d spin fluid at the mean-field level while keep-
ing some information about the liquid structure. The
idea is to introduce an equivalent of the Weiss molecu-
lar field55,56 in continuous space, in order to get a self-
consistent Curie-Weiss-like mean-field resolution. To do
so, we first consider, much like in Langevin’s theory of
paramagnetism, a single spin placed in a thermal bath
at inverse temperature β, and in a magnetic field with
amplitude h. Let θ be the angle between the spin and
the magnetic field. The thermodynamic average magne-
tization of this spin, m = 〈cos θ〉, can be written as

m =
1

Z0

2π∫
0

dθ cos θ eβh cos θ, (26)

with Z0 the partition function. The integral in the right-
hand side can be rewritten in a more compact form by
introducing In, the modified Bessel function of the first
kind with parameter n,57

m =
I1(βh)

I0(βh)
. (27)

Like in the usual Curie-Weiss approximation for lattice
models, we now want to describe the spin fluid by a col-
lection of spins that are only coupled through an effective
field, defined through

heff(β, φ,m) =
1

2
Nn(〈cos θ〉 = m)Jm, (28)

where Nn is the number of magnetic neighbours of a par-
ticle in the spin fluid, J is an effective amplitude of the
ferromagnetic coupling over the interaction range, and m
is the magnetization. The self-consistent equation for the
magnetization in this Ansatz is then

m =
I1(βheff(β, φ,m))

I0(βheff(β, φ,m))
. (29)

Computing the magnetization from this equation re-
quires the knowledge of the number of neighbours Nn
at a given temperature and packing fraction in the spin
fluid. The latter is closely related to the radial distribu-
tion function g(r) introduced in Sec. III. Indeed, recalling
that the range of magnetic interaction is denoted σ, the
number of magnetic neighbours reads

Nn = 2πρ

σ∫
r=0

dr r g(r). (30)
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We therefore need to estimate g(r). Computing g(r)
from the microscopic Hamiltonian is a central task of the
theory of simple liquids, for which various methods have
been devised.7 In these methods, one generally first com-
putes or chooses an approximate form for the direct cor-
relation function, c(r), the part of g(r) that only contains
the correlation between the position of two particles due
to their direct interactions, as opposed to longer-range
correlations that are mediated by other particles. c(r)
and g(r) are related by the Ornstein-Zernike equation,7

h(r12) = c(r12) + ρ

∫
d2r3c(r13)h(r32), (31)

where h(r) = g(r)− 1 and rij = |ri − rj |.
The next two subsections correspond to two different

methods to approximate g(r) in a spin fluid. In both
cases, we consider square-shaped interaction potentials,

U(r) = uΘ(σrep − r), (32a)

J(r) = jΘ(σ − r), (32b)

where Θ is a step function, u > j, and σrep ≤ σ. We
use σrep as the unit length scale, and f = (σ/σrep)−1

parametrizes range ratio between repulsion and magnetic
interactions. As before, j is used as a unit energy scale.
The first one is inspired by the standard Percus-Yevick
approach for hard spheres. It applies in the hard-disk
limit, corresponding to u/j → ∞, with finite j and f
fixed. In this context, f ∈ [0; 1] with f = 0 correspond-
ing to infinite-range magnetic coupling, and f = 1 corre-
sponding to vanishing-range magnetic interactions. The
second one, inspired by the virial expansion methods. It
provides results which are more analytically tractable. In
the third subsection, we discuss the respective advantages
of these methods in the context of hard disk exclusion.
In a last subsection, we finally discuss the role played by
f and u/j in the virial method, taking advantage of the
tractability of this scheme.

A.
Percus-Yevick-Random-Phase-Approximation-Curie-Weiss
(PY-RPA-CW)

An approach that is rather usual in studies focussing
on hard disks with an attractive tail consists in using a
Percus-Yevick Ansatz for the core exclusion part of the
potential, and a simple treatment of the attractive part,
like for instance a Random-Phase Approximation (RPA),
also called Mean-Spherical Approximation (MSA).7 The
Percus-Yevick Ansatz, applied to a liquid of hard disks,
consists in approximating c(r) by g(r)(1 − expβU(r)),
which leads to a nice closure of the Ornstein-Zernike
equation. In so doing, the Percus-Yevick approach leads
to an analytic form of the direct correlation function for
a hard-sphere liquid in 3d. This advantage is lost in even
dimensions, but some efficient quasi-exact analytic form
can be found by an extrapolation of their low density

values. Here, we use a form proposed in the literature,58

that reproduces the exact numerical values up to packing
fractions that are very close to crystallization. The RPA,
on the other hand, consists in a linearization of the at-
tractive part of the potential. Since the present particles
carry spins, the attractive part of the potential not only
depends on the distance between two particles, r, but
also on their relative spin orientation θ. In this context,
the direct correlation function reads

c(r, θ) = cPY(r) + cRPA(r, θ), (33)

where

cRPA(r, θ) = β
j

2
cos θΘ(σ − r)Θ(r − σrep), (34)

cPY(r) = Θ

(
1− r

σrep

)
c0(φ)

×
(

1− 4φ+ 4φω2(
r

2σrep
) + s2(φ)

r

σrep

)
,

and

c0(φ) = −1 + φ+ 3pφ2 − pφ3

(1− φ)3
,

s2(φ) =
3

8
φ2 8(1− 2p) + (25− 9p)pφ− (7− 3p)pφ2

1 + φ+ 3pφ2 − pφ3
,

ω2(x) =
2

π

(
arccosx− x

√
1− x2

)
,

p =
7

3
− 4
√

3

π
.

The Ornstein-Zernike equation is usually solved in
Fourier space to deal with the otherwise cumbersome
convolution. Here, we resort to both a Fourier transform
over space and a Fourier series over the angles. Because
of the linearization of attractive interactions in the con-
text of the RPA, c depends on θ only through cosnθ with
n = 0, 1, so that the series contains only two terms,

c(r, θ) =
1

(2π)2

∫
d2ke−ik·r

1∑
n=0

ĉn(k) cosnθ.

The pair correlation function then reads

g(r, cos θ) =

1+
1

(2π)2

∫
d2ke−ik·r

1∑
n=0

ĉn(k) cosnθ

1− ρĉn(k)
. (35)

Finally, the number of neighbours Nn, the spins of which
have a given orientation θ relative to that of a central
particle is

Nn(cos θ) = 2πρ

σ∫
σrep

dr r g(r, cos θ). (36)

Within the context of the present Curie-Weiss approx-
imation, cos θ = m, so that Eq. (28), Eq. (29) and
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FIG. 12. Isobaric curves and Curie line in the PY-
RPA-CW description. We show the Curie line (solid red),
spinodal curves (solid black) and a few isobaric curves (solid
gray), for the same magnetic range-core size ratio as in the
on-lattice calculation (f ≈ 0.72), close to the critical point.
We added the close-packing line in magenta. Error bars are
shown on the spinodal curve, corresponding to a rough evalua-
tion of the stability of our algorithm searching for a vanishing
of the inverse compressibility. We find a phase separation
between an isotropic gas and a ferroliquid, with a tricritical
point located at φc ≈ 0.1518, Tc ≈ 0.278, plotted above as a
green dot. Also notice that the Curie line seems to be playing
the role of a left-most spinodal under the critical point, and
isobaric curves display a cusp when they cross it rather than
a smooth minimum.

Eq. (36) form a self-consistent set of equations from
which the magnetization mSC(φ, T ) and, therefore, the
Curie line can be computed. Correspondingly, once the
self-consistent magnetization is known, we obtain the liq-
uid properties, and in particular the compressibility χc
through the thermodynamic relation:7

1

ρkBTχc
= 1− ρĉ(k = 0,mSC). (37)

The zeros of the inverse compressibility define the spin-
odal curve. Finally, integrating this equation over the
density yields the compressibility state equation for the
pressure7

P = ρkBT − kBT
ρ∫

ρ′=0

dρ′ ρ′ ĉ(k = 0,mSC). (38)

Figure 12 displays the phase diagram obtained follow-
ing the method explained above, together with a few iso-
baric curves. The method predicts a liquid-gas phase

separation at low temperature, which ends at a tricriti-
cal point on the Curie line. Just like in the Bethe-lattice
approach, the Curie line is here a true critical line as
the Curie-Weiss self-consistent approach is mean-field-
like, but it becomes a crossover in 2d. We also recover
that the left-most spinodal curve seems to be exactly
located on the Curie line. Interestingly enough, the iso-
baric curves, when crossing the spinodal line, show a cusp
instead of a flat minimum, indicating a sudden jump of
compressibility associated to the nucleation of the liquid.

B. Virial Expansion - Curie-Weiss (VE-CW)

In order to complement the PY-RPA-CW description
and to discuss the role played by the amplitude of the re-
pulsive potential and interaction ranges, we analyze the
system in the low-density limit. In this context, we write
the direct correlation function up to first order in den-
sity using a standard Mayer expansion of the partition
function7,59

c(r, θ) ' f(r, θ) + ρf(r, θ) (f ? f) (r, θ), (39)

where f is the Mayer function associated to the pairwise
interaction potential

f(r, θ) = Θ(σ − r)
(
eβj cos θ − 1

)
(40)

+ Θ(σ − r)Θ(σrep − r)eβj cos θ
(
e−βu − 1

)
,

and ? is a convolution product computed over both po-
sitions and angles,

f ? g(r12, θ12) ≡
∫
d2r3dθ3f(r13, θ13)g(r32, θ32).

We then use the Ornstein-Zernike equation in real space,
cut it off at order ρ, and thence get the angle-dependent
version of the pair correlation function,

gθ(r, θ) = g
(0)
θ (r, θ) + ρg

(1)
θ (r, θ), (41)

with

g
(0)
θ (r, θ) = 1 + f(r, θ), (42)

g
(1)
θ (r, θ) = (1 + f(r, θ)) (f ? f) (r, θ). (43)

The usual pair correlation function g is obtained by av-
eraging gθ over the spin angles,

g(r) =

∫
dθp(θ)gθ(r, θ), (44)

where p(θ) is the angle distribution of spins in the spin
fluid at the considered density and temperature. The
actual angle distribution is a priori a complicated func-
tion to compute. In the context of our self-consistent
scheme, we choose a Von Mises distribution parametrized
by temperature and an effective field h that mimics the
distribution observed for an isolated spin coupled to h:

Υ(θ;βh) ≡ eβh cos θ

2πI0(βh)
. (45)
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This distribution provides a natural way to define the
analogue of a Gaussian law wrapped on a circle,60 whose
two notable limits are the low- and high-variance regimes

Υ(θ;βh) ∼
βh→0

1

2π
+O (βh) ,

Υ(θ;βh) ∼
βh�1

√
βh

2π
e−

βh
2 θ

2

→
βh→∞

δ(θ).

The number of magnetic neighbours reads

Nn = 2πρ

σ∫
r=0

dr r

∫
dθΥ(θ;βh)gθ(r, θ). (46)

By setting h = heff , the effective field introduced in
Eq. (28), Eq. (29) and Eq. (46) form a self-consistent set
of equations from which we compute the magnetization
and Curie line in the low-density limit.

Regarding the liquid properties of the fluid, notice that
the low-density expansion of the correlation functions is
equivalent to a cut-off virial expansion, which is usually
written as an equation of state for the pressure,7

βP

ρ
= 1 +B2(T )ρ+B3(T )ρ2 + . . . (47)

where B2 and B3 are the first two virial coefficients,

B2(T ) = −1

2

∫
drdθ1dθ2p(θ1)p(θ2)f(r, θ12), (48)

B3(T ) = −1

3

∫
dr1dr2dθ1dθ2dθ3p(θ1)p(θ2)p(θ3)

×f(r12, θ12)f(r2, θ23)f(r1, θ31). (49)

These coefficients are averages over spin orientations and
particle positions of the zero-th and first terms of the den-
sity expansion of c(r), assuming an homogeneous spatial
density ρ and a spin orientation distribution p(θ).

Inserting the Von Mises distribution (45) into the def-
initions of B2 and B3, we then obtain exact expressions
for these virial coefficients. Details on the computation
and their precise shapes are given in App. A. The first
one, that is not too cumbersome, reads

B2(h, T ) =
π

2
σ2

{
[1− I0(βj)]− 2

∞∑
n=1

In(βj)
In(βh)2

I0(βh)2

}

+
π

2
σrep

2

[
I0(βj) + 2

∞∑
n=1

In(βj)
In(βh)2

I0(βh)2
− e−βu

]
.

(50)

B3(h, T ) is given by a similar expression: both coeffi-
cients contain a series of Bessel functions In(βj) and
In(βh) with n ∈ N, which is the equivalent of a high-
temperature expansion61 of an XY model. We give in
Eq. (50) the full n expansion, but the terms happen to
be quickly decreasing with order n at any value of βj and
βh.57 This allows us to cut off the series making negli-
gible errors in the ensuing computations. We also check
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FIG. 13. Isobaric curves and magnetization in the VE-
CW description. The isobaric curves (gray) and Curie line
(red) were obtained with the VE-CW description of the spin
fluid, in the (φ, T/j) plane, for f = 1/2. We find a tricritical
point at φc ≈ 0.28 , Tc ≈ 1.10j, here plotted in blue along
with the critical isobaric curve. The solid black line indicates
the right-hand branch of the spinodal line, and the dashed
black line is the coexistence curve found from a Maxwell con-
struction.7 In the inset, we plot the same quantities for a
uniform distribution of spin angles (zero magnetization). A
critical point is still observed, at φc ≈ .15 and Tc/j ≈ .48,
plotted in green along with its critical isobaric curve. The
solid black line is the spinodal line.

that these expressions, in the zero-field, standard hard-
disks limit (h → 0, j → 0, u → ∞) do yield the usual
hard disks coefficients (see App. A for more details).62

We then write the virial equation of state for the pres-
sure as given by Eq. (47) using the first two virial co-
efficients and the effective field heff found from our self-
consistent scheme. We finally locate the spinodal curves
as the points where the derivative of P with respect to ρ
vanishes, which correspond to local extrema of isobaric
curves in the (φ, T ) plane.

The main panel of Fig. 13 displays the phase diagram
obtained using this method, together with a few isobaric
curves in the hardcore exclusion limit (u → ∞) and for
an interaction range ratio f = (σ/σrep)−1 = 1/2. We
recover a liquid-gas phase separation between a param-
agnetic gas and a ferromagnetic liquid, ending at a tri-
critical point. We find that, like in the on-lattice and
PY-RPA-CW description, the Curie line plays the role of
the left-most spinodal, where isobaric curves develop a
cusp: this feature is thus a robust property of this system.
The coexistence curve is also found close to the critical
point using a standard Maxwell construction. It starts
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off extremely close to the Curie line, as in the on-lattice
approach, and has a similar shape as the one obtained
in simulations. The supercritical part of the obtained
diagram is also interesting, as isobaric curves feature an
inversion of curvature. This feature is equivalent to the
presence of a local maximum in the isobaric thermal di-
latancy (or expansion coefficient),

αP = −1

ρ

(
∂ρ

∂T

)
P

. (51)

Such maxima define the so-called Widom line, which sep-
arates gas-like and liquid-like regimes of the supercritical
fluid.63 While here this might very well be a high-density
artifact of the low-order cut-off in the virial expansion, it
is also observed in real polar liquids.63,64 More in-depth
studies of spin fluids would be required to confirm this
feature.

Finally, we study the role played by the magnetiza-
tion in this model by setting the effective field in the
Von Mises angle distribution Υ(θ;βh) to zero, so that
p(θ) = 1/2π. We show the corresponding phase dia-
gram in the inset of Fig. 13. Interestingly, we observe a
liquid-gas transition caused solely by the spin-mediated
attraction, although this system does not get magnetized
as we assumed a flat angle distribution. In this case, the
isobaric curves feature smooth minima in the phase sepa-
ration region, and do not change curvature in the super-
critical fluid regime, indicating that both cusps on the
isobars and local maxima of αP are linked to the onset
of the magnetization.

C. Comparison between PY-RPA-CW and VE-CW

In order to understand the qualitative difference be-
tween the outcome of the PY-RPA-CW and VE-CW ap-
proaches and how they compare to simulations, it is in-
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FIG. 14. Comparison of analytical and numerical ra-
dial distribution functions. We show the Radial Distribu-
tion Functions measured at φ = 0.55 (a) in equilibrated simu-
lations with N = 8192 particles, (b) computed using the VE-
CW approximation, and (c) computed using the PY-RPA-
CW approximation. The curves in (b) and (c) are computed
in the hardcore limit u→∞ and for f = 1/2. The simulation
curves are measured around the finite-size crossover temper-
ature T ? (see Sec. III). The theoretical curves are plotted
around the Curie temperature TC found in each approach. In
all three subplots, curves are shifted by a constant for better
comparison.
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FIG. 15. Comparison of the numerical and analytical
predictions for the magnetization. (a) Magnetization
versus temperature rescaled by TC(φ = 0.55), the correspond-
ing Curie temperature at φ = 0.55. (b) Magnetization against
the packing fraction at TC(φ = 0.55). In both panels, simu-
lations of N = 8192 particles are shown in red, VE-CW cal-
culations are shown in green, and PY-RPA-CW calculations
are shown in blue. In both theoretical approaches, u → ∞
and f = 1/2.

teresting to compare the pair correlation functions g(r)
and the magnetization they predict around the magne-
tization transition. Figure 14 displays the pair correla-
tion functions at a packing fraction φ = 0.55 around the
Curie temperature in simulations of N = 8192 particles
(panel (a)), in the VE-CW scheme (panel (b)) and in the
PY-RPA-CW approach (panel (c)). The last two pan-
els, are computed in the hardcore limit (u → ∞) and
for an interaction range ratio f = 1/2. Recall that in
simulations, the interaction potentials are instead those
defined in Eq. (5). The pair correlation functions ob-
tained in the simulations show that the onset of magne-
tization is accompanied by an increase of structure, with
the appearance of a second and third peak. At the order
we consider in this paper, the VE-CW predicts unreal-
istically sharp features in the pair correlation function,
and no structure beyond twice the magnetic interaction
range. This is due to the very nature of the cut-off in
the virial expansion: we neglected any event other than
two- and three-body interactions, so that the sharpness
of hardcore exclusions remains apparent in g(r). Still, the
VE-CW approach captures the structuration of the liquid
at the onset of the magnetization, despite the strength
of the approximations. By construction, the PY-RPA-
CW route very well describes the hardcore repulsion and
avoids the sharp discontinuities in g(r) reported above.
However, long-ranged oscillations develop for tempera-
tures as close as 0.9TC . This suggests that the effective
attraction is very much overestimated.

This is further confirmed when looking at the magne-
tization curves. Figure 15 shows the magnetizations ob-
served in simulations and predicted in both approaches
against the temperature (panel (a)) and the packing frac-
tion (panel (b)). In panel (a), we choose φ = 0.55,
and the temperature is normalized by the Curie tem-
perature TC(φ = 0.55) observed or predicted in each
case. Although the two analytical approaches are mean-
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field and therefore display mean-field critical exponents
(e.g. β = 1/2), they predict very different behaviours
away from the transition. Indeed, the PY-RPA-CW ap-
proach predicts a very sharp increase to unit magneti-
zation, while the VE-CW approach features a smoother
variation, that compares better with simulation data. In
panel (b), the temperature is set to TC(φ = 0.55). Again,
the PY-RPA-CW approach predicts a sharp increase to
unit magnetization, while the VE-CW grows smoothly
and qualitatively reproduces numerical results.

These curves can be used to understand qualitatively
the shapes of the isobaric curves in both cases. In the
PY-RPA-CW description, the sharp onset of the magne-
tization induces a transition across the Curie line from a
purely repulsive fluid to an attractive fluid whose attrac-
tion is essentially fixed. This explains the sudden change
of slope at the Curie line, which connects the isobaric
lines corresponding to these two fluids. In the VE-CW
description, the effective attraction grows smoothly, and
the slope of the isobaric curves is governed by the rate of
change of the magnetization with both the temperature
and packing fraction. In particular, close to the Curie
line, the magnetization increases sharply, and favours a
rapid compaction with very little cooling.

D. Role of the Interaction Parameters using the VE-CW
scheme

1. Magnetic Interaction Range

Using the virial approach, that proved to yield a good
qualitative representation of the system in fluid phases, it
is also easy to tune the shape of the interaction potentials.
First, let us keep hard disks and change the interaction
range ratio 0 < f < 1. Regardless of this value, we
always observe a liquid-gas phase separation and a Curie
line that is also the left-most spinodal and the locus of
cusps on the isobaric curves, as illustrated in the example
of Fig. 16(a) (f = 0.9).

Figure 16(b) shows how the tricritical point moves in
the (φ, T ) plane as f is varied. As magnetic interac-
tions are made increasingly short-ranged (f increases),
the Curie line is sent to lower temperature, and the crit-
ical point follows. The reason is that as each particle
gets fewer magnetic neighbours, magnetic order becomes
harder to establish. The behaviour of the tricritical den-
sity is more intriguing. It essentially decreases as f in-
creases, suggesting that in the f → 1 limit, the coex-
istence region shrinks towards the origin of the (φ, T )
plane. Also, a local minimum of the tricritical density
sits close to f = 1/2. As shown in the inset, it is also
present in the absence of magnetization, as obtained for
a uniform distribution of spins (p(θ) = 1/2π). It is seem-
ingly related to the fact that for f = 1/2, one cell of
the regular hexagonal packing of the hard disks perfectly
matches the attraction range.

Coming back to Fig. 16(a), it is interesting to note that

for high values of f such as f = 0.9, the isobaric curves
present an s-shaped feature at high density. Notwith-
standing that this feature can be an artifact of the low
order cut-off of the virial expansion, if real, it would cor-
respond to a region with a negative expansion coefficient.
Interestingly, this kind of behaviour has also been re-
ported in realistic polar liquids. Water, for instance,
displays a similar anomaly of its expansion coefficient
associated to a liquid-liquid transition caused by the or-
dering of molecules due to H bonds.65 Models of single-
component systems with isotropic interactions have suc-
cessfully reproduced such anomalies using specifically de-
vised attractive potentials.66 Our observation that spin
fluids present similar features suggests that they could be
useful alternative models in which an effective attraction
with the appropriate shape sets in spontaneously. Fol-
lowing another line of thought, it could be interesting to
make the connection with the gelation of hard disks with
very short attractive interactions, where unusual thermo-
dynamic features are associated to the formation of long
ramified chains,67 and unusual glassy behaviour has been
reported for polar “patchy” colloids.68 Indeed, the here
reported anomalous behaviour takes place close to the
sticky disk limit.69

2. Softness of the Repulsion

Finally, we briefly discuss the role of having a soft
square-potential repulsion (finite u) instead of a hard-
core exclusion. The corresponding shapes of the effec-
tive potential V (r, θ) = U(r) − J(r) cos θ are plotted in
Fig. 17(a), and compared to the potentials used in sim-
ulations. To set the comparison, the amplitude of the
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FIG. 16. Effects of the interaction range. (a) Phase
diagram in the (φ, T ) plane found in the VE-CW approach
diagram for hard disks and f = 0.9. We plot the Curie line
(red), the right-most spinodal line (black), some isobaric lines
(gray) and we highlight the critical isobaric line as well as the
tricritical point (blue). We also spot the close-packing den-
sity (magenta). (b) Displacement of the tricritical temper-
ature (orange) and packing fraction (green) in the VE-CW
description when varying f for hardcore exclusion. In the in-
set, we plot the critical packing fraction found from the virial
approach with a flat distribution of spins (no magnetization).
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FIG. 17. Effects of the repulsion amplitude. (a) Typical
aspect of the square-shaped interaction potential used in the
soft VE-CW approach (full lines), compared to the potentials
used in simulations (dashed lines). The V = 0 line, corre-
sponding to the separation between attractive and repulsive
parts, is highlighted by a dashed black line. (b) Effect of j/u
on the coordinates of the tricritical point for f = 1/2. We
plot the critical temperature (orange) and packing fraction
(green), normalized by the hard-disk value found at the same
f .

square repulsion potential u corresponding to the simu-
lations potential U(r) is taken to be:

usim ≡
2

σ

σ/2∫
0

dr U(r) =
31

20
. (52)

When varying j/u, the softness parameter, with j 6= 0
and u 6= 0, we still observe the same features on the
phase diagram, but with a shifted tricritical point. Fig-
ure 17(b), displays the evolution of the coordinates of
the tricritical point against j/u. Starting from the hard
disk limit (j/u = 0), when the particles become softer,
the tricritical point goes up in temperature and in pack-
ing fraction. Being softer allows for more neighbours and
therefore makes both magnetization and compaction eas-
ier, hence the shift to higher temperatures. The shift to
higher packing fractions, follows from the fact that the
tricritical point has to remain on the Curie line. For val-
ues corresponding to our simulations (j/usim = 5/93),
the repulsion is hard enough that the displacement is
barely noticeable.

VI. CONCLUSION

In this paper, we discussed several equilibrium and
non-equilibrium properties of XY spin fluids in 2d, with
a variety of theoretical approaches and simulations.

We numerically showed that these systems do not fol-
low the Berezinskii-Kosterlitz-Thouless scenario of vortex
unbinding in homogeneous phases. The zero-temperature
ferromagnetic order is instead destroyed solely by low-
energy spin-wave excitations. Accordingly the mag-
netic correlation length diverges exponentially at T = 0.
Hence, finite-size systems are in practice also smaller

than the correlation length and appear to behave in a
mean-field-like fashion. It would be interesting to see if
this feature breaks down in solid phases, in which the
quasi-long-range positional order of the particles con-
strains them to be near the vertices of a lattice, and the
magnetic behaviour should resemble the one of the con-
ventional 2d XY model. In the same line of thought, it
would be interesting to see whether BKT phenomenology
would be recovered by tuning the interaction potentials
we used here, for instance by making J(r) deeper, thereby
favouring crystalline phases.

We also showed the presence of a phase separation be-
tween a paramagnetic gas and a ferromagnetic liquid at
low temperatures due to the effective spin-mediated at-
traction between the particles. This last finding, which is
quite similar to previous results in 3d for Heisenberg and
planar spins, is recovered with various analytical mean-
field approximations, and is found to be robust against
the shape of interaction potentials.

The out-of-equilibrium relaxation after a quench into
the phase-separated phase indicates that, even though
the correlation lengths associated to magnetic and liquid
properties grow in standard way, the order parameter
associated to the liquid-vapour phase separation grows
with an unusual exponent. The liquid droplet growth
thus escapes the locally non-conserved order parameter
dynamic universality class exemplified by Model B, and
is instead synchronized with the growth of the magne-
tization. This synchronization suggests that the Curie
line plays a special role in the phase-separating regime,
the one of the left-most branch of the spinodal curve, as
also shown with analytical mean-field-level calculations.
Physically, the coincidence of the Curie line and gas-side
spinodal means that the development of magnetization
destabilizes the gas and stabilizes the liquid. This could
have interesting implications on the precise clustering dy-
namics going beyond our study of domain growth, includ-
ing in the long time regime and after quenches of varying
speed that could lead to nucleation-dominated dynam-
ics.70

The study of spin fluids of the kind we used here could
be relevant in a variety of fields, ranging from the study
of ferromagnetic gases14 and liquids15 to more general
occurrences of polar fluids in physics. Those occurrences
include usual liquids, in which polarity seem to be re-
sponsible for still not-well-understood properties, as in
the case of water,65 and systems of polar active matter,
some properties of which could possibly be linked to ours
through the introduction of spin-velocity couplings.71
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Appendix A: Virial Coefficients Computation

In this Appendix, we give more details on the compu-
tation of the virial coefficients used in the VE-CW ap-
proach, for arbitrary values of β and h in our choice of
parametrization of the angle distribution of spins. As
mentioned in the main text, the integrals we need to
compute are

B2(β, h) = −1

2

∫
drdθ1dθ2p(θ1, βh)p(θ2, βh)f(r, θ12),

B3(β, h) = −1

3

∫
dr1dr2dθ1dθ2dθ3

×p(θ1, βh)p(θ2, βh)p(θ3, βh)

×f(r12, θ12)f(r2, θ23)f(r1, θ31),

with

p(θ;βh) =
eβh cos θ

2πI0(βh)
,

f(r, θ) = Θ(σ − r)
(
eβj cos θ − 1

)
+ Θ(σ − r)Θ(σrep − r)eβj cos θ

(
e−βu − 1

)
.

A nice feature of these expressions is that in both cases,
integrals over space and integrals over angles can be de-
coupled. Furthermore, as we only used square-shaped
potentials for both repulsion and magnetic alignment,
the space integrals only amount to disk overlap com-
putations. Finally, we can comment on several limits
of the amplitudes of the interactions that can still be
taken smoothly at this level. For j → 0, we recover
a square-potential liquid, with either hardcore exclusion
(u→∞) or soft square-potential repulsion. Likewise, for
0 < j < ∞, the hard-disk limit can be taken smoothly,
as the u→∞ limit simply amounts, for a finite value of
j, to taking e−βu → 0.

We will treat each virial coefficient separately, starting
by the lowest-order one as it happens to be easier to
compute.

1. Computation of B2

The space integral in B2 is the one of the surface of a
disk, and the only non-trivial integral to compute is the
one over the angles. In order to compute it, we write the
exponential of the difference between angles as57

eβj cos θ12 = I0(βj) + 2
∑
n≥1

In(βj) cos(nθ12)

= I0(βj) + 2
∑
n≥1

In(βj) [cos(nθ1) cos(nθ2)

+ sin(nθ1) sin(nθ2)] .

It is then rather simple to write the full form of B2 in
terms of Bessel functions

B2(h, T ) =
π

2
σ2

{
[1− I0(βj)]− 2

∞∑
n=1

In(βj)
In(βh)2

I0(βh)2

}

+
π

2
f2σ2

{
I0(βj) + 2

∞∑
n=1

In(βj)
In(βh)2

I0(βh)2
− e−βu

}
.

In this work, we also used the values of B2 in the hard-
disk limit u→∞, which can be taken smoothly,

BHS2 (h, T ) =
π

2
σ2

{[
1 + (f2 − 1)I0(βj)

]
+2(f2 − 1)

∞∑
n=1

In(βj)
In(βh)2

I0(βh)2

}
,

and, in some cases, also in its h→ 0 limit, which reads:

BHS2 (0, T ) =
π

2
σ2
[
1 + (f2 − 1)I0(βj)

]
.

In the limit j → 0, this coefficient simply becomes the
well-known hard-disk coefficient,62

BHS2 =
π

2
f2σ2.

2. Computation of B3

When computing B3 explicitly, the integrals over the
angles are computed by using the same trick as the one
used to calculate B2. The integrals over space, however,
are a bit more complicated to calculate, as they now com-
prise overlap surface computations between disks of un-
equal radii

Jf ≡
∫
d2r1d

2r2Θ(fσ − r12)Θ(σ − r2)Θ(σ − r1),

Jff ≡
∫
d2r1d

2r2Θ(σ − r12)Θ(fσ − r2)Θ(fσ − r1).

It is useful for the low-density radial distribution func-
tion calculation explained in Sec. V B to define the in-
tegrals over, say, r1 separately. They can, in fact, be
grouped under the definition

Af1,f2(r2) ≡ 1

σ2

∫
d2r1Θ(f1σ − r1)Θ(f2σ − r12). (A1)

The trick is then to write this integral in polar coor-
dinates and with the changes of variables r1,2 → r1,2/σ
(which should be taken into account in the integral over
r2 afterwards),

Af1,f2(r2) =

f1∫
r1=0

r1dr1

π∫
φ=−π

dφ

Θ(f2
2 −

(
r2
2 + r2

1 − 2r2r1 cosφ
)
)
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This integration can be carried out by noticing that
the geometric domain defined through the Θ function
can be cut into two complementary parts that are simple
to integrate over φ. Geometrically, the domain we are
drawing is the overlap between a disk centered on the
point located (in polar coodinates) at (r1, φ), and a sec-
ond disk centered on (r2, 0), with disk radii f1 and f2,
respectively. Below a given value of the distance between
the two disks and the origin, all values of φ belong to the
domain defined by the step function, while over this dis-
tance there is a finite interval of φ, symmetric around
zero, that belong to this domain. Using this, the integral
can be rewritten in the general form:

Af1,f2(r2) = 2π

[
r2
1

2

]min(f1,f2−r2)

0

Θ(f2 − r2)

+

∫ f1σ

0

dr1r1

[
2 arccos

(
r2
1 + r2

2 − f2
2σ

2

2r1r2

)
×Θ(r1 + r2 − f2)Θ(|r1 − r2| − f2)

]
, (A2)

where we used the notation [f(x)]
b
a = f(b)− f(a).

The last remaining integral can then be computed as
follows. First, we use an integration by parts to get a
derivative of the arccos out. Then, we change variables
first switching to u = r2

1, and then to an angle ϕ such
that: u = u− cos2 ϕ + u+ sin2 ϕ, where u± ≡ (f2 ± r2)2.
This allows us to derive an exact expression, that is a
bit cumbersome to write here. The integrals Jf and Jff
finally read

Jf = πσ4

[
πf2 −

√
4− f2

(
f

2
+
f3

4

)
+ arccos

(
1− f2

2

)
− f2 arcsin

(
f

2

)
−f2 arctan

(
f√

4− f2

)]
,

Jff = 4π2σ4JLff + 4πσ4JUff ,

where

JLff =
f4

4
Θ

(
1

2
− f

)
+

1

24

(
6f4 − 16f3 + 12f2 − 1

)
Θ

(
f − 1

2

)
,

JUff = Θ

(
f − 1

2

)[
π

24
− π

4
f2 +

2π

3
f3 − π

4
f4

−f
2

8

√
4f2 − 1

− 1

16

√
4f2 − 1− f2

2
arctan

(
1√

4f2 − 1

)

−1

2
f2 arccos

(
1

2

√
1

f
+ 2

)
+

1

4
f2 arccos

(
1

2f

)
+

1

4
f4 arccos

(
1− 1

2f2

)]
.

Putting all these results together, we find that B3 reads

B3(h, T ) = − 1

24π3I0(βh)3

(
I

(3)
2 J

(3)
4 − 3I

(2)
2 J

(2)
4

+ 3I
(1)
2 J

(1)
4 − I

(0)
2 J

(0)
4

)
,

(A3)

where we defined quite a few intermediary integrals,

I
(3)
2 = J1 + 3(e−βu − 1)Jf ,

+3(e−βu − 1)2Jff + (e−βu − 1)3f4J1,

I
(2)
2 = J1 + 2(e−βu − 1)Jf + (e−βu − 1)2Jff ,

I
(1)
2 = J1 + (e−βu − 1)Jf ,

I
(0)
2 = J1,

with J1 the value of Jf for f = 1, and
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J
(0)
4 = 8π3I0(βh)3,

J
(1)
4 = 8π3I0(βh)

I0(βj)I0(βh)2 + 2
∑
n≥1

In(βj)In(βh)2

 ,
J

(2)
4 = (2πI0(βh))3I0(βj)2 + 32π3I0(βj)I0(βh)

∑
n≥1

In(βj)In(βh)2

+ 16π3
∑
m,n≥1

Im(βj)In(βj)Im(βh)In(βh)(Im+n(βh) + Im−n(βh)),

J
(3)
4 = 8π3(I0(βh)I0(βj))3 + 48π3I0(βh)I0(βj)2

∞∑
n=1

(In(βh))2In(βj)

+ 48π3I0(βj)
∑
ε=±1

∞∑
m,n=1

Im(βh)In(βh)Im+εn(βh)Im(βj)In(βj)

+ 8π3
∑

ε,η,ν=±1

∞∑
m,n,p=1

Im+εn(βh)In+ηp(βh)Ip+νm(βh)Im(βj)In(βj)Ip(βj)

− 8π3
∑

ε,η,ν=±1

εην

∞∑
m,n,p=1

Im+εn(βh)In+ηp(βh)Ip+νm(βh)Im(βj)In(βj)Ip(βj).

Just like for B2, we can check that we recover the hard-
disk limit given in the literature62 for u → ∞, h → 0,
and j → 0,

BHS3 = πf4σ4

(
π

3
−
√

3

4

)
.
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