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#### Abstract

Context. Exoplanet properties crucially depend on the parameters of their host stars: more accurate stellar parameters yield more accurate exoplanet characteristics. When the exoplanet host star shows pulsations, asteroseismology can be used for an improved description of the stellar parameters. Aims. We aim to revisit the pulsational properties of $\beta$ Pic and identify its pulsation modes from normalized amplitudes in five different passbands. We also investigate the potential presence of a magnetic field. Methods. We conducted a frequency analysis using three seasons of BRITE-Constellation observations in the two BRITE filters, the about 620-day-long bRing light curve, and the nearly 8 -year-long SMEI photometric time series. We calculated normalized amplitudes using all passbands and including previously published values obtained from ASTEP observations. We investigated the magnetic properties of $\beta$ Pic using spectropolarimetric observations conducted with the HARPSpol instrument. Using 2D rotating models, we fit the normalized amplitudes and frequencies through Monte Carlo Markov chains. Results. We identify 15 pulsation frequencies in the range from 34 to $55 \mathrm{~d}^{-1}$, where two, F 13 at $53.6917 \mathrm{~d}^{-1}$ and F 11 at $50.4921 \mathrm{~d}^{-1}$, display clear amplitude variability. We use the normalized amplitudes in up to five passbands to identify the modes as three $\ell=1$, six $\ell=2$, and six $\ell=3$ modes. $\beta$ Pic is shown to be non-magnetic with an upper limit of the possible undetected dipolar field of 300 Gauss. Conclusions. Multiple fits to the frequencies and normalized amplitudes are obtained, including one with a near equator-on inclination for $\beta$ Pic, which corresponds to our expectations based on the orbital inclination of $\beta$ Pic b and the orientation of the circumstellar disk. This solution leads to a rotation rate of $27 \%$ of the Keplerian breakup velocity, a radius of $1.497 \pm 0.025 R_{\odot}$, and a mass of $1.797 \pm 0.035 M_{\odot}$. The $\sim 2 \%$ errors in radius and mass do not account for uncertainties in the models and a potentially erroneous mode-identification.
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## 1. Introduction

The description of the formation, structure, and evolution of young stars is one of the great challenges in stellar astrophysics. Early stellar evolution plays a crucial role in our understanding of the formation and evolution of exoplanets, whose properties depend on the accuracy of the inferred stellar parameters. In many cases, stellar activity (star spots, magnetic fields, pulsations, circumstellar material, etc.) complicates the reliable determination of the physical properties of stars from the combination of spectroscopic observations and theoretical models and affects the investigation of the exoplanet properties. However,

[^0]the presence of pulsations might also be beneficial because asteroseismic methods can be used to constrain the interior structure of exoplanet host stars. With it, more reliable results for the fundamental stellar parameters can be inferred, which in turn affects the precision of the derived exoplanet properties. In this context, the $\beta$ Pictoris system is a quite interesting object.
$\beta$ Pictoris (HD 39060, spectral type A6V) is a bright star ( $V=3.86 \mathrm{mag}$ ) located relatively close to us at a distance of 19.76 pc (calculated using a parallax of $50.623 \pm 0.334$ mas as given in the Gaia DR2 catalog; Brown et al. 2018). It is a member of the $\beta$ Pic moving group (Mamajek \& Bell 2014). The star $\beta$ Pic is surrounded by a gas and dust debris disk that is seen nearly edge-on; its outer extent varies from 1450 to 1835 Astronomical Units (AU) (Larwood \& Kalas 2001). The observed warp of its inner disk suggested the presence of a planet in the system. Using observations with the Very Large Telescope (VLT) at Paranal and the NACO camera, Lagrange et al. (2009, 2010) directly imaged the giant gas planet $\beta$ Pic b for the first time. Although its orbital inclination is close to equator-on, that is, $88.81 \pm 0.12^{\circ}$ as seen from Earth, it is sufficiently inclined for $\beta$ Pic $\mathbf{b}$ to not transit its host star (Wang et al. 2016). The reported four distinct belts around the star kinematically indicate the presence of other planets (Wahhaj et al. 2003). So far, no additional planet has been detected (e.g., Lous et al. 2018).

The age of the $\beta$ Pic system was investigated by several authors using many different methods (for a review, see Mamajek \& Bell 2014). The current agreement appears to be that the age of the $\beta$ Pic system is $\sim 23 \mathrm{Myr}$ (Mamajek \& Bell 2014). From both spectroscopic observations and the derived age, it is evident that the star is in its early main-sequence stage of evolution (e.g., Zwintz et al. 2014).
$\delta$ Scuti pulsations in $\beta$ Pic were first discovered 2003 through ground-based photometric time series (Koen 2003) where three low-amplitude modes were identified. Subsequent spectroscopic time-series observations obtained with the 1.9 m telescope at the South African Astronomical Observatory (SAAO) revealed $18 \delta$ Scuti pulsation frequencies in the range from 24 to $71 \mathrm{~d}^{-1}$ from line profile variations (Koen et al. 2003). Recently, Mékarnia et al. (2017) reported 31 pulsation frequencies between 34.76 and $75.68 \mathrm{~d}^{-1}$ derived from photometric time series obtained between March and September 2017 using the 40 cm Antarctic Search for Transiting ExoPlanets (ASTEP) telescope at Concordia Station in Antarctica.

Asteroseismology has been successfully used to study different types of pulsating stars from the pre-main sequence (preMS) to the final stages of evolution (e.g., in white dwarfs) in a mass range from $\sim 0.5$ to $40 M_{\odot}$ with effective temperatures between $\sim 3000 \mathrm{~K}$ and 100000 K . $\delta$ Scuti stars are located in the lower part of the so-called classical instability strip where it intersects with the main sequence. They have spectral types from A2 to F2 (Rodríguez \& Breger 2001) and masses between 1.5 and $4 M_{\odot}$ (e.g., Aerts et al. 2010) and lie in the effective temperature range between 6300 and 8600 K (Uytterhoeven et al. 2011). $\delta$ Scuti pulsations can be found in the pre-MS, main-sequence, and post-main-sequence evolutionary stages and are driven by the heat-engine ( $\kappa$-) mechanism acting in the second helium ionization zone (e.g., Aerts et al. 2010). The pulsation modes are radial and nonradial pressure $(p)$ modes with periods in the range from $\sim 18 \mathrm{~min}$ to 0.3 days.

Although $\delta$ Scuti stars were one of the first types of stars discovered to pulsate, little progress has been made in interpreting their pulsation spectra because they are so complex. $\delta$ Scuti stars are mostly multiperiodic and can show very rich pulsation frequency spectra (e.g., Poretti et al. 2009). As they are moderate to fast rotators (Breger et al. 2000), the influence of rotation on the pulsation frequencies cannot be neglected in theoretical models. One of the first effects of rotation is to split the frequencies of modes with the same $n$ and $\ell$ values but different $m$ values, thus removing their degeneracy. At slow rotation rates for uniform rotation profiles, these rotationally split modes should be observed as multiplets with nearly equidistant frequency spacings, but in fact, only a few cases are known where such clear rotational splittings were found (e.g., Kurtz et al. 2014). At faster rotation rates, the multiplets become non-equidistant as higher-order effects of rotation intervene (e.g., Saio 1981; Espinosa et al. 2004), and they start to overlap, which makes the spectrum more complicated to interpret (Reese et al. 2006). Eventually, the frequency spectrum of acoustic modes takes on a new structure that is composed of overlapping independently organized subspectra that are associated with different classes of modes (Lignières \& Georgeot 2008, 2009).

Furthermore, the pulsation amplitudes of $\delta$ Scuti stars can be variable for different reasons. A good overview of this topic can be found in Bowman et al. (2016), where the authors explain the two intrinsic causes, (i) beating of a pair of close unresolved pulsation frequencies and (ii) nonlinearity and coupling of modes. They also cover one extrinsic cause of amplitude modulations, that is, binary or multiple systems. In the same study, the authors reveal
that $61.3 \%$ of their sample of $983 \delta$ Scuti stars include at least one pulsation mode that shows an amplitude modulation, which illustrates that this is a quite common effect in this group of stars.

Another complicating factor in the interpretation of $\delta$ Scuti type pulsations can be the presence of a magnetic field. $\delta$ Scuti and rapidly oscillating, chemically peculiar A (roAp) stars are located in the same region of the Hertzsprung-Russel (HR) diagram. The roAp stars (Kurtz et al. 2006) show pulsation periods between 6 and 24 min (e.g., Smalley et al. 2015) and possess global magnetic fields, inhomogeneous surface distributions of some chemical elements, and strong overabundances, including the rare-earth elements (Ryabchikova et al. 2004). While the presence of sometimes quite strong magnetic fields are typical for roAp stars, magnetic fields have been measured for only very few $\delta$ Scuti stars (e.g., Kurtz et al. 2008; Neiner \& Lampens 2015) or were suggested based on the presence of the aforementioned rare-earth anomaly (Escorza et al. 2016).

We here use photometric time series obtained by the Brightstar Target Explorer (BRITE) Constellation satellites in two filters in three observing seasons in combination with photometric time series observed with the Solar Mass Ejection Imager (SMEI) satellite (Jackson et al. 2004; Howard et al. 2013), the $\beta$ Pictoris b Ring project (bRing) instrument (Stuik et al. 2017) and the previously published results by Mékarnia et al. (2017) based on data from the ASTEP telescope in Antarctica (Abe et al. 2013; Guillot et al. 2015; Mékarnia et al. 2016) to constrain the pulsational properties of $\beta$ Pic, identify its pulsation modes from the multiband photometry, and investigate the presence of amplitude modulation. Additionally, we use spectromolarimetric data obtained with the polarimetric unit HARPSpol on the High Accuracy Radial velocity Planet Searcher (HARPS; Piskunov et al. 2011) to investigate the presence of a magnetic field.

## 2. Observations

### 2.1. BRITE-Constellation

BRITE-Constellation ${ }^{1}$ consists of five 20 cm cube nanosatellites each carrying a 3 cm telescope and feeding an uncooled CCD (Weiss et al. 2014). The three BRITE satellites BRITE-Toronto (BTr), Uni-BRITE (UBr), and BRITE-Heweliusz (BHr), carry a customized red filter $(550-700 \mathrm{~nm})$, and the two satellites BRITE-Austria (BAb) and BRITE-Lem (BLb) carry a customized blue filter ( $390-460 \mathrm{~nm}$ ). More details on the detectors, pre-launch, and in-orbit tests are described by Pablo et al. (2016). Popowicz et al. (2017) described the pipeline that processes the observed images that yield the instrumental magnitudes that are delivered to the users.

BRITE-Constellation observes large fields with typically 15-20 stars brighter than $V=6 \mathrm{mag}$ that include at least three targets brighter than $V=3 \mathrm{mag}$. Each field is observed at least 15 min in each $\sim 100-\mathrm{min}$ orbit for up to half a year (Weiss et al. 2014).

BRITE-Constellation first obtained observations of $\beta$ Pic from 16 March-2 June 2015 (BRITE Run ID: 08-VelPic-I2015), yielding a total time base of 78.323 days using BHr in stare mode (Popowicz et al. 2017). Hence, the corresponding frequency resolution, $1 / T$, is $0.013 \mathrm{~d}^{-1}$. After the success of this first observing season, a longer observing run was conducted using BTr from 4 November 2016 to 17 June 2017 for a total of 224.573 days and BLb from 15 December 2016 to 21 June 2017 for 187.923 days (BRITE Run ID: 23-VelPic-II-2016). BHr was used from 7 January 2017 to 30 January

[^1]

Fig. 1. Final reduced light curves of $\beta$ Pic from BRITE-Constellation, bRing and SMEI: BHr data 2015 (panel a, gray points), combined BTr (panel b, red points) and BHr (panel b, gray points) data 2016/17, BLb data 2016/17 (panel c, blue points), BHr data 2017/18 (panel d, gray points) where black dots show binning of the light curves in three-minute intervals; the bRing and SMEI time series are shown in panels e and $f$.

2017 for 24 days to cover a gap in the BTr observations. Recently, the BRITE-Constellation observations of the third season for $\beta$ Pic were completed. The red BHr satellite obtained time series of $\beta$ Pic between 9 November 2017 and 25 April 2018 for 167.335 days (BRITE Run ID: 33-VelPicIII-2017). The 2016/2017 and 2017/2018 observations were made using the chopping mode, where the position of the target star within the CCD plane is constantly alternated between two positions about 20 pixels apart on the CCD (Popowicz et al. 2017). An overview of the BRITE-Constellation observations is given in Table 1. Publicly available BRITE-Constellation data can be retrieved from the BRITE Public Data Archive ${ }^{2}$.

## 2.2. bRing

The " $\beta$ Pictoris b Ring project", bRing, consists of two groundbased observatories that monitored $\beta$ Pic photometrically in particular during the expected transit of the Hill sphere of its giant exoplanet $\beta$ Pic b in 2017-2018 (Stuik et al. 2017). One bRing instrument is located in the Sutherland observing station of the SAAO, the second bRing site is at the Siding Spring Observatory in Australia. Both telescopes take observations in the wavelength range from 463 to 639 nm . A detailed description of the design, operations, and observing strategy of bRing is provided by Stuik et al. (2017). Both bRing instruments will continue the observations of $\beta$ Pic for as long as possible in the future.

[^2]The data set used here was taken between 2 February 2017 and 16 October 2018 with a cadence of $\sim 5 \mathrm{~min}$. It used a combination of the data obtained by the two bRing instruments.

### 2.3. Solar Mass Ejection Imager

The Solar Mass Ejection Imager (SMEI; Eyles et al. 2003; Jackson et al. 2004; Howard et al. 2013) was launched as a secondary payload on board the Coriolis spacecraft in January 2003. Its main purpose was to monitor and predict space weather in the inner solar system. The orbital period of SMEI is $\sim 101.5 \mathrm{~min}$ (e.g., Eyles et al. 2003). The mission was terminated due to budgetary reasons in September 2011. However, the SMEI images have also been shown to yield high-quality long-duration stellar photometry. SMEI obtained brightness measurements of nearly the full sky using three cameras with a field of view of $3 \times 60 \mathrm{deg}^{2}$ each. The photometric passband ranges from 450 to 950 nm . The data rate for the SMEI photometric time series for a single star is one measurement in each $\sim 101.5-\mathrm{min}$ orbit. Consequently, the Nyquist frequency of the SMEI data lies at $7.08 \mathrm{~d}^{-1}$.

Stellar time series obtained by SMEI can be extracted from the SMEI website ${ }^{3}$. They have been used several times in the past for a common interpretation with BRITE-Constellation data (e.g., Baade et al. 2018a; Kallinger et al. 2017). In the case of $\beta$ Pic,

[^3]Table 1. Properties of the multicolor observations for $\beta$ Pictoris.

| Obs ID | Wavelength <br> $(\mathrm{nm})$ | obs $_{\text {start }}$ <br> $(\mathrm{d})$ | obs $_{\text {end }}$ <br> $(\mathrm{d})$ | Time base <br> $(\mathrm{d})$ | $1 / T$ <br> $\left(\mathrm{~d}^{-1}\right)$ | $N$ <br> $\#$ | Res. noise <br> $(\mathrm{ppm})$ | $f_{\text {Nyquist }}$ <br> $\left(\mathrm{d}^{-1}\right)$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| BHr | $550-700$ | 16 March 2015 | 2 June 2015 | 78.323 | 0.013 | 44236 | 100 | 4181 |
| BLb | $390-460$ | 15 Dec. 2016 | 21 June 2017 | 187.923 | 0.005 | 74306 | 170 | 2130 |
| BTr | $550-700$ | 4 Nov. 2016 | 17 June 2017 | 224.573 | 0.004 | 53620 | 47 | 2089 |
| BHr | $550-700$ | 7 Jan. 2017 | 30 Jan. 2017 | 23.722 | 0.042 | 13958 | $(*)$ | 2130 |
| $B T r+B H r$ | $550-700$ | 4 Nov. 2016 | 17 June 2017 | 224.573 | 0.004 | 67578 | 40 | 2146 |
| BHr | $550-700$ | 9 Nov. 2017 | 25 April 2018 | 167.335 | 0.006 | 53262 | 43 | 2127 |
| SMEI | $450-950$ | 6 Feb. 2003 | 30 Dec. 2010 | 2884.609 | 0.0003 | 28623 | 92 | 7 |
| bRing | $463-639$ | 2 Feb. 2017 | 16 Oct. 2018 | 620.249 | 0.002 | 68126 | 110 | 135 |

Notes. Instruments that provided photometric time series (Obs ID), wavelength range (wavelength), corresponding start (obs start ), and end dates ( obs $_{\text {end }}$ ), total time base of the reduced data set (time base, $T$ ), Rayleigh frequency resolution $(1 / T)$, number of data points ( $N$ ), residual noise in the amplitude spectrum after prewhitening all frequencies (res. noise) and Nyquist frequency ( $f_{\text {Nyquist }}$ ). (*): The January 2017 BHr data set was only used to fill the gap of the BTr data set, hence was not analyzed by itself. The residual noise level (res. noise) is calculated over the complete range relevant for $\delta$ Scuti pulsations from 0 to $100 \mathrm{~d}^{-1}$.
only times and magnitudes were available from the SMEI website, with no additional information about the instrumental settings.

The SMEI data for $\beta$ Pic comprise 28623 data points obtained between 6 February 2003 and 30 December 2010 for about eight years in total. This corresponds to a classical Rayleigh frequency resolution of $0.0003 \mathrm{~d}^{-1}$ (see Table 1).

### 2.4. Spectropolarimetry

$\beta$ Pic was observed in conjunction with the BRITE spectropolarimetric survey (Neiner \& Lébre 2014) with the HARPSpol spectropolarimeter (Piskunov et al. 2011) installed on the ESO 3.6 m telescope in La Silla (Chile). Observations were acquired on 7 November 2014 and are available through the ESO archive ${ }^{4}$. A series of seven consecutive Stokes $V$ sequences were obtained to increase the signal-to-noise ratio $(\mathrm{S} / \mathrm{N})$ of the coadded spectrum while avoiding saturation of the detector. Each sequence consisted of four subexposures of 246 s , each subexposure was made in a different configuration of the polarimeter. This led to a total of almost 2 h of exposure for the seven sequences.

The usual bias, flat-field, and ThAr calibrations were obtained on the same night and were applied to the data. The data were reduced using a modified version of the REDUCE software (Piskunov \& Valenti 2002; Makaganiuk et al. 2011). This included automatic normalization of the spectra to the intensity continuum level.

## 3. Photometric data reduction and frequency analysis

The frequency analysis of the BRITE, SMEI, and bRing photometric time series was performed independently of each other using the software package Period04 (Lenz \& Breger 2005), which combines Fourier and least-squares algorithms. Frequencies were then prewhitened and considered to be significant if their amplitudes exceeded 3.8 times the local noise level in the amplitude spectrum (Breger et al. 1993; Kuschnig et al. 1997). Frequency, amplitude, and phase errors were calculated using the formulae given by Montgomery \& Odonoghue (1999). We verified the analysis using the iterative prewhitening method based on the Lomb-Scargle periodogram that is described by Van Reeth et al. (2015).

[^4]
### 3.1. Analysis of the BRITE photometry

The raw BRITE photometry was corrected for instrumental effects. The corrections included outlier rejection, and both 1D and 2D decorrelations with all available parameters, in accordance with the procedure described by Pigulski (2018).

The data obtained in 2016/17 by BTr and BHr were combined to a single red-filter data set. An overview of their properties is given in Table 1. Figure 1 shows the light curves obtained by BHr in 2015 (panel a), by BTr and BHr in 2016/2017 (panel b), by BLb in 2016/2017 (panel c), and by BHr in 2017/2018 (panel d) to the same $Y$-axis scale. For $\beta$ Pic with a $B$ magnitude of 4.03 and a $V$ magnitude of 3.86 , significantly less flux is measured through the blue than through the red filter, which is reflected by the scatter, which is more than a factor of four higher. This causes a residual noise level in the frequency analysis that is also a factor four higher (Table 1).

### 3.1.1. 2015 data

The frequency analysis of the BHr 2015 data yielded eight intrinsic frequencies with an $\mathrm{S} / \mathrm{N}$ higher than 3.8. A comparison to the frequencies reported by Mékarnia et al. (2017) shows that there is agreement for six frequencies (F1, F8, F11, F13, F14, and F15; see Table 2 and gray triangles in Fig. A.1). Additionally, we find two frequencies at $32.456 \mathrm{~d}^{-1}$ with an amplitude of $0.47 \pm 0.05 \mathrm{mmag}$ and at $61.367 \mathrm{~d}^{-1}$ with an amplitude of $0.49 \pm 0.05 \mathrm{mmag}$ to be statistically significant with an $\mathrm{S} / \mathrm{N}$ of 4.66 and 4.92. As these frequencies do not appear in any of our other data sets, including those obtained by bRing, SMEI, and ASTEP (Mékarnia et al. 2017), their origin is currently unclear, and we therefore treat them with caution and discard them from our further analysis.

The residual noise level after prewhitening of the eight frequencies is 100 ppm . The spectral window function and amplitude spectra are shown in Fig. A. 1 in Appendix A.

### 3.1.2. 2016/2017 data

The analysis of the combined 2016/2017 BRITE red-filter data set yielded 13 significant pulsation frequencies (Table 2). Only frequency F10 at $49.4161 \mathrm{~d}^{-1}$ was not reported by Mékarnia et al. (2017). Although frequency F4 at $43.5268 \mathrm{~d}^{-1}$ is close to three times the BRITE orbital frequency and we would

Table 2. Pulsation frequencies, amplitudes, phases, and $\mathrm{S} / \mathrm{N}$ values derived from the BRITE-Constellation data sorted by increasing frequency and comparison to the literature.

| No. \# | Frequency |  | $\begin{gathered} A_{\mathrm{R}} 2015 \\ (\mathrm{mmag}) \end{gathered}$ | $\begin{gathered} A_{\mathrm{R}} 2016 \\ (\mathrm{mmag}) \\ \hline \end{gathered}$ | $\begin{gathered} A_{\mathrm{R}} 2017 \\ (\mathrm{mmag}) \\ \hline \end{gathered}$ | $\phi_{\mathrm{R}} 2015$ | $\phi_{\mathrm{R}} 2016$ | $\phi_{\mathrm{R}} 2017$ | $S / N_{\mathrm{R}} 2015$ | $S / N_{\mathrm{R}} 2016$ | $S / N_{\mathrm{R}} 2017$ | Cross ID |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | ( $\mathrm{d}^{-1}$ ) | $(\mu \mathrm{Hz})$ |  |  |  |  |  |  |  |  |  |  |
| F1 | 34.4342(9) | 398.543(11) | 0.39(5) |  | 0.27(3) | 0.61(2) |  | 0.37(2) | 3.83 |  | 6.34 | Close to $f_{10}$ in DM17 |
| F2 | 38.1293(4) | 441.311(4) |  | 0.17(3) |  |  | 0.38(2) |  |  | 4.2 |  | $f_{11}$ in DM17 |
| F3 | 39.0629(1) | 452.117(1) |  | 0.53(3) | 0.49(3) |  | 0.059(8) | 0.926(9) |  | 11.1 | 10.82 | $f_{5}$ in DM17 |
| F4 | 43.5268(4) | 503.783(4) |  | 0.19(3) | 0.18(3) |  | 0.67(2) | 0.83(2) |  | 4.3 | 4.1 | $f_{9}$ in DM17 |
| F5 | 45.2705(4) | 523.964(4) |  | 0.20(3) |  |  | 0.48(2) |  |  | 4.5 |  | $f_{12}$ in DM17 |
| F6 | 46.5428(2) | 538.690(2) |  | 0.42(3) | 0.48(3) |  | 0.22(1) | 0.515(9) |  | 9.5 | 10.56 | $f_{6}$ in DM17 |
| F7 | 47.2831(2) | 547.258(2) |  | 0.39(3) |  |  | 0.73(1) |  |  | 5.1 |  | $f_{7}$ in DM17, $f_{3}$ in CK03b |
| F8 | 47.43924(5) | 549.0653(6) | 1.38(5) | 1.45(3) | 1.24(3) | 0.786(6) | 0.436(3) | 0.816(4) | 9.05 | 20.7 | 24.2 | $f_{1}$ in DM17, $f_{1}$ in CK03b |
| F9 | 48.9185(3) | 566.186(4) |  | 0.22(3) |  |  | 0.38(2) |  |  | 5.3 |  | $f_{8}$ in DM17 |
| F10 | 49.4161(4) | 571.946(5) |  | 0.17(3) |  |  | 0.43(3) |  |  | 4.3 |  |  |
| F11 | 50.49210(8) | 584.399(1) | 0.55(5) | 0.84(3) | 1.06(3) | 0.07(2) | 0.022(5) | 0.145(4) | 5.33 | 19.9 | 23.9 | $f_{2}$ in DM17 |
| F12 | 50.8312(4) | 588.324(5) |  | 0.15(3) |  |  | 0.24(3) |  |  | 3.9 |  | $f_{14}$ in DM17 |
| F13 | 53.6917(2) | 621.431(2) | 1.12(5) | 0.40(3) | 1.27(3) | 0.797(8) | 0.75(1) | 0.534(4) | 10.43 | 9.5 | 16.38 | $f_{3}$ in DM17 |
| F14 | 53.8915(6) | 623.744(7) | 0.64(5) |  |  | 0.11(1) |  |  | 6.55 |  |  | $f_{23}$ in DM17 |
| F15 | 54.2372(2) | 627.745(2) | 0.40(5) | 0.44(3) | 0.51(3) | 0.15(2) | 0.63(1) | 0.002(9) | 4.55 | 10.3 | 10.08 | $f_{4}$ in DM17 |
| $\begin{gathered} \text { No. } \\ \# \end{gathered}$ | Frequency |  |  | $\begin{gathered} A_{\mathrm{B}} 2016 \\ (\mathrm{mmag}) \end{gathered}$ |  |  | $\phi_{\text {B }} 2016$ |  |  | $S / N_{\text {B }} 2016$ |  | Cross ID |
|  | ( $\mathrm{d}^{-1}$ ) | $(\mu \mathrm{Hz})$ |  |  |  |  |  |  |  |  |  |  |
| F3 | 39.0629(1) | 452.117(1) |  | 0.75(11) |  |  | 0.47(2) |  |  | 4.4 |  | $f_{5}$ in DM17 |
| F4 | 43.5268(4) | 503.783(4) |  | 1.00(11) |  |  | 0.67(2) |  |  | 4.7 |  | $f_{9}$ in DM17 |
| F8 | 47.43924(5) | 549.0653(6) |  | 2.30 (11) |  |  | 0.749(8) |  |  | 13.4 |  | $f_{1}$ in DM17, $f_{1}$ in CK03b |
| F11 | 50.49210(8) | 584.399(1) |  | 0.95(11) |  |  | 0.69(2) |  |  | 5.8 |  | $f_{2}$ in DM17 |

Notes. The upper part of the table lists the pulsational properties derived from the BRITE red-filter data (denoted with $R$ ), the lower part of the table shows those of the BRITE blue-filter observations (denoted with $B$ ). Frequency, amplitude, and phase errors are calculated using the relations by Montgomery \& Odonoghue (1999).
References. DM17: Mékarnia et al. (2017), CK03b: Koen et al. (2003).
normally have to omit it, we identify it as pulsational because it was previously reported by Mékarnia et al. (2017).

Because the noise level of the blue filter data set is significantly higher, only four pulsation frequencies were identified from the BLb observations (Table 2). These four frequencies (F3, F4, F8, and F11) are also found in the 2015, 2016/2017, and 2017/2018 red-filter data sets and have also been reported by Mékarnia et al. (2017).

The residual noise level after prewhitening all frequencies is 40 ppm for the combined red-filter and 170 ppm for the bluefilter data. Figure 2 shows the amplitude spectra using the combined BTr and BHr data set (left) and the BLb data (right).

### 3.1.3. 2017/2018 data

With the $2017 / 18$ BHr data set we confirmed seven of the pulsation frequencies that were previously identified from the BRITEConstellation 2016/2017 data and Mékarnia et al. (2017). Additionally, two frequencies at $34.085 \mathrm{~d}^{-1}$ and $52.960 \mathrm{~d}^{-1}$ with amplitudes of $0.27 \pm 0.03 \mathrm{mmag}$ and $0.20 \pm 0.03 \mathrm{mmag}$ that were not found in the 2015 and 2016/17 data sets before are statistically significant with $\mathrm{S} / \mathrm{N}$ values of 6.34 and 4.77 , respectively. As these frequencies do not appear in any of the other observations, we discard them from any further investigation. The residual noise level after prewhitening all pulsation frequencies is 43 ppm . The corresponding amplitude spectrum is shown in Fig. A. 2 in Appendix A.

### 3.1.4. Combined BRITE red-filter data

Combining the three seasons of BRITE-Constellation red filter data yields a total time base of 1135 days, corresponding to a Rayleigh frequency resolution, $1 / T$, of $0.0009 \mathrm{~d}^{-1}$. All frequencies listed in Table 2 can be found in the combined BRITE
red-filter data set; no additional peaks are statistically significant. The residual noise level calculated from 0 to $100 \mathrm{~d}^{-1}$ after prewhitening all significant frequencies lies at 36 ppm .

Although BRITE-Constellation observations are sensitive in the low-frequency domain, as was illustrated by Baade et al. (2018b) or Ramiaramanantsoa et al. (2018), for instance, there is no evidence for the presence of $g$-modes.

### 3.2. Analysis of the bRing photometry

The complete bRing light curve used for the present analysis has a total time base of more than 620 days (panel e in Fig. 1). The Nyquist frequency lies at $135.37 \mathrm{~d}^{-1}$. We were able to identify six of the previously reported pulsation frequencies (i.e., F2, F6, F8, F11, F13, and F15) from this data set (left side in Fig. 3). The residual noise level after subtracting all formally significant frequencies is at 110 ppm (Table 1 and panel c in Fig. 3). Panel a in Fig. 3 shows the bRing spectral window.

### 3.3. Analysis of the SMEI photometry

The SMEI light curves are affected by strong instrumental effects, such as large yearly flux fluctuations. We corrected for this one-year periodicity of instrumental origin by phasing the raw data with a one-year period, calculating median values in 200 phase intervals, interpolating between these points, and subtracting the interpolated light curve. In the next step we detrended the data repeatedly with simultaneous sigma clipping to remove outliers and suppress any instrumental signal at low frequencies. The detrending was repeated 30 times starting with a time interval to calculate the mean, $T$, of 100 days and a sigma of 5 , and ending the procedure with $T=0.7$ days and a sigma of 4 . As a consequence of this method, frequencies lower than $0.5 \mathrm{~d}^{-1}$ are suppressed. The annual light curves of $\beta$ Pic show


Fig. 2. Frequency analysis of the BRITE 2016/17 data in the red (left) and the blue filter (right). Spectral window (panels a and e), original amplitude spectrum from 0 to $100 \mathrm{~d}^{-1}$ (panels $b$ and $f$ ), zoom into the original amplitude spectrum (panels $c$ and $g$ ), and residual amplitude spectrum after prewhitening the corresponding pulsation frequencies (panels $d$ and $h$ ) with the residual noise level marked as horizontal dashed lines. The identified pulsation frequencies (as listed in Table 2) are marked in panels $b$ and $c$ as red (for the BRITE red filter) and in panels $f$ and $g$ as blue (for the BRITE blue filter) lines. The triangles mark the frequencies found in the ASTEP data by Mékarnia et al. (2017). Vertical dashed lines mark the positions of the respective satellite's orbital frequency (i.e., BTr on the left and BLb on the right) and its multiples.
very similar behavior, hence the corresponding minor differences were subtracted by detrending. Panel f in Fig. 1 shows the complete reduced SMEI light curve.

The sampling of the SMEI data is only about one data point per 1.7 h (i.e., the orbital period of the satellite), which results in a Nyquist frequency of only $7.08 \mathrm{~d}^{-1}$. Hence, investigating SMEI data for the presence of $\delta$ Scuti-type pulsations in the range from about 30 to $70 \mathrm{~d}^{-1}$ as expected for $\beta$ Pic goes already beyond the Nyquist frequency, $f_{\text {Nyquist }}$. As was shown for Kepler data by Murphy et al. (2013), for example, it is similarly possible to perform super-Nyquist asteroseismology using the SMEI data because real peaks remain as singlets even if they are above $f_{\text {Nyquist }}$. Panel e in Fig. 3 shows the complete amplitude spectrum of the SMEI data ranging up to $100 \mathrm{~d}^{-1}$. The pulsation frequencies between 30 and $60 \mathrm{~d}^{-1}$ clearly remain single peaks that can be easily distinguished from aliases caused by $f_{\text {Nyquist }}$. The dips in the noise around 42.5 and $52 \mathrm{~d}^{-1}$ are caused by the strong detrending. The frequency analysis of the SMEI data yielded seven pulsation frequencies that are either present in the BRITE data or were reported by Mékarnia et al. (2017) or both (Table 3, panels d to f in Fig. 3).

## 4. Spectropolarimetric analysis

### 4.1. Stokes profiles

We applied the least-squares deconvolution (LSD) method (Donati et al. 1997) to the HARPSpol data to produce seven mean LSD Stokes $I$, Stokes $V$, and $N$ profiles. The seven
sequences were then coadded to produce one final set of LSD profiles, shown in Fig. 4.

Performing LSD requires the use of a mask indicating the list of lines present in the spectrum and to be used in the averaging, their wavelengths, depths, and Landé factors. To produce this mask, we started from a line list extracted from the VALD3 atomic database (Piskunov et al. 1995; Kupka et al. 1999) for a star with $T_{\text {eff }}=8200 \mathrm{~K}$ and $\log g=4.0$ (i.e., the stellar parameters of $\beta$ Pic taken from (Lanz et al. 1995). We retained only the lines with a predicted depth larger than 0.01 . In addition, we rejected hydrogen lines, lines blended with H lines or interstellar lines, and regions affected by telluric absorption. Finally, we adapted the depth of the lines in the mask to the actual depth of the lines observed in the spectra with an automatic fitting routine. In total, we used 6391 spectral lines, with a mean wavelength of 503.8 nm and a mean Landé factor of 1.202 .

The LSD N profile represents the null polarization and is used as a sanity check for the spectropolarimetric measurement. The fact that the N profile shows only noise (see Fig. 4, middle panel) indicates that the spectropolarimetric measurement has not been polluted by instrumental effects or stellar variability of nonmagnetic origin.

The LSD Stokes $V$ profile will indicate a Zeeman signature if a magnetic field is present in $\beta$ Pic. This profile also shows only noise (see Fig. 4, top panel), which indicates that $\beta$ Pic is not magnetic at the precision level of our measurement.

We can statistically evaluate the detection of a magnetic field with the false-alarm probability (FAP). We checked the presence


Fig. 3. Frequency analysis using the bRing and SMEI photometric time series. Spectral windows (panels a and d), original amplitude spectrum from 30 to $60 \mathrm{~d}^{-1}$ (panel $b$ ) for bRing and from 0 to $100 \mathrm{~d}^{-1}$ (panel e) for SMEI, the residual bRing amplitude spectrum after subtraction of the six identified pulsation frequencies (panel c), and zoom into the frequency range from 30 to $60 \mathrm{~d}^{-1}$ for SMEI (panel f). The identified pulsation frequencies are marked as thick black lines and labeled according to their numbers in Table 3. Frequency $f_{13}$ was identified in the SMEI data due to its presence in DM17, but it is not present in the BRITE data. The red dashed vertical lines mark the position of the Nyquist frequency for SMEI and its multiples. The occurrence of the orbital frequency of SMEI at $14.16 \mathrm{~d}^{-1}$ (i.e., twice $f_{\text {Nyquist }}$ ) and its multiples can be seen as the regular structure in the spectral window (panel d) and in the amplitude spectrum (panels e and f) as the points where the noise decreases steeply to very low levels.

Table 3. Pulsation frequencies, amplitudes, phases, and $S / N$ values derived from the SMEI and bRing data sorted by increasing frequency and comparison to the literature.

| BRITE No. <br> $\left(\mathrm{d}^{-1}\right)$ | Frequency <br> $\left(\mathrm{d}^{-1}\right)$ | $A_{\text {SMEI }}$ | $A_{\text {bRing }}$ <br> $(\mathrm{mmag})$ | $\phi_{\text {SMEI }}$ | $\phi_{\text {bRing }}$ | $S / N_{\text {SMEI }}$ | $S / N_{\text {bRing }}$ | cross ID |
| :--- | :---: | :--- | :--- | ---: | ---: | ---: | ---: | :--- |
| F1 | $34.39059(4)$ | $0.36(8)$ | - | $0.0(2)$ | - | 4.1 | - | Close to $f_{10}$ in DM17 |
| F3 | $39.06307(3)$ | $0.55(8)$ | $0.8(2)$ | $-0.3(1)$ | $0.32(4)$ | 5.5 | 5.1 | $f_{5}$ in DM17 |
| Fc | $44.68351(2)$ | $0.67(8)$ | - | $-0.1(1)$ | - | 6.8 | - | $f_{13}$ in DM17 |
| F6 | $46.5428(4)$ | - | $0.5(2)$ | - | $0.13(4)$ | - | 5.8 | $f_{6}$ in DM17 |
| F7 | $47.28348(4)$ | $0.43(8)$ | - | $-0.3(2)$ | - | 4.5 | - | $f_{7}$ in DM17 |
| F8 | $47.43920(2)$ | $0.76(8)$ | $1.1(2)$ | $-0.4(1)$ | $0.05(3)$ | 7.8 | 6.9 | $f_{1}$ in DM17 |
| F11 | $50.49182(4)$ | $0.36(8)$ | $0.8(2)$ | $0.4(2)$ | $0.23(3)$ | 3.9 | 5.3 | $f_{2}$ in DM17 |
| F13 | $53.67090(3)$ | $0.45(8)$ | $1.1(2)$ | $0.1(1)$ | $0.69(3)$ | 4.0 | 6.5 | $f_{3}$ in DM17 |
| F15 | $54.2372(3)$ | - | $0.6(2)$ | - | $0.94(4)$ | - | 6.8 | $f_{4}$ in DM17 |

Notes. "BRITE No." lists the frequency numbers given in Table 2. Frequency, amplitude, and phase errors are calculated using the relations by Montgomery \& Odonoghue (1999).
Reference. DM17: Mékarnia et al. (2017).
of a signature in the LSD Stokes V profile inside the velocity range $[-110: 152] \mathrm{km} \mathrm{s}^{-1}$, compared to the mean noise level in the LSD Stokes $V$ profile outside the line. We adopted the convention defined by Donati et al. (1997) that there is a definite or marginal magnetic detection if FAP $<0.1 \%$.

The FAP analysis of the LSD Stokes $V$ profile leads to no magnetic detection (with a FAP $=99.99 \%$ ). A similar analysis of the $N$ profile also indicates no detection in $N$ (as expected).

### 4.2. Longitudinal magnetic field measurement

A first quantitative estimate of the nondetection of a magnetic field in $\beta$ Pic can be obtained through measuring the (undetected) longitudinal magnetic field $B_{1}$. To this aim, we used a center-of-gravity method (Rees \& Semel 1979; Wade et al. 2000) and applied it to the Stokes $V$ and $N$ profiles. We integrated the profiles over the same velocity range as for the FAP analysis, that is,


Fig. 4. LSD Stokes $V$ (top), $N$ (middle), and Stokes $I$ (bottom) profiles of $\beta$ Pic. Data are shown in black, while red lines show a smoothed profile. Vertical dashed lines indicate the range of integration for calculating the longitudinal magnetic field and estimating the FAP.


Fig. 5. Detection probability of a magnetic field in the observation of $\beta$ Pic as a function of the magnetic polar field strength. The horizontal dashed line indicates the $90 \%$ detection probability. A dipole field stronger than $B_{\mathrm{pol}}=300 \mathrm{G}$ would have statistically been detected.
$[-110: 152] \mathrm{km} \mathrm{s}^{-1}$. We obtained $B_{1}=-14 \pm 20 \mathrm{G}$. We applied the same method to the N profile and obtained $N_{1}=11 \pm 20 \mathrm{G}$. Both values are compatible with 0 , indicating that no field is detected in $\beta$ Pic. The error of 20 G shows that our measurement has a good precision.

### 4.3. Upper limit of the undetected magnetic field

Another quantitative estimate of the nondetection of a magnetic field in $\beta$ Pic can be obtained by determining the maximum strength of a magnetic field that could have remained hidden in the noise of our data. Because $\beta$ Pic is an A6V star, its envelope is radiative, which means that if it hosts a magnetic field, it must be of fossil origin (Neiner et al. 2015a). Fossil fields are usually dipolar and tilted with respect to the rotation axis of the star (Grunhut \& Neiner 2015). To estimate the upper limit of a possibly undetected magnetic field, we therefore assumed an oblique dipolar field.

We followed the method described in Neiner et al. (2015b): for various values of the polar magnetic field strength $B_{\mathrm{pol}}$, we calculated 1000 models of the LSD Stokes $V$ profile with random inclination angle $i$, obliquity angle $\beta$, and rotational phase, and a white Gaussian noise with a null average and a variance corresponding to the $\mathrm{S} / \mathrm{N}$ of the observed profile. We first fit the LSD I profile, we then calculated local Stokes $V$ profiles
assuming the weak-field case, and we integrated over the visible hemisphere of the star. We used a projected rotational velocity of $v \sin i=124 \mathrm{~km} \mathrm{~s}^{-1}$ taken from (Lanz et al. 1995) and a limbdarkening coefficient of 0.6 . In this way, we obtained a synthetic Stokes $V$ profile for each model, which we normalized to the intensity continuum. We used the same Landé factors and wavelengths as in the LSD calculation.

We then computed the probability of detection of a field in these 1000 models by applying the Neyman-Pearson likelihood ratio test. We further calculated the rate of detections among the 1000 models depending on the field strength (see Fig. 5). We required a $90 \%$ detection rate to consider that the field should have statistically been detected. This translates into an upper limit for the possible undetected dipolar field strength for $\beta$ Pic of $B_{\text {pol }}=$ 300 G . Using a $50 \%$ detection rate would bring the limit of the possible undetected dipolar field strength down to $B_{\mathrm{pol}}=120 \mathrm{G}$.

## 5. Amplitude variability

$\delta$ Scuti stars can show variable pulsation amplitudes that are either of intrinsic (beating of unresolved frequencies, nonlinearity, or mode-coupling) or extrinsic (binarity and multiple systems) origin (for a detailed overview see Bowman et al. 2016). We examined the amplitude variability of $\beta$ Pic using the three seasons of BRITE-Constellation red-filter data and the bRing observations.

### 5.1. Annual changes in the amplitudes

Using the three BRITE $R$-filter data sets obtained in consecutive years and the bRing light curve, we can study the annual amplitude variability in the pulsation frequencies of $\beta$ Pic from 2015 to 2018 . Only four of the 15 identified pulsation frequencies appear in the BRITE data sets of all three years: F8, F11, F13, and F15. Frequencies F1, F3, F4, and F6 are detectable in two of the three BRITE observing seasons, and the other seven frequencies only appear in one year of BRITE data. The top panel in Fig. 6 illustrates that the amplitudes of six of these frequencies remain rather stable or change only slightly from year to year (i.e., F1, F3, F4, F6, F8, and F15), while F11 shows a strong increase in amplitude, and the amplitude of F13 decreases significantly in the 2016/2017 observations and increases again in the 2017/2018 data set. A zoom into the BRITE $R$-filter amplitude spectra around F11 and F13 illustrates this behavior in the Fourier domain within the three seasons of BRITE-Constellation observations (Fig. 7).

In a next step, we divided the 620-day-long bRing light curve into two parts of equal length and studied the resulting behavior of the amplitudes with respect to the center points in time, that is, mid-2017 and mid-2018. Despite the higher noise level in the bRing data, which translates into larger errors on the amplitudes, it is obvious that the amplitude for F13 increases during this period of time. As the errors of the other four pulsation amplitudes (i.e., F3, F6, F8, and F11) are quite large, no clear conclusion on variability or stability can be drawn from these data.

### 5.2. Amplitude variability within observing seasons

Mékarnia et al. (2017) investigated the presence of amplitude and phase changes for the first ten of their frequencies during their seven-month-long observations by dividing their data set into seven parts, each 30 days in length. They showed that


Fig. 6. Top panel: annual behavior of the amplitudes of the four pulsation frequencies F8, F11, F13, and F15 in all three BRITE red-filter data sets (filled symbols) and of the four pulsation frequencies F1, F3, F4, and F6 that appear in two of the three BRITE $R$ epochs (open symbols). Bottom panel: annual behavior of the five pulsation frequencies F3, F6, F8, F11, and F13 in the bRing data.
only their frequency $f_{3}$ (corresponding to our frequency F13) at $53.69138 \mathrm{~d}^{-1}$ changes amplitude from 403 to $826 \pm 66 \mathrm{ppm}$ (i.e., $0.403-0.826 \pm 0.066 \mathrm{mmag})$.

For the purposes of comparison, we conducted the same analysis as Mékarnia et al. (2017), that is, calculating the amplitude behavior using 30 -day subsets. As the overall amplitude of our frequency F13 is significantly lower during the longest BRITE observing run in 2016/17 (see Fig. 6) and is therefore buried in the noise (i.e., not significant) when the 30-day subsets are calculated, we chose the $2017 / 18 \mathrm{BHr}$ data set for this comparative analysis. Using subsets of 30-day lengths with 20 days of overlap, we find that the amplitude of F13 increased from 965 ppm (i.e., 0.965 mmag ) to a maximum of 1489 ppm (i.e., 1.489 mmag ); see blue symbols and line in the top panel of Fig. 8).

As the ASTEP observations were conducted from March to September 2017 (Mékarnia et al. 2017), they overlap by about four months with the second BRITE data set from 2016/17, which was taken slightly earlier, starting in November 2016 and running until June 2017. The overall amplitude of our F13 at $53.6917 \mathrm{~d}^{-1}$ in this data set is only 396 ppm (i.e., 0.396 mmag ), which is the lowest in our analysis. During the subsequent


Fig. 7. Zoom around F13 (left side, seen alongside with F14 in the 2015 data to the right of F13) and F11 (right side) into the original amplitude spectra of the BRITE red-filter data obtained in 2015 (top), 2016/2017 (middle), and 2017/2018 (bottom). The peak next to F13 in the bottom left panel showing the 2017/18 data is an alias frequency to F3 with the orbital frequency of BHr (i.e., $14.83053 \mathrm{~d}^{-1}$ ) that only appears quite close to the location of F14, which itself is not found in the 2017/18 data.
observations with ASTEP, the amplitude seems to have already increased. When BRITE-Constellation picked up $\beta$ Pic again in November 2017 for the third season, the amplitude continued to increase. This effect is evident even though ASTEP and BHr are different instruments that carry different filters.

The other four frequencies with the highest amplitudes (F3, F8, F11, and F15) vary to a much smaller extent or remain basically at a constant level during this season (top panel in Fig. 8). These four frequencies have also been identified in Mékarnia et al. (2017), but were not marked as showing variable amplitudes.

The pulsation phases for the five selected frequencies during the BRITE 2017/18 observations can clearly be regarded as stable (middle panel in Fig. 8). As the changes in the amplitudes of $\beta$ Pic are not correlated with changes in phases (bottom panel in Fig. 8), we interpret the variability of the amplitudes as being intrinsic and not caused by beating of two or more unresolved modes.

In a final test, we used the bRing data set for a comparable investigation of amplitude variability. Because the data have higher $\mathrm{S} / \mathrm{N}$ than the BRITE observations, we had to choose 100-day subsets with 50-day overlaps to detect frequencies F8, F11, and F13. Unfortunately, the uncertainties of the amplitudes derived in the 100-day subsets are too high for an analogous interpretation of amplitude variability, which can be seen in Fig. B.1.

## 6. Asteroseismic interpretation

We used the pulsation frequencies and amplitudes derived from up to five passbands to identify the pulsation modes from comparing the observed and theoretical normalized amplitudes. The five filters are BRITE $B$, BRITE $R$, SMEI, and bRing (filter information is given in Table 1) together with the previously published 31 frequencies using the ASTEP instrument (Mékarnia et al. 2017), which uses a Sloan $i^{\prime}$ filter (passband from 695 to 844 nm ). The transmission curves of the filters of all five instruments we used in our analysis are illustrated in Fig. 9.


Fig. 8. Amplitude (top panel) and phase (middle panel) behavior of the five pulsation frequencies with the highest amplitudes during the 2017/18 BHr observations calculated from 30-day subsets with 20-day overlaps, and amplitude-phase relation (bottom panel). The errors in phases are often smaller than the symbol size.


Fig. 9. Transmission curves of the five instruments: BRITE $B$ (blue solid line), BRITE $R$ (red solid line), bRing (orange dashed line), ASTEP $i^{\prime}$ (dark red dash-dotted line), and SMEI (black dotted line).

In order to carry out mode identification, we used a sequence of seven $1.8 M_{\odot}$ models from the self-consistent field method (Jackson et al. 2005; MacGregor et al. 2007) with rotation rates ranging from 0 to $0.6 \Omega_{\mathrm{K}}$ in increments of $0.1 \Omega_{\mathrm{K}}$, where $\Omega_{\mathrm{K}}=$ $\sqrt{G M / R^{3}}$ is the Keplerian breakup rotation rate. The initial mass for the models was chosen based on the value of $1.8 M_{\odot}$

Table 4. Correspondence between photometric bands used to observe $\beta$ Pic ("This study") and those used to implement the limb-darkening law ("Claret (2000)").

| This study | Claret (2000) | Correlation |
| :--- | :---: | :---: |
| BRITE red | Johnson $R$ | 0.887 |
| BRITE blue | Johnson $B$ | 0.857 |
| ASTEP $i^{\prime}$ | Johnson $I$ | 0.445 |
| SMEI | Johnson $R$ | 0.729 |
| bRing | Johnson $V$ | 0.609 |

Notes. The third column gives the degree of correlation between the two.
given by Wang et al. (2016). The models are zero-age mainsequence (ZAMS) models, which is fairly realistic in the case of $\beta$ Pic, which was identified as a 23 Myr old ZAMS star (Mamajek \& Bell 2014). We then calculated their low-degree acoustic mode pulsations for $n$ ranging from 1 or 2 to $10, \ell$ from 0 to 3 , and $m$ from -3 to 3 , using the adiabatic version of the two-dimension oscillation program (TOP, see Reese et al. 2006, 2009). Pseudo-nonadiabatic mode visibilities (i.e., diskintegrated geometric factors) were derived using the approach described by Reese et al. $(2013,2017)$, where the nonadiabatic pulsation amplitudes and phases came from 1D pulsation calculations using the MAD code (Dupret 2001) in nonrotating stellar models that span the relevant range in effective temperature and gravity. These mode visibilities were calculated for all inclinations between $0^{\circ}$ and $90^{\circ}$ in increments of $1^{\circ}$. The intensities in different photometric bands at each point of the stellar surface were obtained by integrating a blackbody spectrum at the latitude-dependent effective temperature multiplied by the filter transmission curve, thus taking gravity darkening into account. Limb darkening was included by multiplying these intensities by the Claret law (Claret 2000) for the filter ${ }^{5}$ that was the closest match to the photometric bands used here, as listed in Table 4. The correlations given in the third column of Table 4 are defined as $\int_{0}^{\infty} f_{1}(\lambda) f_{2}(\lambda) \mathrm{d} \lambda / \sqrt{\int_{0}^{\infty} f_{1}^{2}(\lambda) \mathrm{d} \lambda \int_{0}^{\infty} f_{2}^{2}(\lambda) \mathrm{d} \lambda}$, where $\lambda$ is the wavelength.

As a first step, we searched for the low-degree modes that individually provide the best match to the observed amplitudes. We did not attempt to match observed phase differences as the pseudo-nonadiabatic calculations were not considered to be sufficiently reliable to provide accurate theoretical phase differences. We chose not to compare normalized amplitudes directly because this amounts to choosing one of the photometric bands as a reference band and normalizing the amplitudes in the other bands with respect to the amplitude in this reference band. This can lead to difficulties if the amplitude in the chosen reference band is close to zero. Instead, we normalized the observed amplitudes so that the sum of their squares equaled one. For the sake of consistency, the errors on the amplitudes were also normalized by the same factor. The theoretical amplitudes were then normalized so as to optimize the $\chi^{2}$ fit to the observations taking the errors into account. Moreover, given the relatively large increment on the rotation rate, the normalized amplitudes and frequencies were interpolated to intermediate rotation rates in increments of $0.01 \Omega_{\mathrm{K}}$.

[^5]

Fig. 10. Observed (blue) and best-fitting theoretical (red) normalized amplitudes using individual fits. $f_{\mathrm{o}}$ represents the observed frequencies. In several cases, the match between observed and theoretical normalized amplitudes is sufficiently good for the latter to be hidden in the plots. Finally, the total $\chi^{2}$ value is 68.9.

Figure 10 shows a comparison between the observed and best-fitting normalized amplitudes. A good match can be observed for most of the modes, and a relatively low $\chi^{2}$ value is obtained. However, because the modes were fit individually, the inclinations and rotation rates obtained for the different modes do not match. Figure 11 illustrates these results: dark blue symbols represent the best solutions (i.e., those illustrated in Fig. 10). The small light blue dots are other solutions that satisfy the criterion $\chi^{2} \leq\left(N_{\text {bands }}-1\right)$, where $\chi^{2}$ is the $\chi^{2}$-value on the amplitudes for that particular mode and $N_{\text {bands }}$ is the number of bands in which that mode is detected. On the right side of the latter relation, ( $N_{\text {bands }}-1$ ) was chosen and not $N_{\text {bands }}$ because the intrinsic amplitude of theoretical mode is a free parameter. If none of the solutions (including the best solution) satisfied the above criterion, then the best solution is plotted using a square rather than a star. The light blue solutions thus give an idea of the uncertainties on these solutions. In order to obtain a more coherent result, it is therefore necessary to fit the modes simultaneously using a fixed value of the inclination and rotation rate. The fits to the normalized amplitudes shown here are nonetheless useful as they represent the best fit that can be hoped to be achieved using our set of theoretical mode visibilities.

We then fit the frequencies and normalized amplitudes simultaneously. In order to achieve this, we carried out Monte Carlo Markov chains (MCMC) runs using the python emcee package (Foreman-Mackey et al. 2013) and using the rotation rate, $\Omega / \Omega_{\mathrm{K}}$, the inclination, $i$, and a dimensionless scale factor, $f$, on the frequencies as free parameters together with the free amplitudes of the 15 pulsation frequencies. These 18 free parameters
were then used to fit 46 amplitudes in five passbands, 15 pulsation frequencies, and four classic constraints (mass, radius, $\log g$, and $v \sin i$ ) corresponding to 65 observables in total. We assumed a uniform prior on $\Omega / \Omega_{\mathrm{K}}$ over the interval $[0.0,0.6]$ and on $f$ over the interval $[0.5,2]$. The prior on $i$ was proportional to $\sin i$ in accordance with what is expected for random orientations of the rotation axis, although as we explain below, we sometimes restricted the range of $i$ values. The scale factor was introduced to compensate for the fact that the set of stellar models was limited to a single mass. Multiplying the frequencies by a dimensionless scale factor $f$ amounts to carrying out a homologous transformation in which the mean density of the model is multiplied by $f^{2}$, thus providing a poor substitute for modifying the mass. This leads to the following relations:
$f^{2}=\frac{M}{R^{3}} \frac{R_{\mathrm{mod}}^{3}}{M_{\mathrm{mod}}}, \quad \Omega_{\mathrm{K}}=f \Omega_{\mathrm{K}, \bmod }$,
where quantities with the subscript "mod" refer to the model prior to scaling, and those without this subscript to the scaled model (which should hopefully be close to the actual properties of $\beta$ Pic). We note that because our models only depend on $\Omega / \Omega_{\mathrm{K}}$, this parameter also uniquely determines $\Omega_{\mathrm{K}, \text { mod }}$. Finally, when the theoretical modes were matched to the observed ones, we were careful to avoid assigning the same identification to two different observed modes.

After we fixed the values of $\Omega / \Omega_{\mathrm{K}}, f$, and $i$, we were able to deduce the radius of the scaled model using the observational constraints on $\log g$ and $v \sin i$ (recalled in Table 5 below) using two different methods. The following relations are obtained:


Fig. 11. Inclinations (upper panel) and rotation rates (lower panel) obtained for each mode fit individually. The dark blue symbols represent the best solutions (i.e., those illustrated in Fig. 10). The small light blue dots are other solutions that satisfy the criterion $\chi^{2} \leq\left(N_{\text {bands }}-1\right)$, where $\chi^{2}$ is the $\chi^{2}$-value on the amplitudes for that particular mode and $N_{\text {bands }}$ is the number of bands in which that mode is detected. The light blue solutions thus give an idea of the uncertainties on the above results.
$R=\frac{g}{\Omega_{\mathrm{K}}{ }^{2}}$,
$R=\frac{v \sin i}{\Omega_{\mathrm{K}}\left(\Omega / \Omega_{\mathrm{K}}\right) \sin i}$,
where we recall that $\Omega_{\mathrm{K}}=f \Omega_{\mathrm{K}, \bmod }$. We note that we have neglected possible differences between the polar and equatorial radius in the above expressions. Given that the values of $\Omega / \Omega_{\mathrm{K}}$, $f$, and $i$ are selected by the MCMC algorithm, there is no reason to assume that the two above expressions give a priori the same values of $R$. One of the free parameters in the MCMC calculations might therefore be eliminated. We opted for a different approach, however, which consisted of keeping all of the free parameters, calculating $R$ using both of the above equations, and rejecting solutions for which the two values of $R$ differed by more than $20 \%$. The final value of $R$ was then obtained by minimizing the following least-squares cost function:
$J_{1}(R)=\left(\frac{R \Omega_{\mathrm{K}}-g}{\sigma_{g}}\right)^{2}+\left(\frac{R \Omega \sin i-v \sin i}{\sigma_{v}}\right)^{2}$.
The mass was subsequently obtained through the Keplerian breakup rotation rate and the above radius:
$M=\frac{R^{3} \Omega_{\mathrm{K}}{ }^{2}}{G}$.
At this point, it is useful to discuss the classical constraints on the fundamental atmospheric parameters of $\beta$ Pic. In Table 5 we list various constraints found in the literature. We note that other values have been obtained for some of these parameters: $\log g=4.15$ dex according to Gray et al. (2006), the angular diameter $\theta=0.84 \pm 0.12 \pm 0.10$ mas including limb darkening according to Di Folco et al. (2004), $\theta=0.712 \pm 0.010$ mas based on surface-brightness relations from Kervella et al. (2004) (see Defrère et al. 2012) and $v \sin i=130 \pm 4 \mathrm{~km} \mathrm{~s}^{-1}$ according to

Royer et al. (2002). It is then interesting to investigate to what extent these values are self-consistent. For this, we minimized the following cost function in order to obtain a coherent set of parameters:

$$
\begin{align*}
J_{2}\left(\theta, \pi, M, T_{\mathrm{eff}}\right)= & \left(\frac{\theta-\theta_{\mathrm{obs}}}{\sigma_{\theta}}\right)^{2}+\left(\frac{\pi-\pi_{\mathrm{obs}}}{\sigma_{\pi}}\right)^{2}+\left(\frac{T_{\mathrm{eff}}-\left(T_{\mathrm{eff}}\right)_{\mathrm{obs}}}{\sigma_{\mathrm{T}}}\right)^{2} \\
& +\left(\frac{M-M_{\mathrm{obs}}}{\sigma_{\mathrm{M}}}\right)^{2}+\left(\frac{\log _{10}\left(\frac{(2 \pi)^{2} G M}{\theta^{2} d^{2}}\right)-\log g_{\mathrm{obs}}}{\sigma_{\log g}}\right)^{2} \\
& +\left(\frac{4 \pi \sigma\left(\frac{\theta d}{2 \pi}\right)^{2} T_{\mathrm{eff}}{ }^{4}-L_{\mathrm{obs}}}{\sigma_{\mathrm{L}}}\right)^{2} \tag{6}
\end{align*}
$$

where $d$ is one AU that is used to convert parallax into distance, quantities with the subscript "obs" are the observed values from Table $5, \sigma_{x}, x$ representing any one of these quantities and the associated uncertainties, and $\sigma_{M}$ the average of the two errors on mass from the table. The above cost function makes use of the relations:
$L=4 \pi \sigma R^{2} T_{\text {eff }}{ }^{4}, \quad g=\frac{G M}{R^{2}}, \quad R=\frac{\theta d}{2 \pi}$,
where $\pi$ represents the parallax in the third equation. The best fit is provided in the fourth column of Table 5. The observational constraints are mostly consistent. This would have been less true if some of the alternate values such as $\log g=4.15$ dex (Gray et al. 2006) or $\theta=0.84 \pm 0.12 \pm 0.10$ (Di Folco et al. 2004) had been used. The errors were estimated by carrying out 10000 Monte Carlo realizations of the observed errors before carrying out the above minimization and taking the standard deviation of the resultant parameters. In some cases, these are very similar to the observed errors (e.g., the mass), whereas in other cases, they are considerably smaller (e.g., $\log g$ ).

In the MCMC runs that follow, we used the observational constraints directly rather than using the results from the fit, but ensured that the observational constraints encompassed the results from the fit. The error on the mass was increased by $50 \%$ to account for possible uncertainties resulting from the limited time span over which $\beta$ Pic b has been observed compared to the estimated orbital period (thus affecting the stellar mass estimate). We excluded solutions with masses or radii more than $3 \sigma$ away from the estimated values in order to avoid that the classic constraints were drowned out by the seismic ones. We also preferred the $v \sin i$ value from Koen et al. (2003) over that of Royer et al. (2002) because the resolution and $\mathrm{S} / \mathrm{N}$ in the spectroscopic observations are slightly higher, although we do note that the two values are within $2 \sigma$ of each other. We recall that the values and errors of $v \sin i$ and $\log g$ intervene when the radius is calculated during the MCMC runs (see Eq. (4)). These constraints are summarized in the last column of Table 5.

We started with an MCMC run using the observational errors on the frequencies and on the amplitudes. Figure 12 shows the best solution ${ }^{6}$ found from the run. The upper panel compares observed and theoretical amplitude in different photometric bands, whereas the lower panel compares the resultant spectra. A fairly good fit to the spectrum is achieved, but at the expense of the normalized amplitudes. The extremely small

[^6]Table 5. List of classical constraints and least-squares fit.

| Quantity | Value | Reference | Fit | MCMC runs |
| :--- | :---: | :---: | :---: | :---: |
| Mass $\left(M_{\odot}\right)$ | $1.80_{-0.04}^{+0.03}$ | Wang et al. (2016) | $1.797 \pm 0.035$ | Truncated Gaussian ${ }^{(a)} 1.797 \pm 0.053$ |
| Parallax, $\pi$ (mas) | $51.44 \pm 0.12$ | van Leeuwen (2007) | $51.45 \pm 0.12$ | - |
| Angular diameter, $\theta$ (mas) | $0.736 \pm 0.019^{(b)}$ | Defrère et al. (2012) | $0.716 \pm 0.012$ | - |
| Radius $\left(R_{\odot}\right)$ | $1.538 \pm 0.040$ | Deduced from $\pi$ and $\theta$ | $1.497 \pm 0.025$ | Truncated Gaussian ${ }^{(a)} 1.538 \pm 0.040$ |
| $\log g(\operatorname{dex})$ | $4.25 \pm 0.10$ | Lanz et al. (1995) | $4.343 \pm 0.017$ | Gaussian $4.25 \pm 0.10$ |
| Luminosity $\left(L_{\odot}\right)$ | $8.47 \pm 0.23^{(c)}$ | Crifo et al. (1997) | $8.62 \pm 0.21$ | - |
| $T_{\text {eff }}\left(\mathrm{K}^{(c)}\right.$ | $8143 \pm 67$ | Average from multiple papers ${ }^{(d)}$ | $8090 \pm 59$ | - |
| $v \sin i\left(\mathrm{~km} \mathrm{~s}^{-1}\right)$ | $124 \pm 3$ | Koen et al. (2003) | - | Gaussian $124 \pm 3$ |

Notes. ${ }^{(a)}$ The truncated Gaussian distributions are truncated at $\pm 3 \sigma$, i.e., solutions are rejected beyond this limit. ${ }^{(b)} \theta$ is the limb-darkened angular diameter (Defrère et al. 2012). This error is obtained as the quadratic sum of the statistical and systematic errors given in Defrère et al. (2012). ${ }^{(c)}$ This is deduced from the value of $M_{\text {bol }}$ rather than $L$ provided in Crifo et al. (1997), and assuming it has the same uncertainty as $M_{v}$. ${ }^{(d)}$ The following values and errors were used in this average: 7995 K (Saffe et al. 2008, using the calibration of Castelli et al. 1997), $8035 \pm 74 \mathrm{~K}$ (Zorec \& Royer 2012), $8045 \pm 97 \mathrm{~K}$ (Blackwell \& Lynas-Gray 1998), 8052 K (Gray et al. 2006), 8084 K (Schröder et al. 2009), 8128 K (Allende Prieto \& Lambert 1999), 8157 K (Saffe et al. 2008, using the calibration of Napiwotzki et al. 1993), 8200 K (Holweger \& Rentzsch-Holm 1995 ), $8230 \pm 350 \mathrm{~K}$ (Sokolov 1995), $8300 \pm 282 \mathrm{~K}$ (David \& Hillenbrand 2015), 8500 K (Mittal et al. 2015), 8543 K (da Silva et al. 2009).
errors on the frequencies mean that the normalized amplitudes are hardly taken into account. The parameters of this fit are given in the first row of Table 6 and the corresponding mode identifications are provided both in Fig. 12 and in the second column of Table 7.

In order to obtain a more complete picture of the posterior probability distribution resulting from the above constraints, we show a triangle plot of the distribution of solutions obtained through the MCMC run in Fig. 13. This figure contains scatter plots for pairs of variables and histograms for single variables. These are color-coded according to the mode identification in the solution. The MCMC run produced several isolated groups of solutions in the parameter space, associated with different mode identifications. Accordingly, providing errors that cover all of these solutions is not meaningful; instead, we provide below errors along with the statistical averages for the group of solutions with the same identification as the best solution, that is, the solution that minimizes our cost function. These are provided on the line below the best solution in Table 6 for each configuration. Nonetheless, some of the other groups of solutions can also be quite important. For instance, the turquoise group contains a number of solutions with inclinations ranging from 83 to $90^{\circ}$, which seems more realistic given the orientation of the orbit of $\beta$ Pic b and the disk around the star. The statistical averages and standard deviations are provided in the third line of Table 7 (excluding the line with the headers). The corresponding mode identifications are provided in the third column of Table 7.

In order to increase the weight of the observed amplitudes in the fit, we carried out other MCMC runs using a uniform frequency tolerance, denoted $\sigma_{\mathrm{F}}$. This frequency tolerance acts as a trade-off parameter between fitting the spectrum and matching the amplitudes. If a low value is chosen for $\sigma_{\mathrm{F}}$, the MCMC algorithm will favor solutions where the frequencies are a good match to the observations, but the amplitudes will be a poor fit. Conversely, high values of $\sigma_{\mathrm{F}}$ lead to the opposite behavior. Fig. C. 1 in Appendix C shows the solutions obtained for $\sigma_{\mathrm{F}}=$ $0.01 \mathrm{~d}^{-1}$ and $0.05 \mathrm{~d}^{-1}$ respectively. The corresponding identifications are provided in these figures as well as in Table 7. The resultant parameters are given in lines $4-7$ of Table 6 (excluding the header line). The different choices of $\sigma_{\mathrm{F}}$ have led to rather different solutions that both match the observations fairly well, however. Moreover, the solution for $\sigma_{\mathrm{F}}=0.05 \mathrm{~d}^{-1}$ is fairly close to equator-on. This may be realistic for $\beta$ Pic because of the nearly edge-on configuration of its disk and the planetary
orbit, and because plausible mechanisms that might misalign the system are lacking. Nonetheless, this solution includes a few odd modes, that is, modes that are antisymmetric with respect to the equator, as we show in Table 7 (by calculating the parity of $\ell+m$ ). This seems somewhat unrealistic because such modes should cancel out for an equator-on configuration and thus not be visible. Accordingly, we carried out an MCMC run for $\sigma_{\mathrm{F}}=0.05 \mathrm{~d}^{-1}$ including only even modes and restricting the inclination to values between $70^{\circ}$ and $90^{\circ}$ (rather than $0^{\circ}$ to $90^{\circ}$ ). The corresponding solution is also shown in Fig. C.1, and the resultant parameters given in Table 6. Although this solution has fairly similar parameter values for $\Omega / \Omega_{\mathrm{K}}$ and $i$ as the previous solution including even and odd modes, this solution corresponds to a completely different set of mode identifications. Furthermore, the inclination $i=76.8^{\circ}$ is not entirely satisfactory as it is sufficiently far from equator-on to invalidate the exclusion of odd modes.

Another MCMC run was carried out using $\sigma_{\mathrm{F}}=0.1 \mathrm{~d}^{-1}$ in search of solutions that were closer to equator-on. The best solution is shown in Fig. 12 and the corresponding parameters are given in Table 6. This solution is much closer to equator-on. The statistical average value for the inclination provided in Table 6 is biased because the inclination range is bounded by $90^{\circ}$, which artificially leads to a lower average. This best solution contains several modes with a similar identification as was obtained for $\sigma_{\mathrm{F}}=0.05 \mathrm{~d}^{-1}$ with even and odd modes, except for an offset of 1 on the radial order. Finally, Fig. 14 provides a color-coded triangle plot showing the distribution of solutions in parameter space. A diversity of identifications is obtained. Furthermore, the group associated with the best solution (light green-yellow) clearly peaks at $90^{\circ}$, thus favoring an equator-on configuration.

Another factor to be taken into account is that some of the amplitudes change significantly in the BRITE $R$ band between two observational runs. The amplitude of the F11 mode at $50.49 \mathrm{~d}^{-1}$ is 0.84 mmag in $2016 / 17$ and increases to 1.06 mmag in 2017/18. Likewise, the amplitude of the F13 mode at $53.69 \mathrm{~d}^{-1}$ is 0.40 mmag in $2016 / 17$ in BRITE $R$ and increases to 1.27 mmag in $2017 / 18$. The fits carried out so far were primarily based on the 2016/17 data. We therefore carried out a few more MCMC runs using the 2017/18 data instead. The resultant best solutions as well as relevant statistical averages and standard deviations are listed in Table 6. The corresponding mode identifications are provided in Table 7. The choice of observing season does have some effect on the values of $\Omega / \Omega_{\mathrm{K}}, i$, and $f$,


Fig. 12. Upper panel: observed and best-fitting mode-normalized amplitudes in different photometric bands using the true errors and $\sigma_{\mathrm{F}}=0.1$ on the frequencies. In the latter case, only even modes are retained and the inclination search interval is [ $70^{\circ}, 90^{\circ}$ ] rather than $\left[0^{\circ}, 90^{\circ}\right]$. The $(n, \ell, m)$ mode identifications are provided in each panel. Lower panel: observed vs. theoretical pulsation spectra for the two above cases. The observed frequencies are represented by the continuous vertical lines that span the plot. In both panels, the observations are shown in blue and the theoretical results and annotations are color-coded. $\chi^{2}$ calculations have 18 degrees of freedom, i.e., $\Omega / \Omega_{\mathrm{K}}, i, f$, and the 15 free amplitudes. In the upper panel, $\chi_{\text {ampl }}^{2}$ for the $\sigma_{F}=0.1$ (even) case is 412.3 , while $\chi_{\text {ampl }}^{2}$ for the true seismic case is 467.8 .
especially for $\sigma_{\mathrm{F}}=0.05 \mathrm{~d}^{-1}$ using only even modes. The mode identification is completely modified for this particular case, but is hardly affected for $\sigma_{\mathrm{F}}=0.1 \mathrm{~d}^{-1}$ with even modes.

It is expected that modifying the amplitudes of two modes can affect the entire mode identification because the MCMC algorithm optimizes the fit to all of the modes simultaneously. Furthermore, the seismic and amplitude-related values of $\chi^{2}$ are degraded in almost all cases. This shows that the models clearly provide a better match to the $2016 / 17$ run than to that in $2017 / 18$. One possible explanation for this poorer fit is the fact that the observations in the various photometric bands are not simultaneous and are for the most part more representative of the 2016/17 time period. Ideally, amplitude changes should proportionally be the same in the different bands over similar time periods and should therefore cancel out when normalized
amplitudes are calculated because these only depend on mode geometry.

Overall, our favored solution is obtained for $\sigma_{\mathrm{F}}=0.1 \mathrm{~d}^{-1}$, using only even modes. This solution seems to be the most coherent in terms of stellar inclination, given the measured inclination of the planetary orbit and the circumstellar disk of $88.81 \pm$ $0.12^{\circ}$ (Wang et al. 2016). It also leads to the best fit with the normalized amplitudes. However, the price to pay is a relatively high $\chi^{2}$ value for the seismic component (although the theoretical frequencies come in the same order as the observed ones). Possible causes for this significant difference in the frequencies include shortcomings in the stellar models. In particular, the models are uniformly rotating. This does not seem very realistic because baroclinic effects are expected to lead to differential rotation as shown in more realistic models based on the ESTER code

Table 6. Best solutions obtained for different MCMC runs.

| MCMC run | $\Omega / \Omega_{\mathrm{K}}$ | $i\left(\mathrm{in}^{\circ}\right)$ | $f\left(\mathrm{in}^{-1}\right)$ | $R\left(\right.$ in $\left.R_{\odot}\right)$ | $M\left(\right.$ in $\left.M_{\odot}\right)$ | $\chi_{\mathrm{ampl}}^{2}$ | $\chi_{\text {seismic }}^{2}$ | $\chi_{\text {seismic }}^{2}(\text { true })$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| True seismic | 0.3903 | 45.3 | 0.96960 | 1.638 | 1.718 | 467.8 | 2615 | $3.0 \times 10^{6}$ |
|  | $0.3903 \pm 0.0002$ | $45.3 \pm 0.2$ | $0.96960 \pm 0.00005$ | $1.638 \pm 0.006$ | $1.719 \pm 0.020$ |  |  |  |
|  | $0.2732 \pm 0.0001$ | $86.1 \pm 1.3$ | $0.92894 \pm 0.00006$ | $1.652 \pm 0.002$ | $1.793 \pm 0.007$ |  |  |  |
| $\sigma_{\mathrm{F}}=0.01$ | 0.3977 | 42.9 | 1.0241 | 1.595 | 1.755 | 468.8 | 1017 | $1.2 \times 10^{7}$ |
|  | $0.3977 \pm 0.0002$ | $42.9 \pm 0.5$ | $1.0241 \pm 0.0001$ | $1.595 \pm 0.015$ | $1.756 \pm 0.049$ |  |  |  |
| $\sigma_{\mathrm{F}}=0.05$ | 0.2625 | 80.4 | 1.0656 | 1.505 | 1.800 | 412.7 | 2257 | $7.8 \times 10^{7}$ |
|  | $0.2624 \pm 0.0011$ | $82.3 \pm 3.7$ | $1.0656 \pm 0.0004$ | $1.501 \pm 0.011$ | $1.786 \pm 0.041$ |  |  |  |
| $\sigma_{\mathrm{F}}=0.05(2017 / 18)$ | 0.2599 | 86.0 | 1.0630 | 1.505 | 1.794 | 508.8 | 2017 | $2.8 \times 10^{7}$ |
|  | $0.2601 \pm 0.0011$ | $84.8 \pm 3.2$ | $1.0630 \pm 0.0005$ | $1.509 \pm 0.009$ | $1.809 \pm 0.032$ |  |  |  |
| $\sigma_{\mathrm{F}}=0.05$ (even) | $0.2742$ | $76.5$ | $0.9978$ | $1.570$ | $1.776$ | 449.1 | 4723 | $1.3 \times 10^{8}$ |
|  | $0.2736 \pm 0.0015$ | $78.6 \pm 3.6$ | $0.9976 \pm 0.0003$ | $1.565 \pm 0.015$ | $1.758 \pm 0.052$ |  |  |  |
| $\sigma_{\mathrm{F}}=0.05($ even, 2017/18) | 0.2799 | 79.8 | 0.9298 | 1.636 | 1.737 | 528.9 | 7211 | $9.0 \times 10^{7}$ |
|  | $0.2801 \pm 0.0013$ | $81.5 \pm 3.6$ | $0.9298 \pm 0.0005$ | $1.631 \pm 0.012$ | $1.720 \pm 0.039$ |  |  |  |
| $\sigma_{\mathrm{F}}=0.1($ even $)$ | 0.2723 | 89.9 | 0.9258 | 1.658 | 1.802 | 412.3 | 6559 | $6.5 \times 10^{7}$ |
|  | $0.2735 \pm 0.0007$ | $87.8 \pm 1.6$ | $0.9262 \pm 0.0004$ | $1.653 \pm 0.004$ | $1.785 \pm 0.013$ |  |  |  |
| $\sigma_{\mathrm{F}}=0.1($ even, 2017/18) | 0.2723 | 89.2 | 0.9258 | 1.658 | 1.802 | 515.9 | 8049 | $6.2 \times 10^{7}$ |
|  | $0.2735 \pm 0.0007$ | $87.6 \pm 1.6$ | $0.9262 \pm 0.0004$ | $1.653 \pm 0.004$ | $1.785 \pm 0.013$ |  |  |  |

Notes. Two lines are provided for each configuration, except for the first configuration. The upper line shows the best solution (i.e., the solution that minimizes the cost function). The $\chi_{\text {seismic }}^{2}$ values given in the penultimate column have all been calculated using a frequency tolerance $\sigma_{\mathrm{F}}=0.01 \mathrm{~d}^{-1}$ even if the MCMC run may have used a different value of $\sigma_{\mathrm{F}}$. The second line gives the statistical averages and standard deviations of all of the solutions with the same mode identification as the best solution. These uncertainties therefore do not account for the dispersion resulting from other identifications, or from systematic effects that may occur as a result of limitations in the models. The third line for the first configuration corresponds to a near equator-on set of secondary solutions obtained for the first MCMC run.

Table 7. Mode identifications in the form $(n, \ell, m)$ for best and alternate configurations.

| No.\# | True seismic |  | $\sigma_{\mathrm{F}}=0.01$ | $\sigma_{\mathrm{F}}=0.05$ | $\begin{aligned} & \sigma_{\mathrm{F}}=0.05 \\ & (2017 / 18) \\ & \hline \end{aligned}$ | $\begin{gathered} \sigma_{\mathrm{F}}=0.05 \\ \quad \text { (even) } \end{gathered}$ | $\begin{gathered} \sigma_{\mathrm{F}}=0.05 \\ \text { (even, 2017/18) } \end{gathered}$ | $\begin{gathered} \sigma_{\mathrm{F}}=0.1 \\ \text { (even) } \end{gathered}$ | $\begin{gathered} \sigma_{\mathrm{F}}=0.1 \\ \text { (even, 2017/18) } \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Best | Alternate |  |  |  |  |  |  |  |
| F1 | $(3,1,0)$ | $(3,2,1)$ | $(2,2,-2)$ | $(1,3,-3)$ | $(2,3,1)$ | $(3,2,2)$ | $(3,1,-1)$ | $(2,3,-3)$ | (2, 3, -3) |
| F2 | $(3,2,-1)$ | $(4,2,2)$ | $(4,3,3)$ | $(3,3,3)$ | $(3,3,3)$ | $(3,2,0)$ | $(4,2,2)$ | $(4,2,2)$ | $(4,2,2)$ |
| F3 | $(3,3,-1)$ | $(4,3,3)$ | $(4,1,1)$ | $(3,1,-1)$ | $(3,1,-1)$ | $(3,3,1)$ | (3, 3, -1) | $(3,3,-1)$ | ( $3,3,-1$ ) |
| F4 | $(5,1,1)$ | $(4,2,-1)$ | $(4,1,-1)$ | $(3,3,0)$ | $(3,3,0)$ | $(4,1,-1)$ | $(5,0,0)$ | $(4,2,-2)$ | $(4,2,-2)$ |
| Fc | $(4,2,-2)$ | $(5,2,2)$ | $(5,3,3)$ | $(3,3,-1)$ | ( $3,3,-1$ ) | $(4,2,0)$ | $(5,2,2)$ | $(5,2,2)$ | $(5,2,2)$ |
| F5 | $(4,3,-1)$ | $(5,3,3)$ | $(5,2,2)$ | $(4,3,3)$ | $(4,3,3)$ | $(4,3,1)$ | $(4,3,-1)$ | $(5,3,3)$ | $(5,3,3)$ |
| F6 | $(5,3,2)$ | $(5,1,0)$ | $(4,3,0)$ | $(4,1,-1)$ | $(4,1,-1)$ | $(5,0,0)$ | $(5,1,-1)$ | $(5,1,-1)$ | $(5,1,-1)$ |
| F7 | $(5,2,1)$ | $(5,2,1)$ | $(4,2,-2)$ | $(3,3,-3)$ | $(4,3,2)$ | $(4,2,-2)$ | $(4,3,-3)$ | $(4,3,-3)$ | $(4,3,-3)$ |
| F8 | $(5,3,1)$ | $(4,3,-3)$ | $(4,3,-1)$ | $(4,2,0)$ | $(4,2,0)$ | $(5,1,1)$ | $(5,2,0)$ | $(5,2,0)$ | $(5,2,0)$ |
| F9 | $(6,3,3)$ | $(5,3,1)$ | $(5,3,2)$ | $(4,3,1)$ | $(4,3,1)$ | $(4,3,-1)$ | $(5,3,1)$ | $(5,3,1)$ | $(5,3,1)$ |
| F11 | $(6,1,1)$ | $(5,2,-2)$ | $(5,1,-1)$ | $(4,2,-2)$ | $(4,2,-2)$ | $(5,1,-1)$ | $(6,1,1)$ | $(6,1,1)$ | $(6,1,1)$ |
| F12 | $(5,3,0)$ | $(5,3,0)$ | $(5,1,0)$ | $(5,1,1)$ | $(4,3,0)$ | $(4,3,-3)$ | $(6,2,2)$ | $(6,2,2)$ | $(6,2,2)$ |
| F13 | $(6,3,1)$ | $(6,2,1)$ | $(5,3,0)$ | $(5,1,0)$ | $(4,3,-2)$ | $(6,0,0)$ | $(5,3,-3)$ | $(6,1,-1)$ | $(5,3,-3)$ |
| F14 | $(6,2,0)$ | $(5,3,-3)$ | $(6,0,0)$ | $(4,3,-2)$ | $(5,1,-1)$ | $(5,2,-2)$ | $(6,1,-1)$ | $(5,3,-3)$ | $(6,1,-1)$ |
| F15 | $(6,2,1)$ | $(6,2,0)$ | $(5,3,-1)$ | $(5,2,1)$ | $(5,2,1)$ | $(6,1,1)$ | $(6,2,0)$ | $(6,2,0)$ | $(6,2,0)$ |

Notes. The boldfaced mode identifications in Cols. 8 and 10 correspond to modes for which the theoretical frequencies are in the inverse order compared to observations (i.e., the two modes are swapped), likely as a result of favoring normalized amplitudes over frequencies.
(Espinosa Lara \& Rieutord 2013; Rieutord et al. 2016). This in turn will affect rotational splittings (Reese et al. 2009), thus modifying the frequencies of non-axisymmetric modes. The differences between the fitted and observed mode amplitudes also still remain relatively high even for the most favorable solution. Possible causes for this include the use of pseudo-nonadiabatic mode visibilities rather than visibilities based on fully nonadiabatic calculations.

However, at this point it is not possible to obtain reliable fully nonadiabatic calculations. Rapidly rotating models that solve the energy conservation equation in a consistent way would be required, which is currently only achieved in the ESTER code. However, the ESTER code does not currently model subsurface
convective envelopes, which is expected to be relevant in a star of this mass. Another limitation in the visibility calculations is the fact that they do not rely on realistic model atmospheres but rather on blackbody spectra, as was pointed out earlier. Finally, another factor that needs to be considered is the set of modes used in the identification. We restricted ourselves to modes with $\ell$ between 0 and 3 . However, visibility calculations at rapid rotation rates suggest that higher $\ell$ modes may become more visible (e.g., Lignières \& Georgeot 2009). Carrying out fits with higher $\ell$ values does lead to better fits with $\chi_{\text {ampl }}^{2}$ below 400 and/or $\chi_{\text {seismic }}^{2}$ below 1000 in some cases, as expected. An alternative approach may therefore be to select modes based on their visibilities at the relevant rotation rate, rather than using a predefined


Fig. 13. Distribution of solutions resulting from the seismic contraints (with the true observational errors), normalized amplitudes, and observed values of $\log g$ and $v \sin i$. The plots along the diagonal are histograms for single variables, whereas the remaining plots are scatter plots for pairs of variables. The plots are color-coded according to the mode identification. The solutions shown in red have the same $n, \ell, m$ identification as the best solution.
set of modes, as was done above. Nonetheless, nonlinear mode coupling and saturation mechanisms may lead to intrinsic mode amplitudes that alter which modes are actually observed compared to what would be expected from geometric visibility factors.

## 7. Discussion and conclusion

The exoplanet host star $\beta$ Pic was already known to show p-mode pulsations of $\delta$ Scuti-type (Koen 2003; Koen et al. 2003; Mékarnia et al. 2017). Because observations with the Kepler space telescope (Borucki et al. 2010) revealed that many $\delta$ Scuti stars show both $p$ - and $g$-modes (Uytterhoeven et al. 2011), we also investigated the presence of $g$-modes in our $\beta$ Pic data sets. The modes would be expected to lie in the frequency range between 0.3 and $3 \mathrm{~d}^{-1}$ (Aerts et al. 2010). BRITE-Constellation observations are known to be in particular sensitive to frequencies in this range (e.g., Baade et al. 2018b; Ramiaramanantsoa et al. 2018) because of the observing strategy of the satellites (Weiss et al. 2014).

Using our best data set alone (i.e., the BRITE $R$-filter observations of 2016/17, which reach the lowest residual noise level) and a combination of three seasons of BRITE $R$-filter observations, we did not find evidence for the presence of $g$-modes down to a residual noise level of 36 ppm . It is therefore evident that if
$g$-modes exist in $\beta$ Pic, they must possess even lower amplitudes that remain undetected in the data sets analyzed here.

Our 15 identified pulsation frequencies correspond to the 14 highest amplitude frequencies in Mékarnia et al. (2017), which are numbered $f_{1}$ to $f_{14}$ and their frequency $f_{23}$. Because the residual noise level of 9.45 ppm is significantly lower in Mékarnia et al. (2017) than our best data set (i.e., the BRITE $R$-filter observations obtained in 2016/17) with a residual noise level of 40 ppm , not all the pulsation frequencies reported earlier are identified to be significant in our analysis.

We used the amplitudes of $15 \delta$ Scuti-type p-mode frequencies detected in up to five different passbands, BRITE $B$ and $R$, SMEI, bRing and ASTEP $i^{\prime}$, to calculate normalized amplitudes for an asteroseismic study of $\beta$ Pic and an identification of its pulsation modes. This analysis was complicated by the fact that two pulsation frequencies show a clear variability in our time-series observations: The frequency F13 at $53.6917 \mathrm{~d}^{-1}$ first decreases between the 2015 and 2016/17 observations and then increases again between 2016/17 and 2018; the amplitude of frequency F11 at $50.4921 \mathrm{~d}^{-1}$ constantly increases in the observations obtained between 2015 and 2018. This behavior was consistently found in the BRITE-Constellation and the bRing data and confirms earlier reports by Mékarnia et al. (2017). All other pulsation modes have stable amplitudes within the observational errors.


Fig. 14. Same as Fig. 13 except $\sigma_{\mathrm{F}}=0.1 \mathrm{~d}^{-1}$ has been used as a frequency tolerance, the inclination has been restricted to the [ $70^{\circ}, 90^{\circ}$ ] interval and odd modes have been excluded.

In general, the variability of certain amplitudes should proportionally be the same in different bands over similar periods of time; thus amplitude variability should not affect the calculations of normalized amplitudes given that these only depend on mode geometry. In the present case, the observations obtained by BRITE-Constellation, bRing, and ASTEP were not taken exactly simultaneously, but with overlapping periods of time, and the SMEI photometry was obtained years before. The variable amplitudes of the two modes therefore affect the observed normalized amplitudes and thus the identification of the pulsation modes.

For our asteroseismic interpretation of the normalized amplitudes, we used the most precise BRITE $R$-filter data set (i.e., the ~224-day-long BRITE $R$-filter observations obtained in 2016/17 with a residual noise level of 40 ppm ), the simultaneous BRITE $B$-filter observations of 2016/17, the overall amplitudes obtained from the bRing and SMEI data, and the previously published ASTEP $i^{\prime}$ amplitudes. From this, our favored solution of the asteroseismic models was obtained for a relatively high value for the frequency tolerance $\sigma_{\mathrm{F}}=0.1 \mathrm{~d}^{-1}$ on the frequencies, only including even modes. This leads to the best fit to the normalized amplitudes, while at the same time we obtain a near equator-on inclination of $i=89.1^{\circ}$, which is in agreement with our expectations based on the orbital inclination of $\beta$ Pic b as well as that of the circumstellar disk. Correspondingly, the pulsation modes were identified as three $\ell=1$, $\operatorname{six} \ell=2$, and $\operatorname{six} \ell=3$ modes. Our preferred model also yields a rotation rate of $\sim 27 \%$ of

Keplerian breakup velocity, a radius of $1.497 \pm 0.025 R_{\odot}$ and a mass of $1.797 \pm 0.035 M_{\odot}$ corresponding to an error of $\sim 2 \%$ in stellar mass and less than $2 \%$ in stellar radius. These errors do not account for uncertainties in the models and for errors resulting from an erroneous mode identification. The difference between the observations and the theory remains high, which implies that the model errors could be quite significant. Although the errors on mass and radius of $\beta$ Pic are quite small, they therefore only account for a small part of the true error. The choice of observing season has only a limited effect on the values of $\Omega / \Omega_{\mathrm{K}}, i$, and $f$ when a relatively large observational frequency tolerance $\sigma_{\mathrm{F}}=0.1 \mathrm{~d}^{-1}$ on the frequencies is assumed. Finally, the choice of what set of theoretical modes should be considered when fitting the observations remains an open question.

Our analysis yields an independent and more accurate determination of the stellar parameters based on the combination of classic constraints with the pulsational properties of $\beta$ Pictoris derived in multiple passbands. We illustrated that adding seismic constraints considerably reduces the set of acceptable theoretical models and therefore results in higher precision.

Mode identification in rapidly rotating $\delta$ Scuti stars is one of the outstanding problems in stellar physics (e.g., Goupil et al. 2005; Deupree 2011). Our work constitutes an important step in addressing this, and it therefore illustrates the importance of good priors on the classic quantities. However, the seismic analysis can still further restrict the acceptable values for the mass and radius. Additionally, $\beta$ Pictoris is a $\delta$ Scuti-type star where
most pulsation amplitudes remain stable over many years, while a few change sometimes even significantly. This makes it another candidate for future studies of the physical reasons of amplitude variability versus stability in $\delta$ Scuti stars. Our search for $g$-modes in our data sets was motivated by the idea to use them to probe the near-core region of $\beta$ Pictoris; the detection of $g$ modes would allow us to investigate differential rotation in the stellar interiors using prograde and retrograde pulsation modes (e.g., Zwintz et al. 2017) and study the angular momentum distribution (e.g., Aerts et al. 2017). The absence of a magnetic field (i.e., if there is a magnetic field, its strength has to be lower than 300 G ) might also be a crucial factor to be considered when the exoplanetary system and circumstellar disk around $\beta$ Pictoris are studied.
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## Appendix A: Supplementary figures for the frequency analysis of BRITE data



Fig. A.1. Frequency analysis of the BHr 2015 data. Spectral window (panel a), original amplitude spectrum from 0 to $100 \mathrm{~d}^{-1}$ (panel b), zoom into the original amplitude spectrum (panel c), and residual amplitude spectrum after prewhitening of the eight frequencies (panel d) with the residual noise level marked as horizontal dashed line. The triangles mark the frequencies found in the ASTEP data by Mékarnia et al. (2017). Vertical dashed lines mark the positions of the orbital frequencies of the BHr satellite and its multiples.

Figure A. 1 shows the amplitude spectrum of the original BHr data (gray) with the eight identified frequencies (red). The orbital frequency of BHr at $14.831 \mathrm{~d}^{-1}$ and its multiples are given as dashed dark red lines. Some of the peaks with high amplitude are alias frequencies to one of the pulsation frequencies with the orbital frequency and disappear after prewhitening.

The amplitude spectrum using the $\mathrm{BHr} 2017 / 18$ data is shown in Fig. A.2, where again the frequencies reported by Mékarnia et al. (2017) are marked as gray triangles, the orbital frequency of BHr and its multiples are identified as dark red dashed lines, and the spectral window is given in the top panel.

The frequency analysis of the combined BRITE $R$-filter data yielded the same pulsation frequencies as given in Table 2. The corresponding amplitude spectrum with the identified frequencies marked in red is shown in Fig. A.3.


Fig. A.2. Frequency analysis of the $\mathrm{BHr} 2017 / 2018$ data: spectral window (panel a), original amplitude spectrum from 0 to $100 \mathrm{~d}^{-1}$ (panel b), zoom into the original amplitude spectrum (panel c), and residual amplitude spectrum after prewhitening of the eight frequencies (panel d). The triangles mark the frequencies found in the ASTEP data by Mékarnia et al. (2017). Vertical dashed lines mark the positions of the orbital frequency of the respective satellite and its multiples.


Fig. A.3. Frequency analysis of the combined BRITE $R$-filter data. Spectral window (top) and original amplitude spectrum from 30 to $60 \mathrm{~d}^{-1}$ (bottom) with the identified pulsation frequencies marked in red.

## Appendix B: Supplementary material for amplitude variability using bRing data



Fig. B.1. Amplitude behavior of the pulsation frequencies with the three highest amplitudes during the bRing observations calculated from 100day subsets.

Investigation of the amplitude variability using the bRing time series, which consists of observations taken in South Africa and Australia. Because the Australian bRing instrument had first light on 1 December 2017, corresponding to a JD of ~2458091.0, we did not detect the three frequencies F8, F11, and F13 in the subsets using the first about 200 days of the bRing light curve. Unfortunately, the errors on the amplitudes calculated from the individual subsets are mostly too high for a reliable study of amplitude variability from this data set.


Fig. C.1. Same as Fig. 12 except that $\sigma_{\mathrm{F}}=0.01$ (all modes and inclinations), $\sigma_{\mathrm{F}}=0.05$ (all modes and inclinations), and $\sigma_{\mathrm{F}}=0.05$ (even modes and inclination between $70^{\circ}$ and $90^{\circ}$ ) have been used during the MCMC runs. The $\chi_{\text {seismic }}^{2}$ values are calculated using $\sigma_{\mathrm{F}}=0.01$ regardless of the values $\sigma_{\mathrm{F}}$ used during the MCMC runs, in order to allow direct comparison. Upper panel: For the case of $\sigma_{\mathrm{F}}=0.05$ using only even modes, $\chi_{\text {ampl }}^{2}$ is 449.1 , for the case of $\sigma_{\mathrm{F}}=0.05$ the $\chi_{\text {ampl }}^{2}$ value is 412.7 and for the case of $\sigma_{\mathrm{F}}=0.01$ the $\chi_{\text {ampl }}^{2}$ value is 468.8 .

## Appendix C: Supplementary material for the asteroseismic interpretation

Figure C. 1 shows the best matches from the MCMC runs between observed and theoretical multicolor amplitudes and spectra using $\sigma_{\mathrm{F}}=0.01$ and $\sigma_{\mathrm{F}}=0.05 \mathrm{~d}^{-1}$ as tolerances on the frequencies and restricting the theoretical spectrum to even modes and the inclination to the $\left[70^{\circ}, 90^{\circ}\right]$ interval in the last case.

Table C. 1 lists the complete theoretical model frequency spectra from our best-fitting solutions. The frequencies in boldface are those that matched the pulsations of $\beta$ Pic. Those in italics were filtered out before the fitting process because they correspond to modes that are antisymmetric with respect to the equator, and only near equator-on solutions were being searched for in these particular MCMC runs. We note that these predicted frequencies are subject to large uncertainties in the models, and will change significantly when the input physics are improved.

Table C.1. Complete spectra from best fitting solutions.

| ( $n, \ell, m$ ) | True seismic |  | $\sigma_{\mathrm{F}}=0.01$ | $\sigma_{\mathrm{F}}=0.05$ | $\begin{aligned} & \sigma_{\mathrm{F}}=0.05 \\ & (2017 / 18) \end{aligned}$ | $\begin{gathered} \sigma_{\mathrm{F}}=0.05 \\ \text { (even) } \end{gathered}$ | $\begin{gathered} \sigma_{\mathrm{F}}=0.05 \\ (\mathrm{even}, 2017 / 18) \end{gathered}$ | $\begin{gathered} \sigma_{\mathrm{F}}=0.1 \\ \text { (even) } \end{gathered}$ | $\begin{gathered} \sigma_{\mathrm{F}}=0.1 \\ \text { (even, 2017/18 } \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Best | Alternate |  |  |  |  |  |  |  |
| $(1,0,0)$ | 21.691 | 19.720 | 23.003 | 22.686 | 22.647 | 21.177 | 19.702 | 19.659 | 19.659 |
| $(1,1,-1)$ | 22.432 | 21.633 | 23.671 | 24.826 | 24.768 | 23.236 | 21.646 | 21.561 | 21.561 |
| $(1,1,0)$ | 21.277 | 20.662 | 22.443 | 23.734 | 23.684 | 22.192 | 20.663 | 20.596 | 20.596 |
| $(1,1,1)$ | 18.459 | 18.717 | 19.421 | 21.597 | 21.575 | 20.094 | 18.665 | 18.664 | 18.664 |
| $(1,2,-2)$ | 25.010 | 27.205 | 26.116 | 31.181 | 31.099 | 29.224 | 27.243 | 27.112 | 27.112 |
| $(1,2,-1)$ | 24.026 | 26.582 | 25.049 | 30.460 | 30.378 | 28.556 | 26.623 | 26.491 | 26.490 |
| $(1,2,0)$ | 24.597 | 25.090 | 25.843 | 28.830 | 28.772 | 26.946 | 25.086 | 25.010 | 25.009 |
| $(1,2,1)$ | 19.745 | 23.881 | 20.432 | 27.486 | 27.441 | 25.643 | 23.851 | 23.808 | 23.807 |
| $(1,2,2)$ | 16.857 | 22.197 | 17.304 | 25.638 | 25.618 | 23.828 | 22.121 | 22.136 | 22.135 |
| $(1,3,-3)$ | 29.164 | 29.963 | 30.598 | 34.291 | 34.189 | 32.192 | 30.034 | 29.858 | 29.857 |
| $(1,3,-2)$ | 27.578 | 28.713 | 28.909 | 32.909 | 32.823 | 30.845 | 28.754 | 28.615 | 28.615 |
| $(1,3,-1)$ | 25.760 | 27.167 | 26.988 | 31.216 | 31.153 | 29.177 | 27.163 | 27.080 | 27.080 |
| $(1,3,0)$ | 25.818 | 25.873 | 27.175 | 29.774 | 29.725 | 27.783 | 25.844 | 25.793 | 25.793 |
| $(1,3,1)$ | 21.663 | 24.267 | 22.598 | 28.013 | 27.988 | 26.051 | 24.192 | 24.198 | 24.198 |
| $(1,3,2)$ | 19.464 | 23.007 | 20.209 | 26.601 | 26.587 | 24.695 | 22.914 | 22.946 | 22.945 |
| $(1,3,3)$ | 17.066 | 21.328 | 17.638 | 24.752 | 24.761 | 22.885 | 21.191 | 21.278 | 21.278 |
| $(2,0,0)$ | 26.653 | 25.744 | 28.125 | 29.571 | 29.509 | 27.650 | 25.746 | 25.661 | 25.661 |
| $(2,1,-1)$ | 27.564 | 27.784 | 28.988 | 31.920 | 31.854 | 29.841 | 27.783 | 27.695 | 27.695 |
| $(2,1,0)$ | 28.117 | 27.188 | 29.666 | 31.217 | 31.148 | 29.202 | 27.197 | 27.100 | 27.099 |
| $(2,1,1)$ | 23.372 | 24.900 | 24.486 | 28.725 | 28.694 | 26.733 | 24.834 | 24.829 | 24.829 |
| $(2,2,-2)$ | 32.650 | 31.641 | 34.440 | 36.315 | 36.232 | 33.986 | 31.659 | 31.537 | 31.536 |
| $(2,2,-1)$ | 31.852 | 30.928 | 33.594 | 35.507 | 35.427 | 33.219 | 30.940 | 30.827 | 30.827 |
| $(2,2,0)$ | 29.576 | 29.574 | 31.134 | 34.024 | 33.965 | 31.759 | 29.547 | 29.483 | 29.482 |
| $(2,2,1)$ | 28.225 | 28.398 | 29.704 | 32.707 | 32.659 | 30.492 | 28.351 | 28.312 | 28.312 |
| $(2,2,2)$ | 25.416 | 26.614 | 26.676 | 30.751 | 30.730 | 28.568 | 26.517 | 26.541 | 26.541 |
| ( $2,3,-3$ ) | 36.294 | 35.011 | 38.291 | 40.147 | 40.046 | 37.609 | 35.050 | 34.893 | 34.893 |
| ( $2,3,-2$ ) | 35.218 | 34.122 | 37.147 | 39.148 | 39.055 | 36.652 | 34.149 | 34.009 | 34.008 |
| ( $2,3,-1$ ) | 32.952 | 32.791 | 34.694 | 37.688 | 37.615 | 35.216 | 32.780 | 32.687 | 32.687 |
| $(2,3,0)$ | 31.446 | 31.560 | 33.094 | 36.318 | 36.257 | 33.890 | 31.525 | 31.463 | 31.462 |
| $(2,3,1)$ | 28.897 | 30.006 | 30.341 | 34.613 | 34.576 | 32.214 | 29.927 | 29.920 | 29.920 |
| $(2,3,2)$ | 27.409 | 28.669 | 28.769 | 33.117 | 33.092 | 30.775 | 28.568 | 28.590 | 28.590 |
| $(2,3,3)$ | 24.580 | 26.833 | 25.724 | 31.101 | 31.103 | 28.794 | 26.681 | 26.766 | 26.766 |
| $(3,0,0)$ | 31.712 | 31.007 | 33.436 | 35.638 | 35.568 | 33.301 | 30.997 | 30.909 | 30.908 |
| $(3,1,-1)$ | 34.796 | 34.087 | 36.680 | 39.164 | 39.085 | 36.609 | 34.082 | 33.977 | 33.977 |
| $(3,1,0)$ | 34.662 | 33.529 | 36.575 | 38.523 | 38.445 | 36.010 | 33.526 | 33.422 | 33.421 |
| $(3,1,1)$ | 30.745 | 31.195 | 32.339 | 35.961 | 35.916 | 33.493 | 31.127 | 31.104 | 31.104 |
| $(3,2,-2)$ | 38.294 | 37.566 | 40.361 | 43.150 | 43.059 | 40.347 | 37.568 | 37.445 | 37.444 |
| $(3,2,-1)$ | 37.968 | 36.995 | 40.037 | 42.487 | 42.396 | 39.734 | 37.001 | 36.875 | 36.875 |
| $(3,2,0)$ | 34.891 | 35.316 | 36.697 | 40.659 | 40.596 | 37.922 | 35.267 | 35.209 | 35.209 |
| $(3,2,1)$ | 34.077 | 34.259 | 35.865 | 39.459 | 39.402 | 36.785 | 34.202 | 34.156 | 34.155 |
| $(3,2,2)$ | 30.584 | 32.161 | 32.089 | 37.162 | 37.136 | 34.522 | 32.042 | 32.073 | 32.073 |
| (3, 3, -3) | 42.129 | 41.090 | 44.416 | 47.161 | 47.052 | 44.135 | 41.113 | 40.955 | 40.955 |
| $(3,3,-2)$ | 41.393 | 40.335 | 43.645 | 46.303 | 46.199 | 43.324 | 40.353 | 40.203 | 40.203 |
| $(3,3,-1)$ | 39.026 | 38.981 | 41.081 | 44.820 | 44.737 | 41.862 | 38.958 | 38.858 | 38.858 |
| $(3,3,0)$ | 37.698 | 37.790 | 39.678 | 43.488 | 43.416 | 40.580 | 37.747 | 37.674 | 37.673 |
| $(3,3,1)$ | 34.941 | 36.156 | 36.696 | 41.699 | 41.652 | 38.817 | 36.065 | 36.051 | 36.051 |
| $(3,3,2)$ | 33.502 | 34.790 | 35.182 | 40.168 | 40.133 | 37.347 | 34.679 | 34.693 | 34.692 |
| $(3,3,3)$ | 30.347 | 32.789 | 31.783 | 37.974 | 37.970 | 35.189 | 32.620 | 32.705 | 32.705 |
| $(4,0,0)$ | 37.837 | 36.859 | 39.903 | 42.347 | 42.260 | 39.586 | 36.855 | 36.740 | 36.740 |
| $(4,1,-1)$ | 41.272 | 40.455 | 43.506 | 46.491 | 46.398 | 43.448 | 40.445 | 40.326 | 40.326 |
| $(4,1,0)$ | 41.375 | 40.105 | 43.650 | 46.073 | 45.977 | 43.073 | 40.104 | 39.976 | 39.976 |
| $(4,1,1)$ | 37.220 | 37.568 | 39.163 | 43.292 | 43.235 | 40.337 | 37.494 | 37.457 | 37.457 |
| $(4,2,-2)$ | 44.683 | 43.923 | 47.090 | 50.469 | 50.367 | 47.173 | 43.916 | 43.783 | 43.782 |

Table C.1. continued.

| $(n, \ell, m)$ | True seismic |  | $\sigma_{\mathrm{F}}=0.01$ | $\sigma_{\mathrm{F}}=0.05$ | $\begin{array}{c}\sigma_{\mathrm{F}}=0.05 \\ (2017 / 18)\end{array}$ | $\begin{array}{c}\sigma_{\mathrm{F}}=0.05 \\ (\text { even })\end{array}$ | $\begin{array}{c}\sigma_{\mathrm{F}}=0.05 \\ (\text { even, } 2017 / 18)\end{array}$ | $\sigma_{\mathrm{F}}=0.1$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| (even) |  |  |  |  |  |  |  |  |$)$

Table C.1. continued.

| ( $n, \ell, m$ ) | True seismic |  | $\sigma_{\mathrm{F}}=0.01$ | $\sigma_{\mathrm{F}}=0.05$ | $\begin{aligned} & \sigma_{\mathrm{F}}=0.05 \\ & (2017 / 18) \\ & \hline \end{aligned}$ | $\begin{gathered} \sigma_{\mathrm{F}}=0.05 \\ \text { (even) } \end{gathered}$ | $\begin{gathered} \sigma_{\mathrm{F}}=0.05 \\ \text { (even, 2017/18) } \end{gathered}$ | $\begin{gathered} \sigma_{\mathrm{F}}=0.1 \\ \text { (even) } \end{gathered}$ | $\begin{gathered} \sigma_{\mathrm{F}}=0.1 \\ \text { (even, 2017/18) } \\ \hline \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Best | Alternate |  |  |  |  |  |  |  |
| (7, 2, -1) | 64.812 | 63.257 | 68.341 | 72.679 | 72.531 | 67.938 | 63.250 | 63.054 | 63.053 |
| $(7,2,0)$ | 60.552 | 60.615 | 63.750 | 69.810 | 69.707 | 65.086 | 60.518 | 60.433 | 60.432 |
| $(7,2,1)$ | 60.700 | 60.352 | 63.933 | 69.465 | 69.353 | 64.807 | 60.278 | 60.167 | 60.167 |
| $(7,2,2)$ | 56.150 | 57.508 | 59.027 | 66.357 | 66.290 | 61.738 | 57.346 | 57.344 | 57.343 |
| (7,3, -3) | 67.570 | 66.603 | 71.199 | 76.560 | 76.412 | 71.528 | 66.576 | 66.392 | 66.391 |
| $(7,3,-2)$ | 67.557 | 66.369 | 71.199 | 76.258 | 76.103 | 71.280 | 66.360 | 66.156 | 66.156 |
| $(7,3,-1)$ | 64.335 | 64.485 | 67.719 | 74.233 | 74.117 | 69.244 | 64.399 | 64.289 | 64.288 |
| $(7,3,0)$ | 64.288 | 63.758 | 67.724 | 73.375 | 73.255 | 68.465 | 63.684 | 63.562 | 63.561 |
| $(7,3,1)$ | 60.200 | 61.571 | 63.286 | 71.010 | 70.930 | 66.103 | 61.417 | 61.393 | 61.392 |
| $(7,3,2)$ | 59.663 | 60.562 | 62.757 | 69.834 | 69.751 | 65.022 | 60.419 | 60.387 | 60.386 |
| $(7,3,3)$ | 55.210 | 57.902 | 57.946 | 66.932 | 66.894 | 62.151 | 57.674 | 57.746 | 57.745 |
| $(8,0,0)$ | 65.184 | 63.330 | 68.753 | 72.734 | 72.578 | 68.018 | 63.339 | 63.125 | 63.124 |
| $(8,1,-1)$ | 67.898 | 66.561 | 71.572 | 76.484 | 76.329 | 71.486 | 66.549 | 66.349 | 66.348 |
| $(8,1,0)$ | 68.627 | 66.705 | 72.384 | 76.619 | 76.457 | 71.643 | 66.710 | 66.490 | 66.489 |
| $(8,1,1)$ | 63.765 | 63.652 | 67.139 | 73.264 | 73.146 | 68.351 | 63.573 | 63.458 | 63.457 |
| $(8,2,-2)$ | 70.962 | 69.721 | 74.793 | 80.146 | 79.992 | 74.877 | 69.691 | 69.500 | 69.500 |
| $(8,2,-1)$ | 71.487 | 69.764 | 75.380 | 80.155 | 79.992 | 74.926 | 69.756 | 69.541 | 69.540 |
| $(8,2,0)$ | 67.209 | 67.038 | 70.775 | 77.190 | 77.072 | 71.984 | 66.939 | 66.835 | 66.834 |
| $(8,2,1)$ | 67.359 | 66.849 | 70.955 | 76.931 | 76.803 | 71.785 | 66.774 | 66.644 | 66.643 |
| $(8,2,2)$ | 62.696 | 63.896 | 65.930 | 73.700 | 73.619 | 68.599 | 63.732 | 63.712 | 63.711 |
| ( $8,3,-3$ ) | 74.094 | 72.956 | 78.082 | 83.869 | 83.709 | 78.350 | 72.922 | 72.725 | 72.724 |
| $(8,3,-2)$ | 74.625 | 72.830 | 78.690 | 83.685 | 83.516 | 78.219 | 72.818 | 72.597 | 72.596 |
| $(8,3,-1)$ | 70.898 | 70.837 | 74.647 | 81.547 | 81.419 | 76.065 | 70.743 | 70.622 | 70.621 |
| $(8,3,0)$ | 71.026 | 70.230 | 74.839 | 80.815 | 80.679 | 75.416 | 70.155 | 70.014 | 70.013 |
| $(8,3,1)$ | 66.758 | 67.919 | 70.208 | 78.318 | 78.226 | 72.920 | 67.756 | 67.721 | 67.721 |
| $(8,3,2)$ | 66.344 | 67.002 | 69.810 | 77.237 | 77.140 | 71.938 | 66.855 | 66.806 | 66.805 |
| $(8,3,3)$ | 61.687 | 64.219 | 64.778 | 74.202 | 74.152 | 68.934 | 63.983 | 64.043 | 64.043 |
| $(9,0,0)$ | 71.978 | 69.932 | 75.919 | 80.316 | 80.144 | 75.110 | 69.942 | 69.706 | 69.705 |
| $(9,1,-1)$ | 75.025 | 73.071 | 79.124 | 83.959 | 83.788 | 78.477 | 73.060 | 72.837 | 72.836 |
| $(9,1,0)$ | 75.423 | 73.287 | 79.553 | 84.176 | 83.998 | 78.712 | 73.293 | 73.050 | 73.049 |
| $(9,1,1)$ | 70.890 | 70.155 | 74.691 | 80.732 | 80.598 | 75.335 | 70.077 | 69.939 | 69.938 |
| $(9,2,-2)$ | 77.648 | 76.212 | 81.847 | 87.603 | 87.434 | 81.848 | 76.182 | 75.971 | 75.970 |
| $(9,2,-1)$ | 78.239 | 76.336 | 82.500 | 87.704 | 87.525 | 81.985 | 76.329 | 76.091 | 76.090 |
| (9, 2, 0) | 73.968 | 73.557 | 77.908 | 84.678 | 84.545 | 78.985 | 73.459 | 73.333 | 73.332 |
| $(9,2,1)$ | 74.099 | 73.415 | 78.062 | 84.472 | 84.329 | 78.837 | 73.340 | 73.189 | 73.188 |
| (9, 2, 2) | 69.362 | 70.372 | 72.962 | 81.142 | 81.045 | 75.555 | 70.207 | 70.168 | 70.167 |
| (9, 3, -3) | 80.768 | 79.439 | 85.123 | 91.325 | 91.151 | 85.313 | 79.401 | 79.188 | 79.187 |
| $(9,3,-2)$ | 81.403 | 79.404 | 85.841 | 91.240 | 91.055 | 85.279 | 79.391 | 79.150 | 79.149 |
| $(9,3,-1)$ | 77.600 | 77.322 | 81.720 | 89.008 | 88.866 | 83.029 | 77.222 | 77.087 | 77.086 |
| $(9,3,0)$ | 77.825 | 76.816 | 82.012 | 88.381 | 88.231 | 82.489 | 76.739 | 76.578 | 76.577 |
| $(9,3,1)$ | 73.454 | 74.399 | 77.275 | 85.774 | 85.669 | 79.879 | 74.231 | 74.182 | 74.181 |
| $(9,3,2)$ | 73.105 | 73.566 | 76.942 | 84.779 | 84.668 | 78.987 | 73.417 | 73.348 | 73.347 |
| $(9,3,3)$ | 68.328 | 70.677 | 71.784 | 81.630 | 81.566 | 75.869 | 70.436 | 70.481 | 70.480 |


[^0]:    * Based on data collected by the BRITE Constellation satellite mission, designed, built, launched, operated and supported by the Austrian Research Promotion Agency (FFG), the University of Vienna, the Technical University of Graz, the University of Innsbruck, the Canadian Space Agency (CSA), the University of Toronto Institute for Aerospace Studies (UTIAS), the Foundation for Polish Science \& Technology (FNiTP MNiSW), and National Science Centre (NCN).
    $\star \star$ Based on observations made with ESO Telescopes at the La Silla Paranal Observatory under programme ID 094.D-0274A.
    *** Light-curve data are only available at the CDS via anonymous ftp to cdsarc.u-strasbg.fr (130.79.128.5) or via http://cdsarc. u-strasbg.fr/viz-bin/qcat?J/A+A/627/A28

[^1]:    http://www.brite-constellation.at

[^2]:    2 https://brite.camk.edu.pl/pub/index.html

[^3]:    3 http://smei.ucsd.edu/new_smei/data\&images/stars/ timeseries.html

[^4]:    4 archive.eso.org

[^5]:    5 The relevant transmission curves were downloaded from http://www.aip.de/en/research/facilities/stella/ instruments/data/johnson-ubvri-filter-curves

[^6]:    ${ }^{6}$ This is the solution with the lowest $\chi^{2}$ value. This does not necessarily imply that its mode identification is the most represented in the sample of solutions. Hence, it may not be the dominant color in the triangle plots (Figs. 13 and 14).

