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Abstract

Engineering components in the aviation, automobile and locomotive sectors are often sub-
jected to thermo-mechanical fatigue of the CCF (combined cycle fatigue) type. The fatigue
behaviour for such cases can be quantified using classical continuum damage framework.
The problem in such case is the immense numerical cost for a cycle-by-cycle simulation,
hence a unified numerical strategy is proposed that can avoid such tedious computations
for structures under CCF. Such a framework is based on temporal homogenisation and
cycle jump technique that avoids cycle-by-cycle simulation for both the fast and slow cycles,
providing an appreciable CPU gain with acceptable accuracy.

This is a preprint of an article published in its final form as: Mainak Bhattacharyya,
David Dureisseix, Béatrice Faverjon, A unified approach based on temporal homogenisation
and cycle jump for thermo-mechanical combined cycle fatigue, International Journal of Fa-
tigue, 2019,
DOI: 10.1016/j.ijfatigue.2019.105320, Elsevier, licensed under CC-BY-NC-ND 4.0 Interna-
tional.
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1 Introduction

Simulation of structures subjected to cyclic loading has been a bottleneck over the years, when
a large number of fatigue cycles are involved (see [33]). For structures containing large number
of degrees of freedom, with high amount of non-linearities, subjected to multi-physics loads (e.g.
thermo-mechanical), cycle-by-cycle simulation becomes unaffordable. Although, there exists
certain cumulative and empirical methods (see [15, 13, 35] for details) used for fatigue simulation
in the industries, these do not consider the loading history and tend to deviate from accuracy
for complex multi-physics problems. The interest of this article is in the initiation phase of the
total fatigue life in the light of continuum damage mechanics (CDM).

Usage of continuum damage mechanics (CDM) initially introduced in [20] has been popular
in fatigue simulation, as it defines a dedicated internal variable in a consistent thermodynamic
framework to quantify the loss of load carrying capacity of a structure (see e.g. [10, 25, 21, 22,
24]). The initiation phase of the total life can be estimated when this internal variable reaches
its critical value. For kinetic damage models (damage as a function of time), it is difficult to
reach a very high damage value especially when coupled with elasto-(visco)plasticity, and in case
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of thermo-mechanical problems with thermo-elasto-(visco)plasticity, due to loss of ellipticity. A
way out can be the usage of non-local models (see [4, 1, 32, 19]) that prevents localisations
of damage variables, thereby avoiding mesh-dependency, and high value of damage may be
reached. Nevertheless, the focus herein will be more on the computational aspect and not on
modelling, hence the concerned damage variable is the classical local one. Although it is possible
to compute the initiation phase using CDM and then use crack propagation concepts to calculate
the propagation phase (as done in [5]), fracture mechanics is beyond the scope of the current
article.

A useful technique for fatigue simulation, first developed in [18] is the homogenisation tech-
nique, involving multi-scale description of time. This method has been used for classical elasto-
viscoplasticity in [31, 30], viscoelasticity in [36]. As far as damage is concerned, it has been
used for elasticity-based damage cases in [14], for GTN (Gurson-Tvergaard-Needleman) based
damage models in [29, 17] and for a viscoplastility-like damage model in [28]. In this article
the case considered is a thermo-mechanical one, and the damage is driven by coupled thermo-
elasto-(visco)plasticity with mixed hardening. It is also interesting to observe that the loading
cases considered in [2, 31, 30, 14] are of combined cycle fatigue (CCF) type, i.e. the macroscopic
load is also cyclic containing high frequency microscopic fluctuations. The usage of homogen-
isation in such cases avoids cycle by cycle simulations of the micro cycles and provides extreme
numerical benefit. However, the CCF type loading considered in the aforementioned articles
contains very few macroscopic cycles and hence do not address cases containing large number
of macroscopic cycles. In the current article, the interest is on CCF type loads involving large
number of macroscopic cycles.

Another classical technique to avoid cycle by cycle simulation is the cycle jump method,
where large number of cycles can be skipped based on the information of the last computed
cycle, with the damage variable being linearly extrapolated. This technique was first introduced
in [8, 27, 26] and different variants of it has been used in [25, 9, 12, 34]. Similar technique has also
been used for non-incremental iterative solvers like the LATIN method, for viscoplasticity (see
[11]) for viscoplasticity coupled with damage (see [7]), and for two-scale damage models (see [6]).
In the light of temporal homogenisation, a unified approach has been used in [16] for non-local
damage models described by equivalent strains, where cycle jump has been used to skip macro
time steps (i.e. microscopic cycle).

In the present article, a unified scheme is proposed for thermo-mechanical CCF, where cycle
jump approach is applied for macroscopic cycles and temporal homogenisation is used to simulate
a macro-cycle of interest. This will avoid cycle by cycle simulation for both macro and micro
cycles. An attempt is made here to combine the advantages of both the individual strategies.
Homogenisation by itself, although can be effectively accurate compared to cycle jump, however
for highly non-linear problems, with highly non-linear macroscopic load variation, finer macro-
scopic temporal mesh is necessary to obtain such an accuracy. For CCF type loading involving
large number of macro-cycles, such a temporal discretisation is not affordable and can be very
expensive. Cycle jump alone is much cheaper compared to homogenisation, however employing
jumping strategies alone on the macro-cycles will effectively mean that the computation of a
particular estimated cycle will be extremely expensive (as extremely fine discretisation is needed
to capture the micro-cycles). Employing cycle jump is not theoretically possible for simulating
micro-cycles, especially if the macroscopic variation is highly non-linear (which is indeed the case
for CCF) as cycles need to be periodic or at least periodic by block (which does not exist for
CCF type loads). Therefore the best strategy is to adopt a combined technique, taking advant-
ages of both while minimising their frailties. As far as the engineering components of interest
is concerned, one can always think of turbine blades of gas turbines (where anisothermal con-
ditions exist along with high pressure mechanical loads) in jet engines as an example. Internal
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combustion engines (especially the connecting rod, and the crankshaft) also operate under such
an extreme condition and is also subjected to thermo-mechanical fatigue.

The authors would like herein to emphasise the fact that the content of this article merely
focuses on numerical approach, and is provided as a tool for structural analysis for the fatigue
and damage community.

The articles begins by introducing the reference thermo-mechanical problem in section 2. The
temporal homogenisation procedure is detailed in section 3 including scale separations for both
the thermal and the mechanical problem, for a particular macro-cycle. Thereafter, the classical
cycle jump method is described in section 4 along with the overall computational procedure.
Finally a numerical case study is presented in section 5 along with some verification analyses.

2 The reference problem

Considering the thermal problem as depicted in fig. 1a, Fourier’s law of heat conduction reads

q = −kt∇θ, in Ω, (1)

where q is the heat flux vector, θ is the temperature field and Ω is the spatial domain of the
reference problem. The thermal conductivity kt is considered to be isotropic. The heat flow
equation at a given time t, in the absence of internal heat source reads

−∇ · q = ρct
dθ

dt
, in Ω, (2)

where ρ is the density of the material, and ct is the specific heat capacity. Equations (1) and (2)
can be combined to provide the complete transient heat equation within the domain Ω as

kt∇2θ = ρct
dθ

dt
. (3)

For simplicity, it is considered that there is no adiabatic overheating, i.e. there is no internal
heat generation due to mechanical dissipation or any other sources, i.e. the thermo-mechanical
coupling is one way.

The boundary conditions of the structure can be of Dirichlet type i.e.

θ = θd, on ∂Ωt1, (4)

where θd is the prescribed temperature on the boundary ∂Ωt1. The Neumann type boundary
condition on the complementary surface can be written as

q · n = −qs, on ∂Ωt2, (5)

where n is the unit vector normal to the surface ∂Ωt2, qs is the heat flux across the boundary
from external sources.

The resolution of eq. (3) along with eqs. (4) and (5) provides the temperature field θ in the
whole structure, which can be used to calculate the thermal strain εth at each material point as,

εth = $ (θ − θin) δ. (6)

The material parameter $ is the coefficient of linear thermal expansion, θin is the initial tem-
perature (at the start of loading), and δ is identity tensor. The thermal strain hence calculated
is considered as an input in the mechanical problem.
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∂Ωt1

(a) Thermal problem

f
d UdF d
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(b) Mechanical problem

Figure 1: Reference problem in domain Ω

Considering now the mechanical reference problem in the domain Ω (fig. 1b), subjected
to body force f

d
. The boundary ∂Ω of the domain is sundered into ∂Ωm1 where a prescribed

displacement Ud is specified, and ∂Ωm2 containing applied surface traction F d. The admissibility
conditions that dictate such a problem is given as

• Static admissibility condition

∇ · σ + f
d

= 0, in Ω, (7a)

F d = σ · n, on ∂Ωm2. (7b)

The quantity σ represents the Cauchy stress tensor and n is the unit normal at each point
on the surface. The case considered here is a quasi-static problem hence the inertia term
is neglected.

• Kinematic admissibility condition

ε =
1

2

[
∇u+ (∇u)

T
]
, in Ω, (8a)

u = Ud, on ∂Ωm1, (8b)

where ε is the infinitesimal strain tensor and u is the displacement field.

Apart from the global admissibility conditions, local constitutive relations are also required
at each material point, to have a closed form mechanical problem. In the current article, the
material behaviour considered is thermo-elasto-viscoplasticity with mixed hardening coupled with
damage (see [23, 24] for details). The considered constitutive relations are

• State laws

σ = C (1−D)
(
εe − εth

)
(9a)

β = Qα, (9b)

R = R∞ (1− exp (−γr)) , (9c)

Y = G (σ, D) ,withG =
σ̃2
eqRv

2E
. (9d)
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C is the Hooke’s tensor which is a function the modulus of elasticity E and Poisson’s ratio
ν. Q is a tensor containing material parameter Q that describes kinematic hardening. R∞
and γ are material parameters describing isotropic hardening. εe is the elastic part of the
total strain such that

ε = εe + εp, (10)

where εp is the inelastic or plastic strain. εth is the thermal strain obtained from the
resolution of the thermal problem. α and β are the internal variable and its conjug-
ate respectively, describing the linear kinematic hardening. r and R are similar internal
and conjugate variable respectively, describing the exponential isotropic hardening. The
quantity Y represents the strain energy release rate associated with the isotropic damage

variable (D ∈ [0, 1]). The triaxiality function Rv = 2
3 (1 + ν) + 3 (1− 2ν)

(
σh

σeq

)2

, where

σh = 1
3Tr (σ) represents the hydrostatic part of the stress tensor, σeq is the von Mises

equivalent stress defined as σeq =
√

3
2σ

D : σD with σD = σ − σhδ being the deviatoric

stress. The ratio σh

σeq
in the definition of Rv is called the triaxiality ratio and σ̃eq is the

equivalent of the effective stress defined as σ̃eq =
√

3
2

σD

(1−D) : σD

(1−D) .

• Evolution equations

dεp

dt
=
∂fp

∂σ
λ̇, (11a)

dα

dt
= −∂f

p

∂β
λ̇, (11b)

dr

dt
= −∂f

p

∂R
λ̇, (11c)

dD

dt
=

(
Y

S

)s
λ̇

1−D, (11d)

with the von Mises yield function fp delimiting the elastic domain and is defined as

fp =

√
3

2

[(
σD

1−D − β
)

:

(
σD

1−D − β
)]
−R− σy, (12)

where σy is the yield stress. The viscoplastic multiplier λ̇ defined according to Norton’s
law as,

λ̇ = kv 〈fp〉nv , (13)

where the viscous coefficient kv and viscous exponent nv are material parameters. The
material parameters S and s describe the damage evolution.

The constitutive relations and the admissibility conditions enable the resolution of the mech-
anical problem with the primary quantity of interest being the damage variable D. For the

sake of later developments, eq. (11) is represented as
dϕ

dt
=M (ψ), where ϕ = {εp,α, r,D} and

ψ = {σ,β, R,D}.
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The prescribed loading, i.e. qs, θd, ud, fd, and F d are of CCF type, with large number
of macro cycles and each of them containing a large number of micro cycles. Figure 2 shows a
generic CCF loading for a prescribed load χ, where the total number of load cycles is the product
of the number of macro cycles and the number of micro cycles for each macro cycle. Classical
cycle-by-cycle simulation in such cases is extremely costly at both macro and micro scale. In the
next section, the technique for the resolution of one macro cycle is detailed.

χ (t)

t

Figure 2: Considered CCF type loading

3 Temporal homogenisation for a given macro cycle

The details regarding classical temporal homogenisation can be found in [3, 30, 31]. The applica-
tion with respect combined cycle fatigue damage is summarised herein, along with the derivation
for the thermal case.

The main philosophy is based on the existence of two separate scales

• A slow time scale t associated with the macro cycles,

• A fast time scale τ associated with the micro cycles.

This thereby allows to define a time scale ratio

ξ =
t

τ
=
Tm
TM

, (14)

where Tm and TM are the time periods of the micro and the macro cycles, respectively. It is
obvious that 0 < ξ � 1, and smaller the value of ξ, better is the decoupling of the two scales.
Considering ξ to be infinitesimal, any time dependent quantity becomes function of both t and
τ . The time derivative of such a quantity χ (t, τ) can be written as

dχ

dt
=
∂χ

∂t
+

1

ξ

∂χ

∂τ
= χ̇+

χ′
ξ

(15)

It is further assumed that the quantity χ (t, τ) is quasi-periodic or locally periodic with respect
to τ , i.e.

χ (t, τ) = χ (t, τ + Tm) . (16)
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The quasi-periodicity assumption also means that

〈χ′〉τ = 0, (17)

where 〈◦〉τ represents the averaging operator relative to τ such that

〈χ〉τ (t) =
1

Tm

∫ Tm
0

χ (t, τ) dτ, (18)

where 〈χ〉τ is the averaged or homogenised quantity and is a function of t only. Such a homo-
genisation also allows to define a residual quantity χ∗ (t, τ), such that

χ = χ∗ + 〈χ〉τ . (19)

3.1 Scale separation for the thermal problem

The thermal problem due to its linearity can be decoupled in the two scales based on classical
superposition principle.

Expressing the load qs (t, τ) and θd (t, τ) being of the nature as in eq. (19), eqs. (3) to (5) can
be re-written as a residual problem (with θ∗ being τ periodic),

kt∇2θ∗ = ρct
dθ∗

dτ
in Ω, (20a)

θ∗ = θ∗d, on ∂Ωt1, (20b)

q∗ · n = −q∗s , on ∂Ωt2, (20c)

and as a homogenised problem,

kt∇2 〈θ〉τ = ρct
d 〈θ〉τ

dt
in Ω, (21a)

〈θ〉τ = 〈θd〉τ , on ∂Ωt1, (21b)
〈
q
〉
τ
· n = −〈qs〉τ , on ∂Ωt2. (21c)

The resolution of which will provide the residual field θ∗ and the homogenised field 〈θ〉τ respect-
ively.

3.2 Scale separation for the mechanical problem

The non-linearity of the mechanical problem prevents the application of the superposition prin-
ciple. Therefore any quantity χ from the mechanical problem is written as an asymptotic expan-
sion with respect to the time scale ratio ξ, i.e.

χ (t, τ) = χ0 (t, τ) + ξχ1 (t, τ) + ξ2χ2 (t, τ) + · · · . (22)

Lower the value of ξ, better the approximation. Such expanded form is used to re-write all the
governing equations of the problem at hand.

Expressing the loads Ud, fd and F d as in eq. (19), and applying the asymptotic development
(eq. (22)), on eqs. (7) to (9) and eq. (10), the admissibility conditions and the state laws can be
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τ

t + TM

τ + Tm

t

〈χ〉 (t)
χ (t, τ )

Figure 3: Illustration of the scale separation for a given macro cycle
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written as

∇ · (σ0 + ξσ1 + · · · ) + f
d

= 0, in Ω, (23a)

F d = (σ0 + ξσ1 + · · · ) · n, on ∂Ωm2, (23b)

ε0 + ξε1 + · · · = 1

2

[
∇ (u0 + ξu1 + · · · ) + (∇ (u0 + ξu1 + · · · ))T

]
, in Ω, (23c)

u0 + ξu1 + · · · = Ud, on ∂Ωm1, (23d)

σ0 + ξσ1 + · · · = C (1− (D0 + ξD1 + · · · ))
(
(εe0 + ξεe1 + · · · )− εth

)
(23e)

β0 + ξβ1 + · · · = Q (α0 + ξα1 + · · · ) , (23f)

R0 + ξR1 + · · · = R∞ (1− exp (−γ (r0 + ξr1 + · · · ))) , (23g)

Y0 + ξY1 + · · · = G (σ0 + ξσ1 + · · · , D0 + ξD1 + · · · ) , (23h)

ε0 + ξε1 + · · · = (εe0 + ξεe1 + · · · ) + (εp0 + ξεp1 + · · · ) , (23i)

Using eqs. (15) and (22), eq. (11) can be rewritten as

∂

∂t
(ϕ0 + ξϕ1 + · · · ) +

1

ξ

∂

∂τ
(ϕ0 + ξϕ1 + · · · ) =M (ψ0 + ξψ1 + · · · )

=M (ψ0) + ξ
∂M
∂ψ

∣∣∣∣
ψ0

ψ1 + · · ·
(24)

The idea hereafter is to equate terms having the same power of ξ for eq. (23) and eq. (24) to
generate different order of problems.

-1 order problem Equating the terms having 1/ξ in eq. (24),

∂ϕ0

∂τ
= 0 =⇒ ϕ0 = ϕ0 (t) , (25)

Thereby from eqs. (23f) and (23g) it is evident that β0 = β0 (t) and R0 = R0 (t) .
This basically means that the zero order terms of εp, α, β, r, R and D are dependent on the

macroscopic time only.

0 order problem Now, equating terms without ξ in eq. (23) and eq. (24),

∇ · σ0 + f
d

= 0, in Ω, (26a)

F d = σ0 · n, on ∂Ωm2, (26b)

ε0 =
1

2

[
∇u0 + (∇u0)

T
]
, in Ω, (26c)

u0 = Ud, on ∂Ωm1, (26d)

σ0 = C (1−D0)
(
εe0 − εth

)
(26e)

β0 = Qα0, (26f)

R0 = R∞ (1− exp (−γr0)) , (26g)

Y0 = G (σ0, D0) , (26h)

ε0 = εe0 + εp0. (26i)

∂ϕ0

∂t
+
∂ϕ1

∂τ
=M (ψ0) , (26j)
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Using the average operator defined in eq. (18), the quasi-periodicity assumption of eq. (17), and
eq. (19), eq. (26) becomes

∇ · 〈σ0〉τ (t) +
〈
f
d

〉
τ

(t) = 0, in Ω, (27a)

〈F d〉τ (t) = 〈σ0〉τ (t) · n, on ∂Ωm2, (27b)

〈ε0〉τ (t) =
1

2

[
∇〈u0〉τ (t) + (∇〈u0〉τ (t))

T
]
, in Ω, (27c)

〈u0〉τ (t) = 〈Ud〉τ (t) , on ∂Ωm1, (27d)

〈σ0〉τ (t) = C (1−D0 (t))
(
〈εe0〉τ (t)−

〈
εth
〉
τ

(t)
)

(27e)

β0 (t) = Qα0 (t) , (27f)

R0 (t) = R∞ (1− exp (−γr0 (t))) , (27g)

〈Y0〉τ (t) = 〈G (σ∗0 + 〈σ0〉τ , D0)〉
τ

(t) , (27h)

〈ε0〉τ (t) = 〈εe0〉τ (t) + εp0 (t) . (27i)

∂ϕ0

∂t
= 〈M (ψ∗0 + 〈ψ0〉τ )〉

τ
= 〈M (σ∗0 + 〈σ0〉τ ,β0, R0, D0)〉

τ
, (27j)

It has to be noted that due to the outcome of the −1 order problem, 〈β0〉τ = β0, 〈α0〉τ = α0,
〈r0〉τ = r0, 〈R0〉τ = R0, 〈D0〉τ = D0 and 〈εp0〉τ = εp0. Equation (27) is the zero order homogenised

problem with prescribed macroscopic mechanical loads
〈
f
d

〉
τ
, 〈F d〉τ and 〈Ud〉τ . The input from

the thermal problem is through the homogenised thermal strain which is given as,
〈
εth
〉
τ

= $ (〈θ〉τ − θin) δ. (28)

It has to be mentioned that the solution of eq. (27) requires the knowledge of the residual stress
field σ∗0 . Subtracting eq. (27) from eq. (26) to obtain the zero order residual problem,

∇ · σ∗0 + f∗
d

= 0, in Ω, (29a)

F ∗d = σ∗0 · n, on ∂Ωm2, (29b)

ε∗0 =
1

2

[
∇u∗0 + (∇u∗0)

T
]
, in Ω, (29c)

u∗0 = U∗d, on ∂Ωm1, (29d)

σ∗0 = C (1−D0)
(
εe ∗0 − εth ∗

)
(29e)

ε∗0 = εe ∗0 , (29f)

which is indeed a thermo-elastic problem parametrised by the zero order damage variable D0.
The quntities f∗

d
, F ∗d and U∗d are the prescribed microscopic loads and the residual thermal strain

is obtained as

εth ∗ = $ (θ∗ − θin) δ. (30)

The resolution of eq. (29) will provide the residual stress field σ∗0 (along with ε∗0 and u∗0) which
can be used to solve the homogenised problem.

Of course it is possible to obtain higher order equations (see e.g. [31]), however in this
particular case the problem is restricted to zero order approximation.
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4 Cycle jump method in the overall scheme

Although, the philosophy of homogenisation reduces the numerical cost as it avoids cycle-by-cycle
simulation of the micro-cycles, the existence of large number of macro cycles increase the overall
numerical expense. Hence, a classical cycle jump algorithm (as described in [24]) is employed to
avoid cycle-by-cycle simulation of the macro-cycles.

The main problem of cycle jump is to obtain the initial condition for a macro-cycle of interest.
The residual thermal problem (eq. (20)) is computed using zero initial condition once for all,
thereby the resolution of eq. (20) will not depend on the macro-initial condition. The residual
mechanical problem (eq. (29)) is a linear problem in τ , however requiring the knowledge of the
macroscopic damage variable D0. For the homogenised problems (eqs. (21) and (27)) also the
information of the initial conditions are necessary to solve ODEs in t.

Considering cycle number Ns has been simulated, the next ∆Ns cycles to be jumped is given
by

∆Ns =
Dc/50

dD0

dN

∣∣∣∣
Ns

, (31)

where Dc is the critical damage. The factor of 50 has been chosen in accordance with [25]. It
essentially controls the number of cycles to be jumped and can be altered according to desired
numerical accuracy or computational cost of the approach.

The next macro-cycle to be simulated is given by

Ns+1 = Ns + ∆Ns + 1, (32)

For all quantities which are cyclic, the final value at Ns is considered as the initial value at Ns+1,
i.e. for a cyclic quantity χ = {〈θ〉τ , 〈u0〉τ , 〈σ0〉τ , 〈ε0〉τ , 〈εe0〉τ , ε

p
0,α0,β0},

χin (Ns+1) = χfi (Ns) , (33)

where χin and χfi represent the initial and final value at the respective cycles Ns+1 and Ns. For
quantities that are not cyclic, namely D0, R0, r0, linear extrapolations of the form

D0, in (Ns+1) = D0, fi (Ns) +
dD0

dN

∣∣∣∣
Ns

∆Ns, (34a)

R0, in (Ns+1) = R0, fi (Ns) +
dR0

dN

∣∣∣∣
Ns

∆Ns, (34b)

r0, in (Ns+1) = r0, fi (Ns) +
dr0

dN

∣∣∣∣
Ns

∆Ns, (34c)

are used. The initial value of the strain energy release rate if needed can be calculated from
eq. (27h).

The presence of viscoplasticity, renders the initial macro cycles to be non-periodic. Hence,
initial few macro cycles are calculated without any jumps. After that, the cycle jump technique
is employed. For a cycle of interest Ns, with the given initial conditions at tNs

, the residual
mechanical problem (eq. (29)) is solved for τ ∈ [0, Tm]. Thereafter at each macro time step
t ∈ [tNs , tNs + TM ], a classical elastic predictor-plastic corrector method is applied on a global
Newton-Raphson algorithm. It should be noted that in the plastic corrector step the right-hand-
sides of eq. (27j) are averages of all the micro time steps. The solution of this non-linear material
behaviour can be achieved by using any non-linear solver (like Newton-Raphson methods or
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trust-region algorithms). At each iteration of the global Newton Raphson algorithm, eq. (29)
needs to be solved with the new value of D0 to update σ∗0 , ε∗0 and u∗0. The residual thermal
problem needs to be solved only once for τ ∈ [0, Tm], and the homogenised thermal problem is
solved at each macro time step before the Newton-Raphson algorithm. Once t = tNs

+ TM is
reached, the new Ns+1 is calculated and the whole procedure is repeated. This continues till
the maximum damage value D0 reaches the critical value Dc. Once all the macro cycles are
calculated, they can be post-treated to obtain the complete evolution of the desired quantities
of interest using linear interpolation functions (see[7, 11] for details).

5 Numerical study

The structure considered for the numerical study is a rectangular block with a circular groove
(see fig. 4). The dimension of the structure is given by L = W = 100 mm, H = 20 mm and the
radius of the groove % = 20 mm. The block is subjected to uniform traction Fd = 〈Fd〉τ + F ∗d ,

with 〈Fd〉τ = 7 sin

(
2πt

TM

)
N/mm2 and F ∗d = 1.5 sin

(
2πτ

Tm

)
N/mm2 on the top and bottom

surface of the block. The time periods of the loads are given by TM = 20000 s and Tm = 20 s, i.e.
ξ = 10−3 . The block is also subjected to a temperature field of the form θd = 〈θd〉τ + θ∗d with

〈θd〉τ = 40 sin

(
2πt

TM

)
cos
(πz
H

)
◦C and θ∗d = 10 sin

(
2πτ

Tm

)
cos
(πz
H

)
◦C, on the inner surface of

the cylindrical groove, i.e they are maximum on the symmetric surface (z = 0) and 0 on the
external surfaces (z = ±H/2). Temperatures on the six outer faces are fixed at a constant value
θf = 0 ◦C. Due to symmetry, only one-eighth of the structure is used for the analysis (see fig. 4).
It is probably noteworthy to mention that the choice of such a problem is purely arbitrary, and
any other academic problem would also have sufficed.

L

W

H

x

y

z

̺

Applied traction Fd
(
N/mm

Symmetric displacement

Fixed temperature θf (
◦C)

Applied temperature θd (

Applied traction F d
Symmetric boundary conditions
Fixed temperature θf
Applied temperature θd

Figure 4: Structure under thermo-mechanical CCF

The spatial discretisation is achieved by using 940 8-noded linear isoparametric hexahedral
elements with 8 Gauss points per element, i.e. a total of 7520 Gauss points and 1345 nodes.

The material used is a Cr-Mo Steel, the approximate material parameters of which is given
in table 1.

5.1 Verification analyses

To exemplify the accuracy of the procedure, a few test analyses are performed. The first is to
check the accuracy of the temporal homogenisation, for which only one macro cycle is considered
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E ν σy Q R∞ γ Kv nv
134000 MPa 0.3 85 MPa 6000 MPa 30 MPa 2 1220 MPa s1/nv 2.5

kv S s Dc kt ρct $
K−nv
v 0.6 MPa 2 0.2 38 J/m3/◦C 5.46 W/m3/◦C 1.3× 10−5 1/◦C

Table 1: Material parameters

and the homogenised solution is compared with a reference solution obtained using 30000 time
steps, i.e. 30 time steps per micro cycle. For the two scale solution, 30 time steps are considered
for the micro cycle and 60 time steps for the macro cycle. The accuracy is measured by an error
criteria

er =




∫
Ω×[0,T ]

(Dref −Dts) · (Dref −Dts) dΩdt

∫
Ω×[0,T ]

(Dref +Dts) · (Dref +Dts) dΩdt




1/2

, (35)

with T being the total temporal domain, Dref is the reference solution at the macroscopic time
points, and Dts the homogenised solution. An error of 3% is achieved with CPU time gain of
95%, proving that there is a tremendous gain in CPU time at an acceptable accuracy.

The second test is to check the accuracy of the jump cycle method, for which only the
macroscopic loads 〈F d〉τ and 〈θd〉τ are considered, i.e. the problem is a mono-scale problem.
These loads are applied for 1000 cycles and cycle jump method is compared with a reference
cycle-by-cycle simulation. 30 time steps per cycle is considered for both the simulations, with a
fixed jumping of 100 cycles to avoid over jump (since the total number of considered cycles is
low). The effect of the number of jumped cycles on the accuracy for cycle jump methods has
been investigated in [7] rigorously, here just a test case is investigated. For the simulation using
the cycle jump technique, the first 3 cycles are calculated directly, thereafter jumping is applied,
resulting in the effective simulation of 13 cycles out of 1000. An error criteria defined as

er =




∫
Ω×[0,T ]

(Dref −Djum) · (Dref −Djum) dΩdt

∫
Ω×[0,T ]

(Dref +Djum) · (Dref +Djum) dΩdt




1/2

, (36)

with T being the total temporal domain, Dref is the reference solution, and Djum is the inter-
polated solution ∀t ∈ [0, T ]. The error is 1.76% of the reference with a CPU time of 1.1% of the
reference CPU time. It is exemplified thereby that there is a tremendous gain in CPU time with
an acceptable accuracy.

Although, an accuracy estimation of the combined methodology is not performed, due to an
unaffordable reference solution for such a case, the separate studies still depicts the robustness
of the two algorithms and assumed to transmit to the combined procedure.

5.2 Combined procedure for CCF

For the given set of loading parameters the combined homogenisation-cycle jump approach is
applied till the damage of any integration point reaches the critical value of Dc. 60 macroscopic
time steps are used for the simulation of a particular macro-cycle along with 30 time steps to
describe the micro-cycles. The adaptive cycle jump criterion (eq. (31)) is used to skip several
macro-cycles. The number of macro cycles needed to reach a maximum damage of Dc = 0.2 is
18237, with 1000 micro-cycles per macro cycle, i.e a total of 1.8237×107 micro-cycles. The same
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problem is repeated, but without any thermal loads and with same temporal discretisation, and
the number of macro cycles obtained is 20820 (i.e. a total of 2.082 × 107 micro-cycles) for a
maximum damage of Dc = 0.2. Initial 3 macro-cycles are calculated without any cycle jump and
thereafter a total of 51 macro-cycles has been effectively computed (using cycle jump) for the
whole simulation in both cases. The zero order cumulative plastic strain p0 can be calculated on
the macro-time scale t as

ṗ0 =

(
2

3
ε̇p0 : ε̇p0

)1/2

=
ṙ0

1−D0
. (37)

The distribution of damage and accumulated plastic strain for both cases (see figs. 5 and 6)
show that there has been a redistribution due to thermal loads and the region of localisation for
both the quantities of interest has changed. Thereby the thermal loads not only influence the
number of cycles but also the location of the point susceptible to failure (i.e. the weakest Gauss
point).

The evolution of p0 and D0 at the Gauss points where they are maximum are shown in fig. 7.
Obviously the corresponding Gauss points are different for the purely mechanical and combined
thermo-mechanical cases. The evolution of the cumulative plastic strain also shows that for the
thermo-mechanical loading, the final value is slightly less than for the purely mechanical case.

The non-linear damage evolutions are more vivid if figs. 7a and 7b are zoomed for a particular
macro-cycle, as shown in fig. 8 for simulated cycle number 30. The damage evolutions in fig. 8
corresponds to real macro-cycle number 11227 for thermo-mechanical load, and to 13194 for
purely mechanical load.

The Gauss points with maximum damage obtained from the results depicted in fig. 5 for both
the cases is shown in fig. 9. Stress-strain diagrams for these two points are plotted in figs. 10
and 11, to observe the change behaviour due to fatigue damage. For the relocalised stress-
strain diagrams (see figs. 10a and 11a), the residual quantities are added to their homogenised
counterparts only at the macro-time points and not interpolated in between. Nevertheless,
the relocalised (see figs. 10a and 11a) and homogenised (see figs. 10b and 11b) plots show a
significant reduction in the hysteretic area and a significant decrease in the slope (at the elastic
region), between the third macro-cycle and the last macro-cycle. Figures 10c and 11c show the
residual plot for the micro-cycles corresponding to the first macro-time point of the third and
final macro-cycles. These plots are considered to be representative of the other micro-cycles.
Although the pure mechanical loading induce a purely elastic stress-strain plot susceptible to
damage (see fig. 10c), in the thermo-mechanical case, there exist a hysteretic area along with
influence of damage (see fig. 11c). The range of stresses in thermo-mechanical case (see fig. 10)
is significantly higher than the purely thermal case (see fig. 11), however the converse is true for
the strain range. The final observation that can be made is due to redistribution of the quantities
of interest, the dominant stress-strain pair in the purely mechanical case is the yy component
which changes to xx component for the thermo-mechanical case.

5.3 Estimation of numerical expense

To put into perspective, the reduction of numerical expense, the number of Global Newton
iterations and the number of iterations for the non-linear mechanical behaviour can be considered
as estimators.

Considering the thermo-mechanical problem, the number of Newton iterations for the simu-
lation of one macro-cycle using the multi-scale method is approximately 196. The total number
of cycles, actually simulated is 54 (initial 3 cycles and 51 using the jumping technique), which ac-
counts for a total of approximately 10584 Newton iterations. The total number of iterations (i.e
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(a) For thermo-mechanical case

(b) For purely mechanical case

Figure 5: Damage distribution at the end of loading
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(a) For thermo-mechanical case

(b) For purely mechanical case

Figure 6: Distribution of cumulative plastic strain at the end of loading
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Figure 7: Evolution of quantities of interest at the respective weakest Gauss points

17



22.452 22.453 22.454

×108

0.115888

0.115895

0.115902

t/
(
107s

)

D
0

(a) For thermo-mechanical loading (corresponding to actual macro-cycle number 11227)

26.386 26.387 26.388

×108

0.115480

0.115486

0.115492

t/
(
107s

)

D
0

(b) For purely mechanical loading (corresponding to actual macro-cycle number 13194)

Figure 8: Evolution of damage at simulated macro-cycle number 30 for the corresponding weakest
Gauss points
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Figure 9: Maximum damaged Gauss points, . for purely mechanical load, . for thermo-
mechanical load
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Figure 10: Stress-strain curves at the most damage Gauss point for the thermo-mechanical case
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Figure 11: Stress-strain curves at the most damage Gauss point for the purely mechanical case
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Figure 12: Estimation of approximate iterations for different techniques for the thermo-
mechanical problem

including every Gauss point, every Newton iteration, every time step) required for the solution of
the non-linear material law for a macro-cycle is approximately 56000, i.e. 3× 106 in total (for 54
cycles). If the complete simulation has to be performed without employing cycle jump method,
the number of Newton iterations would be approximately 3.6× 106 and number of iterations for
solving the material behaviour would be approximately 1.0×109. If the homogenisation method
is also withdrawn, i.e. the complete simulation is performed classically, the number of Newton
iteration would approximately be 1.2 × 109 (65753 per macro-cycle) and number of iterations
for the non-linear material behaviour would be 3.2 × 1010 (1.7 × 106 per macro-cycle). To es-
timate the cost for the case where only cycle jump is employed for the macro-cycles, each of the
computed cycles has to be calculated classically. Assuming the same number of total computed
cycles as the unified strategy, a total of 3.5 × 106 Newton iterations would be necessary with a
total of 9.5×107 iterations for the non-linear material behaviour. These values have been plotted
in fig. 12 for a better pictorial understanding of the numerical expenses.

The convergence behaviour of a particular macro-cycle will be different depending on whether
it is computed classically or by multi-scale homogenisation. The average Newton iterations per
time step for the classical method is estimated to be 2.19 while using the multi-scale it is 3.2. As
far as the iterations needed for the non-linear material behaviour is concerned, it is estimated
to be at an average of 933 per time step for the multi-scale computation and 58 per time step
for the classical computation. The inference herein is that a less number of iterations are needed
for convergence at a given time step (both for global equilibrium as well as for local behavioural
laws) in case of the classical method than for the multi-scale method.

6 Conclusion

A unified framework based on temporal homogenisation and cycle jump technique has been
proposed herein to simulate thermo-mechanical combined cycle fatigue. A continuum based
damage model has been used to quantify the loss of load carrying capacity. Both the involved
frameworks have been verified separately with classical technique and the accuracies were found
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to be appreciable with extreme time savings. The proposed unified framework has been used to
simulate till the point of crack initiation for a thermo-mechanical loading and the results have
been compared with a purely mechanical loading. The influence of the thermal loading is not only
on the number of surviving load cycles but also on the region of damage localisation. Although
not addressed in this current work, experimental comparisons indeed remains a perspective of
this research work.
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